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Abstract. The formal specification component of verification can be exported to
simulation through the idea of property checkers. The essence of firisaah is

the automatic construction of an observer from the specification in thedbem
program that can be interfaced with a simulator and alert the user if tipegyo

is violated by a simulation trace. Although not complete, this lighter approach to
formal verification has been effectively used in software and digitadviare to
detect errors. Recently, the idea of property checkers has beemegt® analog
and mixed signal systems.

In this paper, we apply the property-based checking methodology taastiial

and realistic example of a DDR2 memory interface. The properties idesgr

the DDR2 analog behavior are expressed in the formal specificationdgeg
sTL/PsLin form of assertions. The simulation traces generated from an actual
DDR2 interface design are checked with respect testhgPsL assertions using
theAamT tool. The focus of this paper is on the translation of the official (informal
and descriptive) specification of two non-trivial DDR2 properties isita/PSL
assertions. We study both the benefits and the current limits of sucheappro

1 Introduction

The formal verification of digital (and other finite state)sms has been based on
the decision procedures which often involve model-chegkémporal logic formulae.
Temporal logic [MP95] is a rigorous specification formalidmt is used to describe de-
sired behaviors of the system. The fact that logics suaitasr cTL can be efficiently
translated into corresponding automata [VW86,SB00,GPVWA®1] has facilitated
their integration into main verification tools. An adaptatiof formalisms based on
temporal logics and regular expressions to the needs ofaittimare industry has been
done through standard specification languaggs[HFEO4] andsva [Acc04].

Similar verification methods have been introduced in thdagnand mixed sig-
nal domain with the advent dfybrid automatdMMP92], which serve as a model to
describe systems with continuous dynamics with switched,the algorithms for the
exhaustive exploration of their search space. While cepgreogress has been made re-
cently in that field [ADF 06], scalability remains an important issue for the exHaest
verification of hybrid systems, due to the explosion of thdertying state space. Con-
sequently, this verification method can be used nowadaysagon about small critical
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analog and mixed signal blocks containing up to a dozen wcoatis variables. More-
over, property-based verification of hybrid systems is @tligs beginning [FGPO06].

The preferred analog validation method remains simulébased testing, com-
bined with a number of common analysis techniques (frequelomain analysis, sta-
tistical measures, parameter extraction, eye detectmpBte validation tools are spe-
cific to the class of properties checked, and include waveforalyzers and calculators,
measuring commands as well as manually written scriptss@ kelutions are often ad-
hoc and may require considerable user effort, and in the chseripts, reusability
becomes an issue.

The gap between formal verification and standard simulati@iysis of analog sys-
tems can be reduced by introducing formal specificatiomsthrd domain of simulation.
This approach relies on an automatic construction of anrebselso called a property
checker, from the formula. This checker takes the form ofey@am that can be inter-
faced with the simulator and alert the user if the propertyiddated by a simulation
trace. This method is not complete, but can be effectivegdus catch “bugs” in the
system. It can be more reliable and efficient than the visugpection of simulation
traces, or manual construction of property observers. fifisedure, often related to as
lightweight verificationhas been successfully integrated into the validation fliosofi-
ware and hardware frameworks, and temporal logic has beshassthe specification
language in a number of property checking tools, includieghporalRover [Dru00],
FoCs [ABG"00], Java PathExplorer [HR01] and MaCS [KL&2].

The extension of property-based checkers to analog anddmsigaal systems has
been proposed in [MN04,NM07,N08], with the introductiortioé formal specification
languagesTL/PsL, based on the dense-time temporal logiaL [AFH96], and it al-
lows to relate temporal behavior of continuous wavefornastheirstatic abstractions
The properties expressed $ITL/PSL can be checked against analog simulation traces
with the toolaMT [NMO7,N08]. A similar approach for checkirmsL properties of dis-
crete time analog and mixed signal systems was proposeddBTA7]. The authors
of [JHPT07] describe a framework based aL extended with analog operators, which
is targeted at checking mixed signal interface propertreEDCO05], the authors intro-
duce theaNACTL logic, an analog extension ofrL, used to check properties of a finite
state machine, which represents a set of discretized anudeduransient simulation
traces.

In this paper, we study the framework of property checkerth@analog domain
and its applicability to real-world industrial examplese\ptesent a case study where
we translate two non-trivial properties of a DDR2 memorgifdace [Jed06] isTL/PSL
and use the monitoring toaiMT to check the specification against the simulation wave-
forms. DDR2 memory is a natural candidate for this case stisdy/contains a number
of timing relations between different analog signals. Wegarticularly interested in the
expressiveness ®TL/PSLwith respect to the class of properties informally desatibe
in the official DDR2 specification document.

The rest of this document is organized as follows: in Secflone present the
sTL/PsL specification language. Section 3 describes some noaitpvoperties of the
DDR2 memory component and their formalization and traisiainto sSTL/PSL. The



experimental results are reported in Section 4.2 followed discussion about the re-
sults and the conclusions (Section 5).

2 sSTL/PsL Specification Language

The specification of properties of continuous waveformsiites an adaptation of the
semantic domain and the underlying logic. Let the time doniaibe the sefR>
of non-negative real numbers. We consider finite lengthafgt over an abstract
domainD, which are partial function§ : T — D whose domain of definition is
I = [0,7),r € Q9. The length of the signg is r, and is denoted with¢| = r.
We restrict our attention to two particular types of signBlsolean signals witld =

and continuous signals wifth = R. We denote byr, (¢) the projection of the signé|
on the dimension with domaih that corresponds to the propositipiflikewise, (&)
denotes projection of the signabn the dimension with domaiR corresponding to the
continuous variablg).

ThesTL/PsLlogic is an extension afiiTL [AFH96] andsTL [MNO4] logics, using
layers in the fashion afsL [HFEO04]. Theanalog layerallows to reason about contin-
uous signals and thiemporal layerrelates the temporal behavior of input traces. The
“communication” between the two layers is done static abstractionghat partition
the continuous state space according to some (in)equalitstaints on the continuous
variables. ThesTL/PSL properties are targeted at thghtweight verificatioroverfinite
traces, so the language adopts the finitary interpretatitimei spirit ofPsL, with strong
andweakforms of the temporal operatdtsTheanalog layerof sTL/PsLis defined by
the following grammar:

¢:==s|shift(¢,k)|¢1x¢2[dxc|abs(e)

wheres belongs to a sef = {s1, s2,...,s,} of continuous variables; € {+, -, * },
c cQandk € Q.

The semantics of the analog layer ©fL/PsL is defined as an application of the
analog operators to the input sigral

s[t] = ms(§)[t]
shift(¢,k)[t] = o[t +K]

(1 * ¢2)]t] :¢1H*¢2H
(pxc)t] = ¢H

avsoll = e

Thetemporal layerof STL/PSL contains botHuture andpastoperators and is de-
fined as follows:

<p:==p|¢0 c|not <p\<p10r 4,02|
eruntil! Tps|pruntil Is]|ersincel ¢
rise(y) [fall ()
! The strong form of an operator requires the terminating condition to duefare the end of

the signal, while the weak form makes no such requirementssirfor example,unti | !
andunt i | represent the strong and the weak form of the until operator, regplycti



wherep belongs to a seP = {p1, p2, ..., p, } Of propositional variables, b, ¢ € Q,
o € {>, >=, <, <=, ==} and[ is an interval of typ€a, b), (a,b], [a,b), [a, b], (a, )
or [a, 00), wherea, b are rationals witl) < a < b.

The satisfaction relatioft, t) = ¢, indicating that signaf satisfiesp at timet is
defined inductively as follows:

&t =p iff 7, (§)[t] = TRUE

(€1) o c it olt] o c

(§,1) = not ¢ iff (£,1) = ¢

(&:1) =101 o iff (§,1) = pror(§,1) = @2
EtEeruntill Toyiff 3t et 4+ 1 st(t’ < [¢]and(§,t') = ¢2) and

vt e (t,t) (&) E e
&) Eeruntil Ty iff 3t et+Ist(t’ > | or (&) = p2) and
vt e (t.t) (§,t") F v
(&, t) F @1 since gy iff 3t €t —TIstt’ >0and(&,t') = p2 and
= (t,t/) (§7t//) }: 01
(€.t) Erise(y) iff ((£.t) £ and3 ¢’ € [0,¢) st
VI € (¢,1) (€,7) I o) or
((¢,t) - pand3 ¢’ > ¢ st
vt e (t,t) (§,1) E ¢)
& t)yE=fall(y) iff ((,¢) =eand3t’ €]0,t) st
vt e (t',t) (,t") = ) or
((&,t) Epand3 ¢’ >t st
vt'" e (t.t') (1) [ »)

An sTL/PsL specificationpprop is ansTL/PsLtemporal formula. The signdlsatis-
fies the specificatiompop, denoted by = ¢prop, iff (£,0) = ¢prop:

Other standard operators such as strong and weak versiahsayfsandeventually
as well as their past counterpahistorically andoncecan be derived from the basic
ones. Note that the syntax and semanticsof/PsL differ from [NMO7] in several
aspects. Thentil operator has the strict semantics as originally proposéaHii96]
and the past operators as well as events (detection of asiddalling edges of a signal)
have been added to the languéage

ThesTL/PsLlanguage contains some additional constructs that siyribkéf process
of property specification. Each top-lev&tL/PSL property is declared as assertion
and a number of assertions can be grouped into a single lagitan order to monitor
them together at once. We also add a definition directive diliows the user to declare
a formula and give it a name, and then refer to it as a variaftleimthe assertions.
The Boolean and analog variables are typed (prefixesnda: , respectively). The
extendedsTL/PsLis defined with the following production rules

stl_psl _prop : ==
vprop NAME {
{ define_directive } { assert_directive }

2 The underlying changes that were done to support these extensensitanf scope in this
paper, see [NO8] for more details



}

define_directive : ==
define b: NAME : = stl_psl_property
| define a:NAME : = anal og_expression

assert _directive : ==
NAME assert : stl_psl_property

wherest | _psl _property andanal og_expr essi on correspond t@ and¢ de-
fined above, respectively.

3 Translation of DDR2 Properties to STL/PsSL Assertions

The subject of this case study i®par2 memory interface developed at RaminBR2
presents a number of features that make it a good candidapgdperty-based mon-
itoring approach. The memory interface acts as a bus bettireernemory and other
components in the circuit and exhibits the communicatiodigital data implemented
at the analog level. Hence, the correct functioning ob®&2 memory interface largely
depends on the appropriate timing of different signals iwithe circuit. In this sec-
tion, we describe two typical DDR2 properties, one specgyihe correct alignment
between analog signals, and the other reasoning about towgralation error in the
clock signal. We focus on different steps needed for traingjahese informally de-
scribed properties into asirL/PsL specification.

The simulation traces provided by Rambus are from a DDRZ 10@rface with
single-ended data strobe, but there are no written spe@ficdocuments for this par-
ticular design setting. Instead, we used the specificaboDR2-400 and DDR-800
from the official document.

3.1 Data and Data Strobe Alignment Property

In DDR2, the data access is controlled by a single-endedffarelntial data strobe
signal, which acts as an asynchronous clock. The officialJEDDR2 specification
describes, amongst others, a number of properties thawetioning relationship be-
tween events that happen in data and data strobe signalsisiaection, we are par-
ticularly interested in a property that defines the corrdéignanent between the data
and data strobe signals. The case study considers the spgaifiparameters for the
single-ended data strobe DDR2-400 memory interface, wisighart of the JEDEC
standard.

The DDR?2 specification defines a number of thresholds, showrable 1. The
temporal relationship between data sigha) and data strobe sign&Q S is defined
with respect to different crossings of these thresholds.

The general definition of the alignment of ddi&) and data strob®@Q)S signals is
illustrated in Figure 1. The proper alignment between the signals is determined by
two values, thesetuptime ¢t DS andhold time ¢t D H. The setup and hold times &iQ)
andD@S are checked on both thealling andrising edges. For the sake of simplicity,



Threshold |Value (V)
Vbpo 1.8
ViH(ac) i, |1.25
ViH(DO) i [1.025
VREF 0.9
VIL(DO)ax [0-775
ViL(AC) max |0-65
Table 1. Threshold values fob@Q andDQS

we only consider the specification of the property for thaigdtme at the signals’
falling edge and the other cases are similar and symmetric.

Vbpo
VIH(AC)
VIH(DC) i
dDQS VrEF(DC)
ata TL(DC)max
strobe ‘/]L(Ac)mam

SS

Vbpg
VIH(AC)m
Vi),
DQ  Vkermno) -
data VIL(DC)WH -0
VIL(AC)
59

Fig. 1. DataDQ and data strob®(Q.S alignment

Informally, the setup property at the falling edge requitleat wheneverDQS
crosses thé/; gy (pc),,., threshold from above, the previous crossingl®f, ac....
by the signalD@ from above should precede it by at least a period of time/a$.
This property is formalized isTL/PsLas follows

define b:dgs_above_vi hdcnin :
define b:dgs_above_vil acrmax :

(a: DQS >= 1.025);
(a: DQ >= 0.65);

al ways (fall (b:dgs_above_vi hdcmi n)
-> historically[0:tDS] not fall (b:dg.above.vilacmax));



The above property is, as one can see, naturally expressad/psL, but unfortu-
nately, it does not present the full reality. In fact, sefupett DS is not a constant value,
but rather varies during the simulation according to thes sktes (slopes) oD@ and
D@S signals. For example, wheD@ and DQS fall more sharply, the requiretd S
increases. Setup timd .S is defined as the sum of a (constabd)se termt DS (base)
and a (variablegorrection termAt DS

tDS =tDS(base) + AtDS

The setup base ternD S (base) is equal tol50ps for the single-ended DDR2-400.
The correction term\¢ DS is a value that varies according to the slew rate®gf and
DQ@S, with the setup slew rate of a falling signal being defined as

~ VeRer = ViL(AC)0e
5= ATF .

where AT F is the time that the signal spends betwéen; r(pcy andVizacy,... - AS
we can see, the falling setup slew rateof a signal can be deduced fro4il'F'.

Vbpe
VIH(AC) min
VIH(DC)min
VreF(DC)
VIL(DC) mas
VIL(AC) mae
Vss

Vbpg
VIH(AC) min
VIH(DC)min
VrEF(DC)
VIL(DC)mas

Fig.2. DQ/DQS falling setup time. DS and the relation between slew rate a©@' F'

In order to extract the setup correction tetihD.S from the actual slew rates é1¢)
andDQ@S (srpg andsrpgs), we can use a specification table from [Jed06], partially
reproduced in Table 2. According to the JEDEC specificatitii).S corresponding to
the slew rates not listed in Table 2 should be linearly irdexfed. Consequently, we can
apply the following sequence of computations in order tedeine the correct value
of tDS at any time

1. MeasureAT'F, the time that the signal remains within the setup fallirepstate
region

2. Infer thesetup falling slew rat@alue fromAT F

3. Interpolate theorrection termfrom the slew rate specification table



DQS Single-Ended Slew Rate tDS

2V/ns 1.5V/ng1V/ns 0.9V/ns
DQ 2Vins| 188 167 125
Single-Endedl.5V/ns| 146 125 83 81
Slew Rate 1Vins 63 42 0 -2
tDS 0.9V/ns 31 -11 13

Table 2. Correction terms for setup time

4. Add the correction term to the base term in order to obtBifi

To summarizetDS is a value that varies during the simulation as a function of
slew rates ofDQ andDQS (tDS = f(srpg,srpgs))- The problem is thasTL/PSL
cannot capture parametrized time bounds and therefore veetbaise approximation
in order to express a similar alignment property that stilggerves some guarantees.
We can subdivide the domain of slew rates ($ay= [s7min, STmaz]) INTO n regions
Ryq,...,R,. Foreach paitR;, R;) of DQ/DQS slew rate regions, we assign a sepa-
rate constant setup tiné®S;;. Instead of one property, we will havex n properties
of the form:

— “whenever DQS crosses thé/;y(pc),.,, threshold from aboveDQ slew rate
srpqisin R; andDQS slew rate is inf2;, the previous crossing 0f; ., ac,,.. by
the signalD() from above should precede it by at least a period of timg o ;.”

The proper constant value foDS,; for a pair of slew rate region&R;, R;) can
be chosen in two different manners. The first solution casisis computingtD.S;;
from the maximum correction term for tHe@ and DQ.S slew rates that are in thi;
andR; regions, respectively. This corresponds to an over-apmation of the original
specification, and if this property is violated, we don't ini it is a real failure or a
false alarm. On the other hand, the satisfaction of the aperoximated property im-
plies that the original property holds too. Conversely, ¢benputation ot DS;; from
the minimum correction term defined for the slew rates in thie @f regions(R;, R;)
yields to an under-approximation of the original propelityhe new property is falsi-
fied, we know that it corresponds to a real violation, whil& fpasses, we cannot say
whether we are indeed safe.

As an example, consider the highlighted range of Table 2chwvinie call the “top-
left” range, where the setup falling slew rates/o€) and DQ.S are betweerl and
2 V/ns. For the conservative approximation @S, with slew rates falling in that
range, we choose the worst-cadeDS as the correction term, that i88ps. Hence,
the approximated falling setup timé S, for all DQ and DQS with falling slew
rates betweet and2V/ns would be equal te DSt = 150 + 188 = 338ps.

In order to determine the falling slew ratesiof) and D@ S, we need to detect how
much time these signals remain in their falling slew regibetéeenV g r(pcy and
VIL(AC)mas CrOSSINGVRER (D) from above). We can detect when the signal is within
the falling slew region with the following properties



define b:dg.infsr :=
((a:DQ <= 0.9) and (a:DQ >= 0.65)) since (a:DQ >= 0.9)

define b:dgs.infsr :=
((a:DQ <= 0.9) and (a:DQ >= 0.65)) since (a:DQ@ >= 0.9)

which hold if the signal is in the falling slew region, as shoiw Figure 3.

(DQ <= o.q and DQ§>: 0. 65)

1 11

(DQ <= 0.9 and DQ >= 0. 65)
since (DQ:> 0.9)

—L

ATF

Fig. 3. Falling slew region and\T F’

ATF
ref
| =

Fig. 4. Relation between the reference point and the correspoming of D@ and DQ.S

Note that according to equation (1)@ andDQ.S have their slew rates in the range
betweenl and2V/ns if their respectiveAT F is between 25 and250ps. Moreover, the



value oftDS is determined at the crossing bz (pc) by DQS from above (point
ref in Figure 4) with respect to the previous falling setup sleterf D@ and the next
falling setup slew rate 0D@.S, as shown in Figure 4. Hence, the falling slew rates of
DQ andDQS are in the range betwedrand2V/ns if the following formulae hold

define b:dgslewratein12 := not b:dqg.infsr since
(b:dg.infsr since[125:250] rise(b:dg.infsr));

define b:dgs.slewratein12 := not b:dgs.infsr until
(b:dgs.infsr until[2125:250] fall(b:dgs.infsr));

define b:top.left_region :=
b:dgslewrate.in12 and b:dgs-slewrate.inl12;

Finally, the main property for the falling setup time, prded thatDQ and DQ.S
falling slew rates are in the range betwdeand2V/ns, is expressed as

(a: DQS >= 1.025);
(a: DQ >= 0. 65);

define b:dgs_above_vi hdcmin :
define b:dgs_above.vil acnax :

al ways ((fall (b:dgs_above_vi hdcrmin) and b:top. eft _region)
-> historically[0:338] not fall (b:dqg.above.vil acmax));

with similar properties that have to be written for each ewf DQ and DQS slew
rates.

3.2 Jitter Property

An important class of DDR2 properties involves the jittertbé clock signals. The
differential clock is composed of two signalts KX andC K B and the clock periodC K
is defined as the time elapsed between two consecutive i8gsssi a risingC K and a
falling CK B, as show in Figure 5. The average clock perats (avg) is computed
over 200 consecutive clock periods. Finally, the differential dtaaccumulation error
overn periods is the difference betweeractual periods and average clock periods.
The acceptable accumulation error oveclock periods is defined in Figure 6 taken
from the DDR2 official specification document.

The purpose of this example is to express accumulation properties using TL/PSL.
In order to be able to specify time accumulation error betwe&onsecutive events,
we need a “counting” operator in the spirit of regular expiass. Consequently, for
the purpose of the case study we define an ad-hoc operatdr_ri se[ n] | ( phi) .
Intuitively, this operator holds at time if and only if thent” consecutive rising edge
of phi happens within the interval € t & I (see Figure 7). Formally, the semantics
of the operator is defined as follows

(&, t) Enextrise[n] | (phi) iff 3ty,...t,stt<t; <...<t,and
tp et®Tand A\, (&, t;) =rise(phi) and
NIZIVE € (titign) (€,¢) o ri se(phi)
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AN
h t tCK
N
N /
N
N 7/
~ - - 7
CKB
Fig. 5. Differential clock period
DDR2-667 DDR2-800
Parameter Symbol Units | Notes
min max min max
Clock period jitter tJIT(per) -125 125 -100 100 ps 35
Clock period jitter during DLL locking period tJIT(per,Ick) -100 100 -80 80 ps 35
Cycle to cycle clock period jitter tJIT(cc) -250 250 -200 200 ps 35
Cyc!e to cycle clock period jitter during DLL WIT(ec Ick) 200 200 160 160 oS 35
locking period
Cumulative error across 2 cycles tERR(2per) =175 175 -150 150 ps 35
Cumulative error across 3 cycles tERR(3per) -225 225 -175 175 ps 35
Cumulative error across 4 cycles tERR(4per) -250 250 -200 200 ps 35
Cumulative error across 5 cycles tERR(5per) -250 250 -200 200 ps 35
Cumulative error across n cycles, {ERR(6-10per) 350 150 300 300 = 35
n =6 __10, inclusive
[ Iy (s RS, tERR(11-50per) |  -450 450 450 450 ps 35
n =11 ... 50, inclusive
Duty cycle jitter tJIT(duty) -125 125 -100 100 ps 35

Fig. 6. Jitter accumulation error specification

Now, we can specify the property that defines the acceptablenaulation error oven
clock periods (we set = 3 for this example).

We first need to detect clock periods and we use the propeltyvbia order to
achieve this goal. Thei se operator is needed in order to consider only differential
crossings ot K andC' K B whenC'K is rising andC' K B falling, as shown in Figure 8.
We use the 8L/PsL def i ne construct to declare a Boolean signal (as a variable with
a name) that corresponds to a temporal property. The defigedlsan be reused in
other properties as a variable.

define clk_period_start :=rise (CK - CKB >= 0);

$1$ 2

L

Fig. 7. Next rise operator



(CK-CKB) >0

rise((CK-CKB) > 0)

Fig. 8. Detection of the rising edge of the differential clock period

The property irsTL/PSLthat specifies the allowed accumulation error over 3 cycles
is expressed as follows

al ways (cl k_period_start ->
next rise[3][3*tCK(avg)-175: 3*xt CK(avg) +175]
cl k_period start);

The average clock periot” K (avg) varies in time and irsTL/PSL we can cur-
rently define only fixed time bounds. In order to resolve thishtem, we had to use
the existing measures of the minimum and maximum averadereiittial clock pe-
riods for the given simulation traces, obtaining the valt@¥ (avg)in = 1876ps
andtCK (avg)mar = 1877ps. We used these values in order to determine fixed time
bounds in a conservative Wy tC K (avg)maz — 175 : [3 % tCK (avq)min + 175] =
[5456 : 5803]. Finally, we could write the following property for the diffential clock
accumulation error over 3 cycles.

al ways (clk_period_start ->
next rise[3][5456:5803] clk _period start);

4 Experimental Results

In this case study, we considered a single-ended DDR2-1@6ary interface, which
is not yet a JEDEC standard. Hence the exact specificaticamaders could not be
obtained for that particular version of the DDR2 memory, areused instead the
official specification parameters for the single-ended DBRQ presented in Section 3,
assuming that these parameters would be conservative lendhg simulation traces
(see Figure 9) contained about 180,000 samples for eacélsign

For the case study evaluation, we usedale stand-alone tookmT takes as input
ansTL/pPsLspecification and analog/mixed signal traces. The toobtetes the speci-
fication into an interpreted program (see [NM07,N08] for agentation of translation
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Fig. 9. Fragment of a dat® () and data strob®(Q.S simulation trace

algorithms) that checks whether the assertions are sdtisita respect to the simula-
tion waveforms. The architecture afuT is shown in Figure 10. The tool offers two
evaluation modesffling where the input traces are validated after the simulatiod,
incremental where the property evaluation can run in parallel with timeutation via

a communication through Bcp/iP connection and try to early determine the satisfac-
tion of the formuld. We used the offline mode for this case study because the DDR2
simulation traces were already available.

4.1 Methodological Evaluation

Property-based monitoring of analog and mixed-signal Wiehsis a novel approach
and it is worth discussing some methodological aspecttectta this case study. The
process started by investigating the validation methodsdte currently used by ana-
log designers and understanding what are the actual diféisitthat they encounter in
checking the correctness of their designs. The next stegreefjto identify the type
of application whose validation is not fully covered by éxig tools and that could
benefit from assertion-based monitoring techniques, wisithis to consider thepr2
memory interface. With the help of analog designers we wieleeta study in detail dif-
ferent properties that are defined in the offi@@Rr2 specification, and consequently
understand how to translate them irgtoL/PSL assertions. This preparation process of
the case study is difficult to quantify although it clearlpkoorders of magnitude more
time than the actual writing and evaluation of the assestibiat describ®DR2 prop-
erties. Despite the length of this pre-processing, it wasiaial step in understanding
relevance, strengths and weaknesses of the property-baséo monitoring frame-
work.

3 Relative time and memory requirements are compared and analyzeMB7[N
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Fig. 10. Architecture of SL/PsL Property Checkers

4.2 Experimental Evaluation

The translation of the alignment property into a setsof/PsL assertions started by
splitting the main property into 4 different ranges, takarg over-approximatetlD.S
value for each slew rate range. The evaluation of each propmyk about? seconds.
Since some of the over-approximating properties were shovioe false, we decom-
posed them further through 3 iterations into a total of 7 prips before being able
to show that the simulation traces satisfy the specificafitie properties were refined
manually and this proved to be a tedious task.

The jitter property was evaluated with the accumulationrespecified over a vary-
ing number of clock periods. Table 4.2 shows the time reguivethe evaluation of the
property wit respect to the different numbers of clock pa@siconsidered.

1 18
2 18
5, 1.9
10 21
200 26
50 4.8

Table 3. Evaluation time for the jitter propertyr is the number of consecutive clock periods



5 Future Work and Conclusion

The DDR2 case study presents, to the best of our knowledgest afiempt to apply
assertion-based verification framework to a realistic gtidal example in a systematic
way. The importance of this case study lies in the fact thexjioses the relevance and
the level of maturity of assertion-based methodology irctiretext of analog validation.

The case study showed that an important class of non-tirigberties describe
event-based timing relationships between analog signdéish can be in general nat-
urally expressed in a specification language suchmasPsL. Since assertion checking
remains a “lightweight” simulation-based validation taijue, it fits well with the cur-
rent practice of analog designers. We believe that this agetlogy can provide an extra
set of useful checks on simulation traces, which are alrggaherated by the design-
ers for their own purposes. Moreover, in the analog domadoftén takes orders of
magnitude longer to produce simulation traces than to cheskrtions. Consequently,
the overhead induced by property monitors with respect maukition time remains
low, while it can provide another level of confidence in thereot functioning of the
underlying design. In our opinion, the general idea of satiah-based checking of
properties to find potential bugs may be successfully addpben digital to analog and
mixed-signal domain and integrated into the analog vabddtow in a reasonably-near
future.

TheDDR2 case study also revealed some weaknesses in the curterfstmalog
property checking, providing useful guidelines for furtldevelopment and optimiza-
tion of this methodology. For instance, the timing relasibip between analog signals
can be more complex than whatL/pPsL (andMITL) can express. This problem has
been exposed by both tlEbR2 data vs. data strobe alignment and the jitter proper-
ties. For the former, we had to use approximate techniquesder to show that the
alignment between data and data strobe signals was co@eesequently, the result-
ing specification turned out to be quite complex to write. Jitter property required
introducing a novel temporal operator that allows to readmut the relative timing dis-
tance between consecutive events. Another difficulty is related to the faatsTL/PSL
is based on a temporal logic, a formalism that remains dsdt@manalog designets
Consequently, we should consider identifying some comnropgrties encountered
by analog designers, and use parameterized templatest® 6t” the temporal logic
details.

We present here some directions for future work based oerdift observations
made during the evaluation of the case study:

Parameterized time bounds: the DDR2 case study exposed that.&’sL temporal
operators with constant time bounds may not be sufficientsaigbe some realistic
relations between analog signals. The temporal relatiehsden “events” in input
signals require more flexibility, such as time bounds thafanctions of parameters
that vary during the simulation.

41t might be the case that the verification task will be carried out by digitsigmers at the
system integration phase, which will make the “cultural” problems lesgseki®wever, this
observation opens the question of what properties are most bentficigdgration within the
property-based monitoring approach.



Tighter integration with simulators: property-based analog checking approach would
be more appealing to designers if the specification and miomd process were em-
bedded in the standard design languages and simulatofse ldigital world, the
assertions are often integrated into Verilog or VHDL codd are inserted at the
points where the property should be checked. A tighter natégn of analog and
mixed signal assertions into the current design flow woultsigi of the following
steps:

1. Standardization of the language, a step that could coeHEDA companies
to consider integrating assertion-based AMS validatiothwdology into their
tools, and would encourage designers to use such asseritimsir designs.
sTL/PsL follows this direction as it extends the existing standasd con-
structs. Due to the importance of tBgA specification language in the digital
domain, we would also need to consider analog and mixedbk&xiensions
of SVA.

2. Integration of assertions inteERILOG-AMS and VHDL-AMS code. Design-
ers prefer inserting assertions at the points in their desigich they want
to check, than having a separate tool rather used solelypfxification and
evaluation of the properties. This tight integration woltthg other benefits,
such as the possibility to use existingRILOG/VHDL-AMS constructs within
the assertions (better detection of threshold crossinggu@r oss, express
richer properties using derivatives and integrals, eknally, property moni-
tors would be embedded into the simulation process, andiaop it when an
assertion is violated and hence save simulation time.

Automatic parameter extraction: the interaction with analog designers revealed that
the verification with respect to the existing specificatismot the only interesting
guestion that can be asked about an analog design. In facspicification pa-
rameters such as time relationship between different Egma often not known in
advance. Such parameters are rather extracted from théasionutraces, and the
specification is completed only after simulating a modelhaf tesign. We would
like to express properties without specifying the time katgyrior examplal way s
(rise(b:p) -> eventually![?] b:q), asking the following question:
given a set of simulation traces, what are the minimum andmuamx time bounds,
if any, such that the the property is satisfied. In formal redthcommunity, this
problem is known as model measuring, and has been consiotetieel context of
parametric temporal logics in [AELP99].

Integration with test generation: an interesting direction of research would be to com-
bine the property-based analog checkers approach witimitpeds for automatic
generation of simulation traces, such as those studied BOJd,NDO7b]. The
combined simulation generation and checking flow could nthkeanalog vali-
dation more automatic.

More comprehensive examplesthe case study carried out in this paper pointed out
the classes of analog properties that are natural to expresspecification lan-
guage likesTL/PsL, but more importantly helped us to identify possible exten-
sions of the language that would increase its expressigesed make the spec-
ification process easier to the analog designer. Applyirgpttoperty-based vali-
dation methodology to other industrial analog and mixephal design examples



would provide additional useful information about the rsimess of this approach
and guide our future work on extending the specification lzgg.
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