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STRATEGIC INFLUENCES OF TECHNOLOGICAL INNOVATION IN GREECE. 

ABSTRACT
This exploratory paper analyses the ‘importance’ and ‘awareness’ of a set of established ‘strategic’ influences of technological innovation in the context of a European newly industrialised country. The author interviewed 105 Greek manufacturing firms (mainly SMEs) and measured their perceived innovation rate as well as 17 ‘strategic’ factors regarding top management practices and characteristics. Using correlation and regression analysis the initial group of factors was reduced to a subset of 5 ‘major importance’ influences of innovation, namely: incorporation of technology plans in the business strategy, managerial attitude towards risk, perceived intensity of competition and rate of change of customer needs and finally status of the CEO (owner-CEOs were associated with higher innovation rate than appointed CEOs). The ‘statistical’ results are exploratory and have to be treated with caution, as they are highly dependent on the accuracy of the respondents’ perception of their company’s innovation rate and top management practices and characteristics.

The ‘statistical’ results were then compared with the managers’ perception on the important factors determining innovation (also measured during the interviews).Overall the perceptual analysis confirmed the significance of the statistically important variables, with the exception of a disagreement in the direction of association between the status of the CEO and the rate of innovation. 

In general, top-management characteristics proved more important ‘strategic’ influences of innovation for the Greek SMEs than corporate practices. The study also indicated that the important influences of innovation were generally scarce in the Greek institutional context. The highly innovative companies were the ones to overcome country-specific innovation barriers such as the low supply of technology, the low level of competition and the risk-averse national culture.
INTRODUCTION 
There is strong evidence in the literature to support the view that technological innovation in manufacturing companies is one of the main reasons for industrial competitiveness and national development (Freeman, 1982, Porter, 1985). Hence, the questions as to why some firms are technologically innovative and others are not, and what factors affect a firm’s ability to innovate are fundamental to management research and practice. The innovation research based on organisational theory has encompassed numerous factors that affect innovativeness. They derive from a wide range of aspects of business operations and are often referred to as ‘determinants of innovation’ (Duchesneau et al., 1979). The deterministic perspective, while popular, fails to differentiate cause from effect relationships between innovation and the variables measured. Therefore, the author adopted the term ‘influences’
 of innovation, intending to communicate a transactionist perspective where mutual shaping between variables is emphasised (Slappendel,1996, Swan et al., 1999). Rothwell (1992) classified ‘influences’ of innovation in two broad levels: 

a) ‘Tactical’ influences deal with what successful firms do during the innovation process, such as tapping external networks of knowledge (Allen 1986, Alter & Hage, 1993), utilising in-house technological and market competencies (Leonard-Barton, 1992, Teece & Pisano, 1994), and having effective organisational structure and implementation mechanisms (Maidique 1984, Tidd et al.,1997). 

b) Higher level ‘strategic’ influences outline the essential pre-conditions for sustainable innovation to take place, such as corporate strategy in which innovation plays a key role (Khan & Manopichewattana, 1989), top management commitment to and support of innovation (Rothwell, 1992), top management attitudes towards technology and risk (Hage & Dewar, 1973, Rothwell, 1977) and environmental conditions favourable to innovation (Burns & Stalker, 1961, Miller & Friesen, 1982). 

This paper is an exploratory study focusing on ‘strategic’ factors influencing innovation in the Greek small and medium manufacturing enterprises (SMEs) 
. Innovation is defined as the adoption of an internally generated or externally acquired product or manufacturing process perceived to be new by the firm (Damanpour, 1991, OECD Oslo Manual, 1992). Therefore, even incremental improvements (which are the most common type of innovation in the Greek traditional sectors) are included in the term innovation, if they are perceived as novelties by the firms themselves. The term ‘strategic’ is used in a rather specific sense (following Rothwell’s classification) and includes corporate practices at the strategic level and top management characteristics that can influence innovativeness. ‘Strategic’ factors were expected to be important influences of innovation in the Greek context, due to the crucial role and active contribution of top management in the innovation process of small and medium enterprises (Carrier, 1994, Lefebvre et al., 1999), which form the basis of the Greek manufacturing industry. 

RESEARCH OBJECTIVES
Most of the empirical research on the influences of innovation has been carried out in industrialised developed countries. Recently, there has also been some interest in the particular conditions in Asian Newly Industrialised Countries (NICs) (see Kim et al., 1993, Hobday, 1995) and in developing countries such as Iran (Nejad, 1997). Several authors suggested that using the findings of innovation studies in technologically advanced countries to explain the innovative behaviour in countries with less developed technological base is likely to be inappropriate (Mishra et al., 1996, Nejad, 1997, Souitaris, 1999). 

At the conceptual level, a number of research paradigms attempted to explain the international differences in technological development and innovation. Neo-classical economic theorists stressed the importance of local supply of skills, specific local demands, openness of communication, pressure from competition and market structure (Nasbeth & Ray, 1974, Porter, 1990). The ‘national innovation systems’ paradigm emphasised the role of deliberate intangible investment in technological learning activities that involve a variety of institutions (principally firms, universities, other educational and training institutions and governments) and the links among them. Also important for the innovation systems theorists were the national incentive structures of temporary monopoly profit from innovation and the firm-specific competencies (Patel & Pavitt, 1994, Lundvall, 1998). The neo-contingency school of thought argued that systematic differences in business strategies, organisational forms and specific social processes which are mutually dependent, shape the diffusion and utilisation of innovation in different countries (Sorge 1991, Slappendel 1996). The neo-institutional theorists highlighted the importance of prevailing national institutional frameworks and networks (such as the professional associations) which may generate norms of best practice encouraging some technologies to be diffused more widely than others (Di Maggio & Powell, 1983, Swan et al. 1999). 

Despite the work on the national differences in the patterns of technological diffusion, we still need more empirical research to fully understand the complexity of the issue (Patel & Pavitt, 1994, Moenaert et al. 1994, Swan et al., 1999). Moenaert et al. (1994) proposed an operational framework for future empirical research, combining elements of most of the conceptual paradigms; Innovation process in different countries depends upon four ‘socio-economic’ dimensions, namely technological heritage, administrative heritage, market structure and regional entrepreneurship and also upon the national ‘cultural context’. The aim of this paper is to identify important strategic influences of technological innovation in Greece, which is an  example of a European newly industrialised nation with a less developed technological base 
. The following paragraphs describe the Greek-specific socio-economic and cultural context using the framework by Moenaert et al. (1994) as a guideline. 

a) Technological heritage: The post-war development of the Greek economy has largely been based on know-how and technologies imported from abroad. Transfer of technologies in the form of foreign direct investment, licensing and capital goods imports has been the main source of technological input into the Greek productive system (Giannitsis & Mavri, 1993). Local industrial R&D is very limited 
. Moreover, despite the recent growth of public research, the existing institutions of the national technology infrastructure are still insufficient to create a critical mass of research to attract the industry’s interest (Sakkas & Spyropoulou, 1995). 

b) Administrative heritage: Greece suffers from problematic technological infrastructure such as legislation, intellectual property rights and supply of designers and also outdated educational and training systems, which do not consider the needs of the industry. There is very low geographical and institutional mobility of personnel which inhibits technology transfer (Tsipouri, 1991). Also, the high income taxes discourage wealth accumulation and entrepreneurship (Maggina, 1992).

c) Market structure: A distinctive ‘socio-economic’ condition of newly industrialised nations like Greece is their industrial structure, which comprises small and medium enterprises (SMEs) run by an owner-entrepreneur and a handful of top managers, often members of the same family. Descriptive research in Greece indicated that the majority of the innovative products were developed following the initiative of the owner and a small management team with their own means (Sakkas & Spyropoulou, 1995). R&D and marketing departments as well as public support programmes played a less important role as a source of innovative ideas (GSRT, 1996).

Another important condition of the Greek market structure was the traditionally high level of tariff barriers, which protected manufacturing industries from foreign competitors. The level of competition started to rise in 1992, when Greece joined the European common market and abolished the tariffs on most of the products manufactured within the European Union. 

d) Entrepreneurship: The mentality of the Greek citizens, known for their preference for independence, makes owning a business particularly appealing, even if the financial rewards are less (Maggina, 1992). 

e) Culture: On the other hand Greeks feel threatened by high levels of uncertainty and risk (Hofstede, 1991). High uncertainty avoidance can be an obstacle to technological innovations with high inherent financial risk and can lead to a conservative strategy aiming for the survival of the small firm rather than its growth.  

A review of the literature combined with pilot interviews led to a model of 17 potential influences of innovation related to the firm’s strategic decision making. The study’s specific objectives were:

a) To test the importance of 17 literature-based strategic influences of innovation in the context of a European newly industrialised nation. The author aimed to conduct a data reduction exercise with a view to identifying important decision making influences, with particular relevance to the Greek manufacturing industry.

b) To test the extent of awareness by the Greek managers of the important decision-making practices and attitudes which can boost innovation. To achieve this objective the managers’ perceptions were measured and compared with the ‘statistical results’.

c) Based on the Greek case, to draw general implications for the theory on the international management of innovation.

STRATEGIC INFLUENCES OF INNOVATION.
A literature-based portfolio model of ‘strategic’ influences of innovation was developed (presented in figure 1). The model included 17 ‘strategic’ factors that could affect the decision to implement or discontinue an innovative project, classified in two broad groups: 

a) Corporate practices at the strategic level (budgeting, corporate planning and decision making).

b) Top-management characteristics (background of  the CEO, management attitudes and perception of the environment). 

It has to be noted that the model was not intended to be exhaustive. The factors that could be related to innovation are numerous and possibly changing over time as management practice is a dynamic process. The aim of this paper was not to offer a complete guide to all possible influences of innovation but instead to test the importance of a set of widely acknowledged ‘strategic’ factors in the context of a European newly industrialised country. In practice, the starting variables were selected after a series of pilot discussions with academics and practitioners, aiming to isolate from a long literature list, these factors related to strategic (non-tactical) issues. 

The model was the starting point for a survey, testing the applicability of the proposed variables as influences of innovation in the Greek industry. Table 1 in the appendix presents all the variables with their measurements and refers to the relevant published studies. 17 hypotheses were constructed, in direct relation to the study’s independent variables. The research model and the hypotheses are analysed in the following paragraphs:

Figure 1 to be inserted here
I) Budgeting for innovation. Mohr (1969) emphasised the need for resources in promoting innovation. Miller & Friesen (1984) argued that most major innovations are too costly to be undertaken by organisations that are short of financial capital and found that financial resources was a determinant of innovation. Twiss (1993) and Chiesa et al. (1996) went further than the need to fund innovation and emphasised the importance of the consistency and stability of funding. The portfolio model included two variables in order to capture both the existence of an innovation budget and its consistency. The relevant hypotheses were: 

H1: The rate of innovation is higher when a firm prepares an innovation budget.

H2: The rate of innovation is higher when the funding towards innovation is more consistent. 

II) Corporate planning. Research has emphasised the importance of strategy for successful technological innovation (e.g. Papas, 1984). The degree of ‘definition’ of the business strategy was associated with innovation (Rosenbloom & Cusamano, 1987, Swan & Newell, 1995) and was adopted in the study’s model. Therefore, the following hypothesis was constructed: 

H3: The rate of a firm’s innovation is higher when the corporate strategy is better defined.

Miller & Friesen (1984) used a factor called ‘consiousness’ of strategy concerning the degree to which strategies are explicitly considered and deliberately conceptualised.  Khan & Manopichetwattana (1989) introduced a similar factor called ‘strategic explicitness’. Triggered by the above studies the author adopted a variable capturing the extent of communication of business strategy to the employees:

H4: The rate of a firm’s innovation is higher when the corporate strategy is better communicated to the employees.

The link between corporate strategy and technology strategy was highlighted by a number of scholars such as Rothwell (1992) and Chiesa et al. (1996). Companies with explicit reference of technology projects in the corporate strategy were found to be more innovative. Therefore, the extent of inclusion of plans for new technology in the business strategy was adopted in the portfolio model and the following hypothesis was developed:

H5: The rate of a firm’s innovation is higher when more new technology plans are included in the business strategy.

Miller & Friesen (1984) also argued that planning horizon or ‘futurity’ influences innovation. Executives who are concerned with putting out fires will be too preoccupied with immediate matters to be able to assess the long-term adequacies of their product lines. The horizon of the strategy was also mentioned by other authors such as Ettlie (1986) and Khan & Manopichetwattana (1989) and was adopted in the study’s model. The following hypothesis was developed:

H6: The rate of innovation is higher when a firm plans for a longer time ahead.

III) Decision-making process. 

Formalisation is the extent of job codification, specification of roles and the existence of defined rules that the employees should follow (Hage and Dewar, 1973). In a highly formalised organisation there are extensive rules that define precisely each manager’s functions and responsibilities. The managers are expected to follow these rules closely. In a non-formalised organisation each manager has a large extent of freedom so that he can vary his function and responsibilities from situation to situation according to the needs. Various authors such as Hage & Aiken (1967) and Duchesneau et al. (1979) demonstrated that formalisation is negatively related to the adoption of innovation. Cohn & Turyn (1984) indicated that the above argument applies to radical rather than incremental innovations. The hypothesis developed in this study is the following:

H7: The rate of a firm’s innovation is negatively associated with their extent of ‘formalisation’.

Several scholars such as Hage & Dewar (1973) and Cohn & Turin (1984) argued that ‘centralisation’ is an obstacle to technological innovation. The argument is that centralisation, which is defined as the concentration of decision making power in the hands of a few, offers less opportunity for the circulation of ideas and creative dialectic. However, there is a different school of thought suggesting that powerful leaders are able to overcome resistance to change and introduce innovations (Miller & Friesen, 1984). Romeo (1975) found that the number of people related to the decision making was inversely related to the adoption of innovation. Such debates are common in the innovation literature and highlight the complexity of the phenomenon and the impact on the various conditions of the experiment on the research results. The author intended to test the variable in the Greek manufacturing industry and developed the following hypothesis: 

H8: The firm’s rate of innovation is higher when fewer people participate in the decision making process.   

A project champion is an individual who enthusiastically supports an innovation project and who is personally committed to it. Rothwell (1992) argued that his endeavours are often ineffective unless he has sufficient power and authority to influence positively the course of a project and ‘push’ it across internal barriers to change. Hence, the influence of project champion in the final decision making was adopted in the research model and the following hypothesis was formulated:

H9: A firm’s innovation rate is higher when the project champion has more influence in the decision making

IV) The background of the Chief Executive Officer. Romeo (1975) found that the highly innovative firms had younger leaders. The age of the leader was therefore adopted in the portfolio model and the following hypothesis was formulated: 

H10: A firm’s innovation rate is higher when the chief executive is younger.

Linz & de Miguel (1964) found that firms led by presidents who are appointed to their positions are more likely to adopt innovations than firms led by president-owners. However, Duchesneau et al. (1979) in a replication of the experiment in a different industry failed to confirm the above results. Also, Khan and Mannopichetwattana (1989) found that a firm headed by the founder is likely to be particularly innovative because of the motivation and entrepreneurial spirit of the leader. This is another common case of inconsistency in the research results. The author formulated the following hypothesis: 

H11: Innovation rate is higher when the CEO owns the firm.

V) Management attitudes. The variables of this group attempted to capture the attitudes of the top management in relation to innovative activity. 

Miller (1983) used the concept of ‘locus of control’, which is defined as the perception of top managers of their control over the business environment and the company’s performance. Internal managers are confident of their ability to control the environment, whereas external ones believe that factors out of their control can influence the company’s performance. Khan & Manopichetwattana (1989), among others, found that internal leaders tend to favour innovation more than their external counterparts. Therefore, the study’s hypothesis stated that:

H12: The rate of a firm’s innovation is higher when management has an internal ‘locus of control’. 

The attitude towards risk has generated an interesting research debate. Several innovation scholars such as Mohr (1969), Miller & Friesen (1978) and Rothwell (1992) presented evidence of the association of risk attitude with innovativeness. However, the entrepreneurship literature did not confirm the importance of the propensity to risk as a predictor of successful new ventures (Birley, 1998). Schumpeter (1951) and recently Drucker (1985) observed that entrepreneurs do not take risks but their financial backers do. The author decided to test the importance of the variable, accepting Rothwell’s (1992) view that innovation is inherently a high-risk venture and its rate increases when the management team is keen to evaluate and take risks. Therefore, the following hypothesis was formulated: 

H13: The rate of a firm’s innovation increases when management has a higher tendency towards taking risks.

A recent innovation survey sponsored by the European Union identified that one of the major obstacles for innovation in Europe was the perception of management that technology related investment has a long pay-back period (EUROSTAT, 1996). The author attempted to test the ability of the variable to determine innovation rate in Greece and therefore the following hypothesis was constructed: 

H14: The rate of innovation increases when the firm’s top management perceives that technology related investments pay back sooner than expected.

Duchesneau et al. (1979) proposed a variable called ‘perception about performance gap’. Top managers of innovative companies tend to find the performance of their company short of their expectations and hence believe that there is always room for improvement. Following this argument, the following hypothesis was developed: 

H15: The rate of a firm’s innovation is higher when management perceives the actual performance of the company to be lower than expected.

VI) Management’s perception of the environment. Miller (1983), Miller & Friesen (1984) and Khan & Mannopichetawattana (1989) found positive associations between the firm’s ‘dynamism of the environment’ and its rate of innovation. Firms that tend to operate in dynamic environments, where customer tastes and competition change often and unpredictably, have higher potential for innovation. Also, Cooper (1979) argued that market competitiveness and satisfaction of customer needs are major drivers for success in industrial innovation. The study adopted two variables, namely perception of the rate of change of customer needs and perception of the intensity of competition. The relevant hypotheses were:

H16: A firm’s rate of innovation is higher when management perceives a higher rate of change of customer needs.  

H17: A firm’s rate of innovation is higher when management perceives a higher intensity of competition.

RESEARCH METHODOLOGY

The popular stream of empirical variance-research relating innovation output to determining variables has often produced inconsistent results regarding the direction and more often the strength of the effect of the various factors on innovation output. The inconsistency has been attributed to methodological differences in the studies. Researchers have been criticised for underestimating the possible moderating effect of the stage of the innovation process (adoption vs. implementation), the innovation attributes (organisational vs. technological, incremental vs. radical, product vs. process innovation) and the organisational context (small versus large firms, different industrial sectors) on the set of important determining factors (for detailed discussion with numerous empirical references see Wolfe, 1994 and Souitaris, 1999).

As a response to this inconsistency of the innovation influences, the contingency school of thought emerged (see Burns and Stalker, 1961, Downs & Mohr, 1976, Tidd et al. 1997), suggesting that there is no universal ‘best’ way to manage innovation as the phenomenon is context specific. Wolfe (1994) urged future researchers to define clearly the contextual settings of their surveys (regarding the stage of the innovation process, the innovation attributes and the organisational context), in order to make the results more meaningful and comparable. Responding to this research call, the author discusses the context and methodology of this study in the following paragraphs.  
a) Stage of the innovation process

Wolfe (1994) argued that it is more important to know what an organisation does (innovation implementation) than what it has decided to do (adoption). The study complied with this suggestion and measured innovations implemented over the most recent three-year period. 

b) Innovation attributes

Saviotti and Metcalfe (1984) argued that multi-indicators of innovation can offer a better understanding of innovation performance, shedding light on the problem from different angles and overcoming the incompleteness of each one of the individual measures. In response, this study used 7 innovation measures, which were positioned by the OECD’s ‘Oslo Manual’ (1992) as standardised measures for future innovation research. Hansen (1992) and Souitaris (1998) discussed some of their individual strengths and weaknesses. The 7 indicators attempted to capture several innovation attributes (incremental and radical as well as product and process innovation) and are listed below:

1.
Number of incrementally innovative products introduced in the past 3 years (INCRPROD)

2.
Number of radically innovative products introduced in the past 3 years (RADIPROD)

3.
Number of innovative manufacturing processes introduced in the past 3 years (INNOPROC)

4.
Percentage of current sales due to incrementally innovative products introduced in the past 3 years (SALEINCR)

5.
Percentage of current sales due to radically innovative products introduced in the past 3 years (SALERADI)

6.
Expenditure for innovation in the past 3 years over current sales (INVESALE)

7.
Number of patents acquired in the past 3 years (PATENTS)   

It is interesting to note that the argument of the multi-indicator supporters that innovation attributes are significant moderators of the innovation influences is not universally accepted. Damanpour (1991) found standard sets of factors that characterise certain types of innovative organisations irrespective of the attributes of innovation measured. 

The author made a methodological step and explored the possibility of a single innovation indicator, aiming to reduce complexity especially for practitioners, who get confused with a different set of influences for each innovation measure. The employed method was not the common selection of the ‘most accurate’ indicator, but the development of an index (Z-total) which combined all seven innovation measures, by standardising them and summing their standardised values. A standardised value was calculated by deducting the mean average value from the observation-value and then dividing their difference by the standard deviation of all observed values. In simple terms, it measured the distance of each observation from the average value in numbers of standard deviations. The standardisation is a transformation that allows for comparison of heterogeneous variables (Norusis, 1994). Adding the 7 standardised variables in order to find Z-total implied that equal weights were given to all of the individual measurements for the calculation of the combined measurement. There was no obvious reason to favour one or some of the measurements by giving them higher weights, as all of them had strong and weak points and their ‘predictive power’ could not be quantified. As a result of the transformation, the Z-total results were dimensionless. 

c) Organisational context

The population under analysis was intended to be the whole of the Greek manufacturing industry. Its most accurate description was the ICAP annual directory, including 3600 firms (ICAP, 1997). The population was relatively homogenous from the firm-size point of view, as 98% of the listed companies were SMEs (less than 500 employees), a fact that was reflected in the sample. However, Greek manufacturing was obviously heterogeneous with regards to the industrial sector. While this multi-sectoral type study offers wider generalisation, minimising the likelihood that findings are idiosyncratic to a single industrial sector, the possibility that the approach might have confounded the results is recognised and will be addressed in the future 
.  

The questionnaire is the most commonly used method for a survey type experiment, because it is a quick way to measure a wide number of variables, from a relatively large sample of firms. In order to increase the response rate and to ensure a large sample, the questionnaire was brought personally to a senior manager in each firm and was completed in the presence of the researcher, during a personal interview. Table 1 in the appendix presents in detail the operationalisation of the 17 variables to measurable questionnaire items, including the scales of the measurements. 

The “snowballing” sampling technique was used. At the end of each interview and when rapport was established, the researcher was recommended to other industrial managers who could be business partners, customers, suppliers or personal acquaintances of the respondent. ‘Snowballing’ is a common methodology in Greek-industry surveys due to the country’s network-based business culture. In fact, approaching companies formally and without recommendation is practically inefficient.  

A sample of 105 SMEs has been secured having 100% response rate. The sample, which represented almost 3% of the population, was relatively large compared to previous studies in the field. Obviously, the author can not argue that the research was based on a strictly defined probability sample. However, the respondents were chosen in a way that simulated random selection (according to whether someone in their firm happened to know a previous respondent). Therefore, the sample was not confined to one industrial sector or a vertical channel of trade but it was expanded to various industries, due to the complex web of personal networks that are dominant in Greek management culture. A chi-square test proved that the sectoral distribution of the sample firms was associated with that of the total population of Greek manufacturing firms.

Finally, it is worth acknowledging two important inherent limitations of the research methodology:

a) The methodology does not permit a differentiation of cause from effect relationships between innovation and the variables measured and does not reveal the inter-relationships between the variables themselves. In other words, the results cannot support a claim that a set of variables shape innovation in predictable directions, but can only indicate association between these variables and innovation rate. 

b) The results are highly dependent on the accuracy of the perceptual ‘view’ of one respondent from each firm, on rather subjective issues such as the company’s innovation rate and the top management practices and characteristics. The paper deals mainly with SMEs in Greece and with a type of innovation which - whilst perceived as radical in some cases - is largely incremental in nature. The difficulty of measuring objectively ‘company views’ makes the ‘statistical’ results of this study tentative. Therefore, the analysis has to be treated as an exploration of the innovation phenomenon in a different context, which can give a good indication of reality rather than the absolute truth.  

QUANTITATIVE ANALYSIS

Pearson correlation coefficients were calculated between each of the 8 innovation measures and each of the proposed determining variables. Moreover, 8 stepwise multiple regression analysis (MRA) functions were developed, one for each innovation measure. The stepwise method extracted the most important variables for the equations excluding the rest. The participation of a variable in a regression equation was an indication of its importance.  

This paper presents a part of the results from a wider study aiming to identify influences of innovation related to various business functions, namely ‘strategy’, ‘external communications’ and ‘firm-specific competencies’. Therefore, the MRA beta coefficients values for the ‘strategic’ variables, derived from stepwise models including variables from a wider portfolio. Running the stepwise regressions across business functions (instead of running them within the functional groups) allowed different kinds of variables to compete for a place in the final equations, produced more robust regression models with higher predictive power and increased the validity of the results. 

The correlation and regression output for each strategic decision making variable are presented in the comparative table 2 (in the appendix), indicating differences in the important influences for the various innovation measures. Some important observations include:

The inclusion of technology plans in the business strategy was the sole predictor of the number of radically innovative products, showing that radical innovation requires technology planning. The number of incrementally innovative products was positively associated with technology strategy but also with the attitude towards risk
 and the perception of the intensity of competition. The results possibly reflected the fact that incremental innovation is quicker and easier and can be predicted by shorter term considerations like competitive pressures and favourable risk attitude, apart from the positive effect of long-term strategic planning. 

The number of innovation processes was related to the perception of the intensity of competition and two ‘decision process’ variables, the extent of formalisation (negative correlation) and the influence of the project champion on the decision making. Therefore, competitive pressure was an incentive for manufacturing process changes in Greece with the rate of innovation being faster in informal organisations with powerful project champions. The ratio investment over sales was positively associated with the two variables capturing ‘perception of the environment’ (change of customers’ needs and intensity of competition). This result made sense as the management’s perception of the market and competition can affect the decision to invest in innovation. 

The number of patents was related to technology strategy and risk attitude, indicating that patenting was a carefully planned and risky activity. Moreover, patenting was influenced by financial considerations (existence of innovation budget, and technology pay-back period) as patent applications were expensive by SME standards. 

Sales from incremental and from radical products had a number of common influences (technology plans in the strategy, risk attitude, perception of changing customer needs and intensity of competition) but also had differences; sales from incremental products were associated with the existence of an owner-CEO and with the horizon of the business strategy, whereas sales from radical products were related to the communication of the strategy. 

In general, the study identified a different set of determining variables for each individual innovation measure and hence supported the contingency school’s claim about the moderating effect of innovation attributes on the important influences of innovation. Taking a more holistic view of the results it is possible to notice that some variables had strong association with a variety of measures - types of innovation; others were casually associated with just one indicator and the rest were not related with any. The main objective of this study was to select the most important influences in the Greek context. In that sense, the 17 strategic decision making factors were classified into three ‘importance’ groups, based on the combined results of the correlation and regression analyses, namely: variables of ‘major importance’, variables of ‘minor importance’ and ‘unimportant’ variables. The criteria for the classification are explained in the following paragraph.

The variables that were selected for the Z-total regression equation or were correlated with Z-total formed the group of 5 ‘major importance’ variables (see table 2). The importance of these variables was confirmed by the strength and the consistency of their association with normally more than one innovation measure. Therefore, they demonstrated evidence of being significant influences of innovation and the related research hypotheses were accepted (RH 5, 11, 13, 16, 17). There was only one exception to the classification criterion: The ‘attitude towards performance gap’ was not associated with any of the partial innovation measures, despite its participation in the Z-total regression equation and therefore was excluded from the ‘major importance group’. 

The variables with no significant correlation with Z-total, but which were significantly correlated with at least one of the partial innovation measurements, and/or participated in at least one partial regression equation, formed the group of 8 minor importance variables. Those variables with no significant correlation (at the 95% level of significance) with each of the 8 innovation measures and which were not selected for any regression equation formed the group of 4 unimportant variables. The ‘minor importance’ and ‘unimportant’ variables lacked the consistency of association with different measures and were not considered as significant influences of innovation in the Greek context. Hence, the relevant research hypotheses were rejected (RH 1,2,3,4,6,7,8,9,10,12,14, 15).

Overall, the most important strategic characteristics of highly innovative Greek firms were the inclusion of technology plans in the business strategy, a favourable attitude towards risk, a perception of high rate of change of customer needs, a perception of intense competition and an owner-CEO.  

MANAGERS’ PERCEPTIONS ON THE IMPORTANT INFLUENCES OF INNOVATION

At the end of the interview the respondents were given a copy of the study’s variable set and they were asked to indicate those considered important in the Greek context. Fifty-two managers agreed to carry out the exercise. The number of ticks or ‘agreements’ for each variable was a quantitative measure of its importance as perceived by the managers. The average number of ‘agreements’ per model-factor for the ‘strategic decision making’ variable set was 19.6. Hence, a single variable score of 27 agreements or more (more than 50% of the 52 respondents) was considered as high and a score of 19-26 agreements was considered as relatively high. The perceptual analysis aimed to test if the practitioners were actually aware of the significant factors determining their firms’ rate of innovation. 

A comparative presentation of the ‘statistical’ and ‘perceptual’ results for each variable is given in table 2 in the appendix. The comparison showed a general agreement at the aggregated level. All the ‘major’ and ‘moderate’ importance variables had 18 or more ‘agreements’, with an average of 27.2 per variable. In contrast, all but one of the ‘minor’ importance and unimportant variables had less than 20 ‘agreements’ with an average of 16.5 per variable. 

At the level of the individual variables, there were cases of slightly inconsistent results, namely: One statistically important variable had a moderate number of ‘agreements’ [the attitude towards risk (18)]. Also, three variables from the ‘minor importance’ and unimportant statistical groups had relatively high numbers of agreements [the definition of the business strategy (27), the time horizon of the business strategy (19) and the consistency of innovation budget (19)]. However, with the exception of the ‘definition of business strategy’, all the above variables were so close to the anyway subjective border line of 19 agreements, they were not considered as serious inconsistencies.

The only highly controversial factor was the status of the chief executive officer: The statistical results showed that chief executive officers-owners were associated with more innovative firms. The variable received a relatively high score of 21 ‘agreements’ in the test of managers’ perceptions, which confirmed its importance as a determinant of innovation but surprisingly all the respondents thought that appointed chief executive officers led to a higher innovation rate. A logical explanation of this paradox could be the misleading and outdated association of the Greek owner-entrepreneur with low levels of education and dated management methods, targeting only short-term profits. 
Overall, and with the exception of the above major disagreement, the comparison of statistical and perceptual results demonstrated that the Greek managers were generally aware of the important strategic variables leading to technological innovation.

CONCLUSIONS

In summary, the study searched for significant strategic influences of innovation in the Greek manufacturing and revealed the following results: The inclusion of new technology plans in the business strategy was a variable with strong association with innovation rate. Additionally, the top managers of the highly innovative firms were more favourable towards risk and perceived a higher rate of change of customers’ needs and competitors’ products. Finally, innovative firms were led by an owner-CEO. 

The comparison of the managers’ perceptions with the statistical results was a pioneering methodology in the field. With the exception of the disagreement about the effect of the status of the CEO, the perceptual analysis verified the ‘statistical’ findings and proved that the Greek managers were generally aware of the important ‘strategic’ influences of innovation.

It is worth mentioning again the tentativeness of the findings, which was related to the difficulty of measuring accurately and objectively both innovation rate and top management practices and characteristics. The results were not an end in themselves but contributed to a new direction of management research, looking at innovation under different contextual settings. The following paragraphs attempt to highlight some of the research implications stemming from this study.

From the initial 17 literature derived-variables, only 5 showed sufficient evidence for their importance as influences of innovation in the Greek context. Hence the study reinforced the argument that the important strategic influences of innovation are highly context dependent (see White, 1988, Porter, 1990, Calvert et al., 1996) and therefore offered empirical evidence supporting the ‘contingency’ school of thought. Several authors have argued that there are general recipes for innovation management from which suggestions for effective ‘routines’ can be derived, but they must be customised to particular types of organisations and geographical regions (Tidd et al., 1997 and Souitaris, 1999). 

This paper’s main contribution was a customised set of strategic influences of innovation for the Greek manufacturing SMEs. Interestingly, four out of the five ‘major importance’ strategic influences of innovation were top management characteristics and only technology planning was a corporate practice. This observation confirms earlier results in another newly industrialised country, Korea. Kim et al., (1993) found that management characteristics (especially risk taking attitude) were the best predictors of innovation of Korean small firms and attributed the phenomenon to the SME structure of the Korean industry. 

The characteristics of top management and their association with innovation and new venture creation was the theme of an intense debate in the small business and entrepreneurship literature. Some scholars failed to confirm the above association and claimed that researching management characteristics is an unrewarding path (for a good presentation of the argument see Birley, 1998, Hoffman et al. 1998). However, this study added to a body of empirical evidence supporting the counter-argument that top management characteristics are relatively more important influences of innovation in SMEs than practices and routines (Miller, 1983 & Khan & Manopichetwattana, 1989, Kim, 1993). The author suggests that this apparent paradox can be possibly explained by the contextual and methodological differences in the studies (as with other inconsistencies in the innovation research). Different countries, types of organisations, industries and most importantly outcome variables (innovativeness, propensity for entrepreneurship, corporate performance) are possible moderators.

Exploring further the link between the Greek-specific conditions described earlier in the paper, and the set of important factors, the author observed that the ‘major importance’ influences were generally scarce in the Greek institutional context: The Greek national culture is generally risk averse, but the attitude towards risk was a highly important variable. In Greece there is a low indigenous production and supply of  technology, but the incorporation of technology planning in the business strategy was an important predictor of high innovation rate. The Greek market has a traditionally low level of competition because of protectionism measures, but the perception of intense competition and demanding customers was strongly associated with high innovativeness. The only exception to this observation was the status of the CEO: The majority of Greek firms are managed by their owner (70% in the sample) and also there was positive association between owner-CEO and innovation rate.

A generalisation of the findings of the Greek case can lead to the hypothesis that the most important influences of innovation in newly-industrialised countries are those that are generally missing in the country-specific institutional context. In other words, the most innovative companies are the ones that manage to overcome the traditional rigidities of the institutional context and incorporate uncommon attitudes and practices for the local business environment. This hypothesis has to be tested by future innovation research. In general, the author agrees with the call for more empirical research on the international differences in innovation management (see for example Patel & Pavitt, 1994, Moenaert et al., 1994). We need more robust evidence to understand and support theoretical claims about the influence of the complex, multi-dimensional and difficult to define national ‘institutional context’ on the factors and best practice that lead to innovation. This study was an initial step towards this direction.

The study’s compact set of important strategic influences could have practical application in Greece and other newly industrialised countries with similar environments (such as the European Union’s less developed regions). Several types of users could benefit from the results including industrial managers in search of innovation and growth, venture capitalists trying to identify potential innovative companies and also the national technology policy makers. The findings indicated to the practising managers the importance of incorporating technology in the business strategy and adopting a favourable attitude towards risk. Also, the finding that innovation is driven by owner-managers with a perception of intense competition and changing customer needs could be a hint for policy makers to support entrepreneurship, deregulate the economy and encourage competition. 
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� The term ‘influences’ was kindly suggested by the reviewers





� This paper draws upon a broad study in Greece, which tested numerous determinants of innovation in both the strategic and tactical level (Souitaris, 1998).  Due to space limitations only the ‘strategic’ determinants represented and analysed here.





� The average GDP per person is $11,739 per annum which indicates a medium level development compared for instance to $23,478 per annum of a large Western European country like UK and $1,352 per annum of a developing country like Iran (Economist 1998).


� 0.12% of the GDP in 1991 against for example 2.02% in Germany and 2.18 in Japan


� Industry subgroups were not large enough in the sample to test industry effects. Therefore the author is currently working on the effect of  groups of similar industrial sectors (technological trajectories).  


� The negative sign of the correlations was due to the design of the question and the answer scale. The interpretation indicated that firms with more risk-oriented management were more innovative.






