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Abstract 

The increasing availability of intraday financial data has led to improvements in daily volatility 
forecasting through long-memory models of realized volatility. This paper demonstrates the merit 
of the non-parametric Nearest Neighbor (NN) approach for S&P 100 realized variance forecasting. 
A priori the NN approach is appealing because it can reproduce complex dynamic dependencies 
while largely avoiding misspecification and parameter estimation uncertainty, unlike model-based 
methods. We evaluate the forecasts through straddle trading profitability metrics and using 
conventional statistical accuracy criteria. The ranking of individual forecasts confirms that 
statistical accuracy does not have a one-to-one mapping into profitability. In turbulent markets, the 
NN forecasts lead to higher risk-adjusted profitability even though the model-based forecasts are 
statistically superior. In both calm and turbulent market conditions, the directional combination of 
NN and model-based forecasts is more profitable than any of the individual forecasts. 
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1. Introduction 

A decision that academic researchers and practitioners face when confronted with the task of 

financial time-series forecasting is whether to use a non-parametric or a model-based method. 

Non-parametric methods are attractive for variables with complex dynamics that would 

otherwise require heavily parameterized models. Combination of forecasts from non-

parametric methods and time-series models provides a shield against model misspecification 

and parameter estimation uncertainty, given the distinct way in which both methods exploit the 

information set (Timmermann, 2006).  The goal of this paper is to demonstrate the merit of the 

non-parametric Nearest Neighbor (NN) method in the novel context of realized volatility 

prediction. The motivation for choosing realized volatility as target variable is threefold. 

First, in contrast with asset returns which are often portrayed as martingale difference 

series, volatility displays persistence and hence, it should be predictable. Second, volatility 

forecasts are key inputs in financial applications such as derivatives pricing, risk management 

and portfolio allocation. Third, since the seminal papers by French, Schwert and Stambaugh 

(1987) and Andersen and Bollerslev (1998), a paradigm shift has occurred in the volatility 

forecasting literature by which, instead of adopting daily GARCH or stochastic volatility 

models that treat volatility as latent, many studies construct forecasts from long memory models 

fitted to daily realized volatilities.1 Recent studies have suggested extensions of standard long 

memory models of realized volatility to capture various nonlinearities. Little attention has been 

paid, however, to non-parametric forecasting methods for realized volatility.  

The non-parametric NN method of interest in the paper is a “machine learning” tool that, 

since its inception several decades ago, has been successfully applied for pattern recognition in 

engineering and physic but it is far less well known in finance, except for foreign exchange 

prediction (Fernández-Rodríguez, Sosvilla-Rivero and Andrada-Félix, 1999; Arroyo and Mate, 

2009). The merit of NN prediction has not been studied as yet in the context of realized market 

volatility. Our paper seeks to fill this gap. The most alluring aspect of the NN approach in this 

                                                                 
1 The theory behind realized volatility estimators establishes that by increasing the sampling 

frequency of asset returns it is possible to obtain arbitrarily precise estimates of daily volatility; 
essentially, the daily volatility becomes observable ex post (Andersen, Bollerslev, Diebold and Labys, 
2003;  Barndorff-Nielsen and Shephard, 2002). Various studies have shown empirically that volatility 
forecast improvements can be obtained via long-memory models of realized volatility; see, e.g., Pong, 
Shackleton, Taylor and Xu (2004); Koopman, Jungbacker and Hol (2005), and Fuertes and Olmo (2012).  
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context is that it does not require the specification of a functional form to describe the dynamics 

of realized volatility which is potentially complex. A stylized fact of realized volatility is long 

range dependence, but it may also exhibit other features such as news asymmetry, regime-

switching dependence with the ‘switch’ dictated by either observable or latent variables, and 

other nonlinear dependencies induced by market microstructure effects or measurement errors. 

In essence, the NN approach identifies the local histories within the available time-series 

of realized variances that are the most similar to the last observed history, and then pools 

together the subsequent observations to each history in order to build a prediction. The 

prediction can thus be interpreted as a ‘projection’ from sequential local non-parametric 

regressions. NN forecasts can thus parsimoniously capture complex nonlinear dependences. 

This paper contributes to the realized volatility forecasting literature by investigating 

whether the NN scheme is a good competitor to long-memory models and, relatedly, whether 

it is worthwhile to combine the forecasts from both approaches. The evaluation tools include 

economic value measures and conventional statistical criteria. Our choice of economic scenario 

is a straddle trading strategy informed by stock market realized variance predictions. 

Performance is assessed by conventional risk-adjusted profitability metrics in the context of 

Markowitz mean-variance analysis (e.g., Sharpe ratios) and assorted non-normality robust 

metrics. The evaluation accommodates a range of trading scenarios through different noise-to-

signal filtering rules, transaction cost levels, forecast horizons, and ‘calm’ versus ‘turmoil’ 

market conditions. As a byproduct, this comprehensive evaluation framework allows us to 

examine the degree of correspondence between the volatility forecast ranking implied by 

straddle-trading profitability measures and the ranking arising from purely statistical criteria. 

The study is based on five-minute intraday data on the S&P 100 stock index from January 

1997 until November 2012.2  The forecast evaluation is carried out over two distinct holdout 

(or trading) periods of similar length; the 2003-2007 period that can be described as relatively 

‘calm’ market conditions, and the 2008-2012 period that largely reflects ‘turmoil’. The start of 

the second period is an important landmark of the late 2000s global financial crisis when various 

events shook the financial markets (e.g., Lehman Brothers bankruptcy).  

                                                                 
2 Although S&P 100 options have been largely displaced by S&P 500 options in the empirical finance 

literature, in practice the S&P 100 stock index is still used for derivatives, e.g. OEX options. 
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Among the time-series models previously used for capturing long memory (and 

nonlinearities) in realized volatility, we focus on the most popular ones. The combination 

approaches are a Unanimity Rule or directional forecast combination by which a trading signal 

is triggered only if the direction of model-based forecasts and NN forecasts coincides, Equally-

Weighted (EW) forecast combination, and OLS-weighted forecast combination.  

The findings suggest that for the purpose of informing straddle trading, NN realized 

volatility forecasts are more effective than model-based forecasts during the post-2007 period. 

This confirms that the NN approach offers a ‘shield’ against heightened misspecification and 

parameter estimation uncertainty when markets are in turmoil. The comparison of individual 

and combined forecasts further reveals that the largest risk-adjusted profits over both calm and 

turbulent markets stem from the combination of NN and model-based predictions. 

As a byproduct, the paper documents a mismatch between statistical and economic 

rankings of realized volatility forecasts. The evidence adds to a literature which contends that 

statistically accurate predictions of the first or second moment of the distribution of asset returns 

do not necessarily entail profitability; see, e.g. Satchell and Timmermann (1995), Gonçalves 

and Guidolin (2006), Cenesizoglu and Timmermann (2012), and Bernales and Guidolin (2014). 

The intuition is that the loss function implicit in a (possibly simple) trading strategy is not 

necessarily well captured by the Mean Squared Error and other statistical accuracy metrics. 

The remaining of the paper is organized as follows. Section 2 briefly reviews the three 

strands of the literature that motivate our paper. Section 3 describes the dataset. Section 4 and 

Section 5 present the methodologies for forecast construction and forecast evaluation, 

respectively. Section 6 discusses the main empirical results. A final section concludes the paper. 

2. Background Literature  

A burgeoning empirical literature has emerged over the past two decades that derives volatility 

forecasts from long-memory models of realized volatilities. The motivation is that long-range 

dependence is a stylized property of realized volatilities whose autocorrelation function decays 

hyperbolically instead of exponentially as it is typical of short-memory processes. Realized 

volatilities are stationary but persistent. In particular, linear autoregressive Fractionally 

Integrated Moving Average (ARFIMA) models of realized volatility have become very 

popular; see e.g., Andersen, Bollerslev, Diebold and Labys (2003), Li (2002), Pong, 
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Shackleton, Taylor and Xu (2004), Koopman, Jungbacker and Hol (2005), Martens and Zein, 

(2004).  Others have opted for the easier-to-handle Heterogenous AutoRegressive, HAR, model 

of Corsi (2009) which, by mixing volatility components over different horizons, can also 

capture long memory features; see, e.g. Brownlees and Gallo (2010),  Andersen, Bollerslev and 

Huang (2011), and Becker, Clements and Hurn (2011).3  

By focusing on the long-memory property of realized volatility, the aforementioned studies 

overlook the presence of nonlinear dynamic dependencies. Seeking to address this shortcoming, 

a recent strand of the literature has extended the linear long-memory framework. The 

ARFIMAX specification has been aimed at capturing also leverage or the stylized property that 

negative returns increase future volatility more than similar positive returns (e.g., Oomen, 2004; 

Giot and Laurent, 2004; Martens, van Dijk and de Pooter, 2009; Fuertes and Olmo, 2012). 

Moreover, several studies have proposed models to capture regime-switching behavior over 

and above long memory features (Maheu and McCurdy, 2002; McAleer and Medeiros, 2008; 

Scharth and Medeiros, 2009; Martens, van Dijk and de Pooter, 2009). 

In particular, Martens, van Dijk and de Pooter (2009) provide a comprehensive ‘horserace’ 

of ARFIMA models that accommodate leverage, level-dependent volatility persistence, 

structural breaks and day-of-week effects in S&P 500 realized volatility. Their out-of-sample 

analysis suggests that capturing leverage improves the forecasts but, by contrast, explicitly 

accounting for level shifts adds very little. Maheu and McCurdy (2002) show that a Markov-

switching ARMA model fitted to DM/$ realized variance provides better in-sample fit than the 

linear ARMA, but the improvement in out-of-sample forecast performance is only marginal. 

McAleer and Medeiros (2008) argue that a pitfall of extant regime-switching models of realized 

volatility is that they only accommodate two regimes, and so they propose instead a multiple-

regime Smooth Transition HAR model (called HARST). However, their analysis for 16 DJIA 

stocks does not produce convincing evidence on the superior forecast performance of the 

HARST model versus the baseline HAR model.  

An overall aspect of this literature is that it has failed to produce convincing evidence on 

the merit of modeling nonlinear dependencies in realized volatility over and above its stylized 

long memory. It also reflects the challenge that researchers immediately face: the vast, if not 

                                                                 
3 The MIxed DAta Sampling (MIDAS) model of Ghysels, Santa-Clara and Valkanov (2004) and the p-

spline Multiplicative Error Model (MEM) of Brownlees and Gallo (2010) can also capture long memory.  
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unlimited, number of candidate model specifications. In fact, many of the nonlinear time-series 

models put forward in recent decades could inspire nonlinear extensions of long memory 

models.4 A practical issue is that, by trying to capture both long memory and nonlinearities, 

researchers may end up with heavily parameterized (and yet potentially misspecified) models. 

Hence, it is worthwhile to investigate the merit of combined realized volatility forecasts from 

parsimonious long-memory models and the non-parametric NN scheme. 

Timmermann (2006) provides three reasons for using combined forecasts. They are more 

immune to misspecification risk than individual forecasts. They average across differences in 

the way in which individual forecasts are affected by structural breaks or parameter instability. 

They exploit jointly the information content of each individual forecast. Combined forecasts 

have been, however, barely used in the context of realized volatility. Patton and Sheppard 

(2009) show that the EW combination of forecasts from HAR models fitted to 32 distinct 

realized volatility measures is hard to beat. Liu and Maheu (2009) combine forecasts from 

(H)AR models fitted to realized variance and realized bipower variation measures. 

Our paper speaks to a strand of the realized volatility forecasting literature that investigates 

the economic merit of the forecasts by considering financial applications; e.g., for risk 

management (Giot and Laurent, 2004; Clements, Galvão and Kim, 2008; Martens, van Dijk 

and Pooter, 2009; Brownlees and Gallo, 2010; and Fuertes and Olmo, 2012) or trading purposes 

(Angelidis and Degiannakis, 2008; Fuertes, Kalotychou and Todorovic, 2015). 

3. Data and summary statistics 

The sample consists of five-minute quotes from 9:30am to 4:00pm for the S&P 100 stock index 

over the 16-year period from January 6, 1997 to November 16, 2012; T=3990 days.5 The target 

variable is the realized variance (RV or realized ‘volatility’) measured daily as ܴ ௧ܸ = ∑ ௧,௝ଶ଻଼௝ୀଵݎ                       (1) 

                                                                 
4 Well-known nonlinear time-series models include the bilinear model proposed by Granger and Andersen 

(1978), the threshold autoregression (Tong, 1978), the state-dependent model (Priestley, 1980), the Markov-
switching model (Hamilton, 1989) and the smooth transition autoregression (Teräsvirta, 1994).   

5 The data source is DiskTrading, http://www.is99.com/disktrading. For stock indices, the 5-minute 
frequency has been shown to provide a good tradeoff between RV estimation accuracy and noise due to 
market microstructure effects such as asynchronous or infrequent trading, and the bid-ask bounce.  
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where ݎ௧,௝ = 100ൣln൫݌௧,௝൯ − ln൫݌௧,௝ିଵ൯൧  is the jth intraday return on day t.6 

The out-of-sample forecasts are constructed sequentially using rolling estimation. The 

window length is T0=1500 days which enables T1=2490-h+1 out-of-sample forecasts where h 

is the horizon in days; e.g., for h=1 the holdout period is December 30, 2002 to November 16, 

2012 (T1=2490 days) which lends itself as an interesting laboratory for forecast evaluation as it 

can be decomposed into two distinct periods: a 5-year period (from December 30, 2002 to 

December 31, 2007) when the stock market was relatively calm, and a 5-year period of turmoil 

(from January 2, 2008 to November 16, 2012) that captures the subprime mortgage crisis, the 

broader banking crisis, and Greek and Eurozone sovereign debt crises.  

Figure 1 shows time-series plots of daily S&P 100 realized variances in levels and 

logarithms, their histogram (with estimated density) and autocorrelation function for lags up to 

100 days. Table 1 reports descriptive statistics for daily realized variances and open-to-close 

returns. The time-series plots illustrate the distinctive nature of the two holdout periods: low 

volatility (2003-2007) and high volatility (2008-2010), respectively. The highest volatility 

levels are observed during October 2008 following a stream of bad news.7 

[Insert Figure 1 and Table 1 around here] 

The histogram and correlogram together, and the descriptive statistics corroborate various 

stylized facts. The means of daily squared returns (ݎ௧ଶ) and daily realized volatilities (ܴ ௧ܸ) are 

quite close, as one would expect since both are unbiased estimators of ex post volatility. But 

the standard deviation of ܴ ௧ܸ is about half the standard deviation of ݎ௧ଶ corroborating that the 

latter is far noisier. The unconditional distribution of logarithmic ܴ ௧ܸ is essentially Gaussian. 

Daily returns are skewed and fat-tailed but the ඥܴ ௧ܸ standardization brings the skewness and 

                                                                 
6 We have not employed an overnight-adjusted RV estimator because it would imply assuming that the 

squared overnight returns are part of the same process that generates the within-day return variation. In 
adopting a RV measure that ignores the overnight segment, we follow a strand of the literature (e.g. Oomen, 
2004; Liu and Maheu, 2009; Brownlees and Gallo, 2010; Shephard and Sheppard, 2010). Bivariate models 
for the overnight variation and open-to-close RV have been proposed by Andersen, Bollerslev and Huang 
(2011) and Ahoniemi, Fuertes and Olmo (2015) to forecast the variation over the full-calendar day. 

7 On September 7, two large US mortgage lenders, Fannie Mae and Freddie Mac, were nationalized. On 
September 14, Bank of America acquired Merrill Lynch for $50 billion. On September 15, Lehman Brothers 
filed for Chapter 11 bankruptcy protection. On September 16, American International Group would fall 
victim to a liquidity crisis, as its shares lost 95% of their value and the company reported a $13.2 billion loss 
in just the first half of the year. On September 22, 2008, AIG was removed from the DJIA. After all these 
events, the Black Week began on October 6, 2008 and lasted five consecutive trading sessions.  
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kurtosis close to 0 and 3, respectively. Estimates of the fractional integration parameter d are 

largely downward biased when based on daily squared returns; see also Bollerslev and Wright 

(2000). Finally, the rejection of the unit root null hypothesis for realized variance in levels or 

logs and the slow autocorrelation decay (Figure 1) jointly indicate long memory behavior. 

4. Forecasting approaches 

This section outlines the distinct methods used in our study to obtain daily stock market 

volatility forecasts. We begin with the time-series models, and then turn to the NN method. 

4.1. Long-memory models  

We employ the ARFIMAX(p,d,q) model of Granger and Joyeux (1980) expressed as follows 

(ܮ)(1 − ௗ(lnܴ(ܮ ௧ܸ − (ࢄ′ࢻ =  ௧                             (2)ߝ(ܮ)ߠ

where ߝ௧ is NID(0, (ܮ)ఌଶ), d is the fractional integration parameter, ߪ ≡ 1 − ଵܮ − ⋯ − ௣ܮ௣ 

is an AR lag polynomial of order p, and (ܮ)ߠ ≡ 1 + ܮଵߠ + ⋯ +  ௤ is a MA lag polynomialܮ௤ߠ

of order q. This model allows for the inclusion of a ݇ × 1 vector X of exogenous variables. The 

linear ARFIMA specification, a particular case with ࢄ′ࢻ replaced by a constant ߙ଴, is a widely-

used realized volatility model; see e.g., Andersen, Bollerslev, Diebold and Labys (2003), Pong, 

Shackleton, Taylor and Xu (2004), and Koopman, Jungbacker and Hol (2005).  

Giot and Laurent (2004), Angelidis and Degiannakis (2008), and Martens, van Dijk and de 

Pooter (2009) among others, use the ARFIMAX model with ࢻᇱࢄ = ଴ߙ + ௧ିଵݎଵߙ + ௧ିଵିܫଶߙ  ௧ିଵݎ

where ܫ௧ିଵି = 1 if ݎ௧ିଵ < 0 and ܫ௧ିଵି = 0 otherwise. Parameter values ߙଶ < 0 suggest that 

negative returns have a larger impact on future volatility than positive returns of the same 

magnitude. We estimate this nonlinear long-memory model by Maximum Likelihood and select 

the lag orders p and q by the Bayesian Information Criterion (BIC). 

Martens, van Dijk and de Pooter (2009) consider a Markov-switching ARFIMAX 

(hereafter, MSARFIMAX) model of realized volatility which allows for state-dependence in 

order to characterize sudden changes in financial market conditions. The regime that prevails 

at time t is dictated by a latent process st={H, L} where H denotes the ‘crisis’ or high volatility 

state and  L  the ‘normal’ or low volatility state; st follows a Markov chain of order one 

characterized by the following matrix of transition probabilities   
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ߨ                 = ቀߨுு ு௅ߨ௅ுߨ ௅௅ߨ ቁ                                                     (3) 

where ߨ௅ு is the probability that lnܴܸ evolves from state H at t-1 to state L at t, so that ߨுு ௅ுߨ+ = 1 and ߨ௅௅ + ு௅ߨ = 1. The MSARFIMAX function can be written as                       ௦೟(ܮ)(1 − ௗೞ೟(ܮ (lnܴ ௧ܸ − ࢚࢙ࢻ (ࢄ′ =  ௧                        (4)ߝ(ܮ)௦೟ߠ

and estimation is by conditional Maximum Likelihood. The specification adopted allows for 

switching in interceptߙ଴, fractional integration d, error variance ߪఌଶ and ARMA parameters.   

Various studies have shown that high-order AR models, and more parsimonious 

specifications such as the ARMA(2,1) model or the heterogeneous autoregressive (HAR) model 

proposed by Corsi (2009) can successfully approximate long memory. In a forecasting exercise 

for the realized variance of the S&P 500 index at horizons from 1 to 20 days ahead, Martens, 

van Dijk and de Pooter (2009) show that AR(22) forecasts yield a higher Mincer-Zarnowitz R2 

and a lower Mean Square Error than the ARFIMA(2,d,0). Using data on 16 DJIA stocks, 

Scharth and Medeiros (2009) highlight that the AR(10) model of realized volatility produces a 

lower Mean Absolute Error than the ARFIMA(0,d,0) for forecasting horizons of up to 20 days. 

For various FX rates, Pong, Shackleton, Taylor and Xu (2004) show that the ARMA(2,1) model 

can produce realized volatility forecasts of similar accuracy as ARFIMA models.  

Martens, van Dijk and de Pooter (2009) and Scharth and Medeiros (2009) show that the 

HAR model of Corsi (2009) produces competitive realized variance forecasts vis-à-vis the 

conventional ARFIMA model. In our study, we consider the HAR parameterization 

          lnܴ ௧ܸ = ଴ߚ + ௗ݈ܴ݊ߚ ௧ܸିଵ + ܴ)௪݈݊ߚ ௧ܸିଵ)௧ିହ + ܴ)௠݈݊ߚ ௧ܸିଵ)௧ିଶଶ +  ௧              (5)ߝ

where ln(ܴ ௧ܸିଵ)௧ି௞ ≡ ݇⁻¹[lnܴ ௧ܸିଵ+. . . +lnܴ ௧ܸି௞] and ߝ௧~ܰ0)ܦܫ,  ఌଶ). Intuitively, thisߪ

parsimonious HAR model can be obtained from a high-order AR model by imposing 

restrictions on the parameters so that the long lag length is implicit.8   

 As naïve benchmarks we consider the historical average, random walk and exponentially 

weighted moving average (EWMA) of realized variances. We deploy them sequentially over 

                                                                 
8 Throughout the analysis, log forecasts are transformed into level forecasts using the bias-corrected 

exponential mapping ܴ෢ܸ௧ା௛|௧ = exp (lnܴ ௧ܸା௛|௧ + ఌଶ)෣ߪ0.5 ; see Granger and Newbold (1976). 

. 
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identical rolling windows as the long-memory models, and the smoothing parameter in the 

EWMA filter is identified by minimizing the Mean Square Error of in-sample predictions. 

4.2. Nearest Neighbor (NN) method 

The origins of the NN approach can be traced back to physics and engineering where pattern 

recognition has been one of the main applications. Farmer and Sidorowich (1987) and Yakowitz 

(1987) are the first to propose this non-parametric approach for time-series forecasting.  

The fact that the NN approach is model-free implies that it sidesteps the need to assume a 

specific functional form to describe the behavior of the target variable; thus, the resulting 

forecasts are not affected by model misspecification risk. The NN tool is very flexible given its 

local nature which implies that it can easily adapt to structural breaks and regime-switching 

behavior. The process under study can be non-stationary. As an adaptive non-parametric 

method, NN can naturally account for time-variation in the underlying data generating process.  

To outline the NN approach, let us state the problem as predicting the daily volatility 

process, denoted ܺ௧  here, which is persistent and may exhibit nonlinear dynamic dependencies 

of unknown form, ܺ௧ = ௧݂( ௧ܺିଵ, … , ܺ௧ିௗ) +  ௧ is white noise, and ௧݂(∙) is notߝ ௧, whereߝ

constrained to belong to the class of continuous functions. Let {ݔ௧}௧ୀଵ்  denote the daily time-

series (length T) of realized variances available to the forecaster. The first stage of the NN 

approach is to subsample histories of equal length m from the time-series of realized variances x௧௠ ≡ ൫ݔ௧, ,௧ିଵݔ … , ௧ି(௠ିଵ)൯ݔ  ∈ R௠,     ݉ ≤ ݐ ≤ ܶ − 1     (6) 

where m is the embedding dimension. These m-dimensional vectors are called m-histories and 

Rm is the phase space. Embedding is a well-known concept in the deterministic chaos literature; 

e.g., see Hsieh (1991). The proximity of two m-histories allows the notion of ‘nearest neighbor’.  

The NN approach begins by finding the k nearest neighbors defined as the m-histories x௧೔௠, 

i=1,…,k, that represent the first k minima of the Euclidean distance function 

   ||x௧೔௠ − x௠்||    ݐ௜ = ݉, ݉ + 1, … , ܶ − 1                                    (7) 

where x௠் represents the most recent m-history available, x௠் ≡ ൫்ݔ, ,ଵି்ݔ … ,  ൯. Let(௠ିଵ)ି்ݔ

the scalar ݔ௧೔ାଵ denote the subsequent observation to the nearest neighbor ࢞௧೔௠. The NN 
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prediction ݔො்ାଵேே  is defined as the combination of the subsequent observations to each of the k 

nearest neighbors, ݔ௧భାଵ, ,௧మାଵݔ … ,           ௧ೖାଵ, as followsݔ

ො்ାଵேேݔ                              ≡ ,௧భାଵݔ)ܨ ,௧మାଵݔ … ,    ௧ೖାଵ)                                        (8)ݔ

where the NN function  ܨ(∙) denotes a measure of central tendency. In our application below, 

we employ the median so our NN predictor is then more precisely defined as ݔො்ାଵேே ≡ ݉݁݀൫ݔ௧భାଵ, ,௧మାଵݔ … ,  ௧ೖାଵ൯                                             (9)ݔ

Other possible choices for ܨ(∙) are the mean which can be unweighted or weighted by a kernel 

function, and the local linear autoregressive function which defines ݔො்ାଵேே ≡ ොܽ଴்ݔ + ොܽଵି்ݔଵ +⋯ + ොܽ௠ିଵି்ݔ(௠ିଵ) + ොܽ௠ where ( ොܽ଴, ොܽଵ, . . , ොܽ௠ିଵ) are the OLS parameters that 

minimize ∑ ௧೔ାଵݔ) − ܽ଴௞௜ୀଵ ௧೔ݔ − ܽଵݔ௧೔ିଵ − ⋯ − ܽ௠ିଵݔ௧೔ି(௠ିଵ) − ܽ௠)ଶ.  The median-based 

approach is more robust to outliers than the mean-based approach, and less prone to ill-

conditioning than the local OLS approach which can be contaminated by estimation noise due 

to collinearity (Casdagli, 1989). Figure 2 provides intuition on the k-NN forecasting approach. 

 [Insert Figure 2 around here] 

The training vectors are disjoint sets in this illustrative graph, for the sake of clarity, but 

they can overlap in practice; m and k are, respectively, the training vector dimension and 

number of training vectors or smoothing parameter. For each horizon, we follow the classical 

identification approach for m and k that minimizes the Mean Squared Error of in-sample 

predictions (Härdle, 1990; Green and Silverman, 1994; Hastie, Tibshirani and Friedman, 2001).  

5. Forecast evaluation 

We begin by discussing the economic framework used to evaluate the relative merit of the 

competing out-of-sample forecasts. The statistical framework is presented in Section 5.2. 

5.1. Economic criteria 

The economic decision-making scenario for the volatility forecast evaluation is a straddle 

trading strategy on the S&P 100 stock index. Following Engle, Hong and Kane (1990), 

Xekalaki and Degiannakis (2005), and Angelidis and Degiannakis (2008), the analysis is based 

on theoretical option prices on the S&P 100 stock index derived from the Black-Scholes model. 
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More specifically, plugging the annualized VXO into the Black-Scholes equation − alongside 

the closing price of the S&P 100 index, annualized risk-free interest rate, and time-to-expiry in 

years − we derive daily at-the-money (ATM) put and call vanilla option prices.9  

A long (short) straddle involves buying (selling) a call and put with the same strike price 

and expiration date. A straddle is a delta neutral option trading strategy − its symmetrical V-

shape payoff profile implies identical profits associated with equal-size upward and downward 

changes in the stock price. Accordingly, the straddle holder can capitalize on accurate stock 

volatility predictions. Our hypothetical trader buys (sells) a straddle when she anticipates an 

increase (decrease) in the future stock market volatility using realized variance forecasts. 

The S&P 100 index realized variance predictions are transformed into trading signals as 

follows. If the h-day-ahead realized variance prediction made at the close of day t is higher 

(lower) than the market realized variance on that day, a straddle is bought (sold). For 

concreteness, if ܴ෢ܸ௧ା௛|௧ − ܴ ௧ܸ > 0, a long position is taken on the straddle at the open of day 

t+1; the position is held for h days until day t+h+1 open when the position is closed by selling 

the straddle.10 If ܴ෢ܸ௧ା௛|௧ − ܴ ௧ܸ < 0, a short position is taken on the straddle at the open of day 

t+1, and held for h days until the open of day t+h+1 when the position is closed by buying the 

straddle. The parameter h (forecast horizon) thus plays the role of holding period. A filter rule 

is adopted to discard the noisiest trading signals. A long position in straddles is taken on day 

                                                                 
9 Daily observations on the annualized implied volatility measure known as VXO and the annualized 3-

month US T-Bill rate (the most liquid short term instrument emitted by the American Treasury) are 
obtained from Datastream. The VIX introduced in 1993 by the CBOE tracked the implied volatility of ATM 
1-month synthetic options on the S&P 100; it was computed by averaging volatilities from puts and calls 
from the closest to ATM strikes in the nearest and next to nearest month. In 2003, the CBOE revamped the 
VIX as an average of out-of-money option price volatility across all available strikes on the S&P 500 index 
and introduced the new ticker VXO as an estimate of the 1-month ATM implied volatility on the S&P 100 
index. The fact that VXO represents the implied volatility of ATM options on the S&P 100 index, permits 
us to derive the corresponding theoretical ATM call and put prices via the Black-Scholes model.  

10 In our trading simulation, ATM option contracts with maturity M=22 days are issued at the open of 
each day. Suppose that the realized volatility prediction made at the close of day t triggers a trading signal; 
the market price of the straddle traded, according to this signal, at the open of day t+1 is 

1 1t tP +C  + + where the 

put and call option prices are derived, using the Black-Scholes formulae, as functions of the option’s strike 
price, current stock price, stock price volatility per annum, annualized risk-free interest rate and option’s time 
to expiry in years, i.e. ( )1 1 1 , 1, 100 , , , 252  call

t BS t t f tC f K SP VXO r M+ + + +≡ with 1100tK SP +=  for ATM options; 

likewise for 1. tP+  The price of the same straddle contract at the open of day t+h+1 is given by 1 1t h t hP +C  + + + +

with ( )1 1 1 , 1, 100 , , , ( ) 252 ; call
t h BS t h t h f t hC f K SP VXO r M h+ + + + + + + += − likewise for 

1.t hP+ +   
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t+1 only if the predicted h-step-ahead increase in daily realized variance as a proportion of the 

mean realized variance exceeds a pre-specified threshold, i.e. 
ோ௏෢ ೟శ೓ିோ௏೟ோ௏തതതത೟ × 100 > δ %. 

Likewise, the trader takes a short position in straddles on day t only if  
ோ௏෢ ೟శ೓ିோ௏೟ோ௏തതതത೟ × 100 < −

δ %. The mean ܴܸതതതത௧ is computed iteratively over the same rolling window used to construct ܴ෢ܸ௧ା௛|௧. On days with no trading signal, the risk-free interest rate is earned.  

Let TC denote the transaction costs incurred by buying or selling straddles on the S&P 100 

index.11 The return associated with a buy (sell) signal triggered by the forecast ܴ෢ܸ௧ା௛|௧ is 

   
௧ାଵ,௧ା௛ାଵ௕௨௬ݎ = ஼೟శ೓శభା௉೟శ೓శభି(஼೟శభା௉೟శభ)ି(஼೟శభା௉೟శభ)∙்஼ି(஼೟శ೓శభା௉೟శ೓శభ)∙்஼஼೟శభା௉೟శభݎ௧ାଵ,௧ା௛ାଵ௦௘௟௟ = ஼೟శభା௉೟శభି(஼೟శ೓శభା௉೟శ೓శభ)ି(஼೟శభା௉೟శభ)∙்஼ି(஼೟శ೓శభା௉೟శ೓శభ)∙்஼஼೟శభା௉೟శభ

    (10) 

where (ܥ௧ାଵ, ௧ܲାଵ)′ and (ܥ௧ା௛ାଵ, ௧ܲା௛ାଵ)′ are the call and put option prices at the open of day 

t+1 and t+h+1, respectively.  The return of the trading rule over the holdout period (T1 days) is  

                               ܴ௛ = ∑ ቀ஼೟శ೓శభା௉೟శ೓శభ஼೟శభା௉೟శభ − 1ቁ#௕ + ∑ ቀ1 − ஼೟శ೓శభା௉೟శ೓శభ஼೟శభା௉೟శభ ቁ#௦    

       − ∑ ቀ1 + ஼೟శ೓శభା௉೟శ೓శభ஼೟శభା௉೟శభ ቁ ௕௦#ܥܶ + ∑ ௥೑,೟ଶହଶభ்ି#௕௦                                         (11) 

where rf,t/252 is the daily risk-free interest rate, #b and #s are the total number of buy and sell 

signals, respectively, over the entire holdout period, and #bs is the sum of the two. Equation 

(11) implies an almost linear relation between TC and profitability. We accommodate diverse 

trading scenarios by varying the filter rule or threshold parameter δ  (from 0% to 50% in steps 

of 1%), transaction costs TC (from 0% to 2.5% of the straddle price, in steps of 0.1%), forecast 

horizon h (from 1 to 10 days), and type of market conditions (‘calm’ versus ‘turmoil’). The 

economic criteria are the Sharpe Ratio, alpha and non-normality robust profitability metrics. 

 

                                                                 
11 Option traders face explicit or direct costs such as commissions and other fees, and implicit or indirect 

costs such as the bid-ask spread that market makers charge for shouldering the trader’s undesired inventory 
position, and information costs. All these cost elements are typically proxied by a fixed transaction cost; e.g., 
Noh, Engle and Kane (1994) consider a transaction cost of $0.25 per straddle. We assign transaction costs as 
a percentage of the straddle price. Further discussion of transaction costs in the context of various option 
trading strategies can be found in Santa-Clara and Saretto (2009) and Broadie, Chernov and Johannes (2009). 
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5.2. Statistical criteria 

In this section we outline the statistical volatility forecast evaluation that we carry out, for 

completeness, that relies on standard error measures for point forecasts, a scoring rule for 

density forecasts, and directional forecast measures of the accuracy of sign predictions.  

 First, defining the out-of-sample forecast error as ݁௧ା௛ ≡ ܴ ௧ܸା௛ − ܴ෢ܸ௧ା௛|௧,  we compute 

various point forecast error measures: Mean Square Error ܧܵܯ = ଵ்భ ∑ (݁௧ା௛)ଶభ்௧ୀଵ , Mean 

Absolute Error (percentage) ܧܣܯ = ଵ்భ ∑ |݁௧ା௛|భ்௧ୀଵ /(ܴ ௧ܸା௛ + ܴ෢ܸ௧ା௛|௧), Heteroskedasticity-

adjusted Mean Square Error ܧܵܯܪ = ଵ்భ ∑ (1 − ܴ ௧ܸା௛ିଵభ்௧ୀଵ ܴ෢ܸ௧ା௛|௧)ଶ, Logarithm Loss ܮܮ =ଵ்భ ∑ (lnܴ ௧ܸା௛ − lnభ்௧ୀଵ ܴ෢ܸ௧ା௛|௧)ଶ, and Quasi-Gaussian log-likelihood ܳܧܭܫܮ =ଵ்భ ∑ ோ௏೟శభோ௏෢ ೟శ೓|೟ − ln ( ோ௏೟శభோ௏෢ ೟శ೓|೟ )భ்௧ୀଵ − 1. Patton and Sheppard (2009) advocate the loss functions 

implicit in MSE and QLIKE as the most robust to noise in the volatility proxy (here, ܴ ௧ܸ).  

Second, we also assess density forecast accuracy using the continuous ranked probability 

score ܨ)ܴܵܲܥ, ℎ) = ଵ்భ ∑ ׬ (ݕ)௧ା௛ܨ) − ݕ}ܫ ≥ ܴ ௧ܸା௛})ଶ݀ݕାஶିஶభ்௧ୀଵ  where ܨ௧ା௛ is the cumulative 

density function of the forecast distribution, ܴ ௧ܸା௛ is the verifying observation, and ܫ{∙} is the 

Heaviside function. A density forecast is more informative that a point forecast because it also 

incorporates a measure of the uncertainty that ought to be associated with the point forecast. 

Third, we estimate Mincer-Zarnowitz style regressions in which the realized variances are 

regressed on the corresponding out-of-sample forecasts, ܴ ௧ܸା௛ = ܾ଴ + ܾଵܴ෢ܸ௧ା௛|௧௝ +  ௧, whereݒ

j denotes the predictive method at hand. The joint restrictions ܪ଴:  ܾ଴ = 0 ∪ ܾଵ = 1 are tested 

using a Wald test statistic; test rejection suggests systematic bias (under- or over-prediction). 

Volatility forecast accuracy is further measured by the coefficient of determination MZ-R2 

which reflects the variance but not the bias-squared component of the MSE. 

Finally, we consider two hit ratios which are aimed at measuring the ability of the forecasts 

to anticipate directional-change. Let ଵܶା and ଵܶି  denote the total number of actual volatility 

increases and decreases, respectively, over the out-of-sample period. The positive hit ratio is 

defined as ݐ݅ܪା = ଵ்భశ ∑ ൛൫ோ௏෢ܫ ೟శ೓|೟ିோ௏೟൯∙(ோ௏೟శ೓ିோ௏೟)வ଴ൟభ்శ௧ୀଵ ∙  where the indicator ,{வ଴(ோ௏೟శ೓ିோ௏೟)}ܫ
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I{⋅} takes value 1 if the condition expressed inside the curly brackets is met. The negative hit 

ratio is similarly defined as ିݐ݅ܪ = ଵ்భష ∑ ൫ோ௏෢}ܫ ೟శ೓|೟ିோ௏೟൯∙(ோ௏೟శ೓-ோ௏೟)வ଴}భ்ష௧ୀଵ ∙   .{ழ଴(ோ௏೟శ೓-ோ௏೟)}ܫ
 

6. Empirical Results  

In this section we begin by presenting the model estimation results before discussing the 

economic and statistical evaluation of model-based and non-parametric NN forecasts. 

6.1. Model estimation and diagnostics 

Among the long-memory ARFIMA(p,d,q) parameterizations resulting from combinations of 

lag orders ݌, ݍ ∈ {0,1,2}, the lowest BIC is attained by the ARFIMA(1,d,0) which we 

subsequently adopt as our baseline long-memory model. This specification has been advocated 

in other studies as providing a parsimonious and effective description of the dynamics of 

realized variance; see, e.g. Koopman, Jungbacker and Hol (2005), and Pong, Shackleton, Taylor 

and Xu (2004) among others. We extend the ARFIMA(1,d,0) model in order to capture also 

leverage (ARFIMAX), and regime-switching (MSARFIMAX) as discussed in Section 4.1. The 

ARMAX(2,1) model is included as a reasonable competitor. Table 2 reports model parameter 

estimates and diagnostics for the in-sample period from January 6, 1997 until December 27, 

2002 (T0=1500 days) and full-sample period ending in November 16, 2012 (T=3990 days). 

[Insert Table 2 around here]  

The estimate of the fractional integration parameter of the ARFIMA model, መ݀ = 0.481, is very 

near the estimate reported in Koopman, Jungbacker and Hol (2005) for the S&P 100 volatility, 

notwithstanding some differences in the realized variance measure adopted and time span.  

Several observations can be made from the diagnostics reported in Table 2. First, the linear 

ARFIMA(1,d,0) versus nonlinear ARFIMAX(1,d,0) comparison suggests that by 

parameterizing the leverage effect through 1ߙ and 2ߙ there are notable in-sample fit 

improvements as borne out by a reduction in the AIC and BIC. Second, over both sample 

periods, the ARMAX(2,1) model achieves lower AIC and BIC values than the 

ARFIMAX(1,d,0), but the persistence of the realized variance materializes as a significant unit 

root in the autoregressive component of the ARMAX (i.e.,  ෠1  is very close to 1). The estimated 

vector (αෝଵ, αෝଶ)ᇱ is very close in the ARFIMAX and ARMAX models, and the parameter signs 
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and magnitude are well aligned with the leverage interpretation: past negative returns 

significantly increase current volatility but past positive returns have a mute effect.12  

Overall, the best diagnostics correspond to the nonlinear MSARFIMAX whose parameter 

estimates are aligned with those reported in previous studies (e.g., Maheu and McCurdy, 2002). 

Volatility shocks have permanent-like effects in the high-volatility or crisis regime ( መ݀ு > 0.5, ) 

but are transitory in the normal regime ( መ݀௅ < 0.5) . The staying probabilities ߨොுு and ߨො௅௅ are 

much lower in the in-sample than full-sample estimation. This is plausible because, as Figure 

1 shows, the in-sample period 1997-2002 (first rolling estimation window) broadly reflects a 

single volatility state; a ‘high’ and ‘low’ volatility regimes are therefore difficult to identify. 

Over the full-sample period, by contrast, there is a clear low volatility state over the period 

2003-2007 and a subsequent jittery period 2008-2012 with various high volatility clusters.  

6.2. Out-of-sample forecast evaluation 

We begin by plotting the realized variances and corresponding forecasts derived from a long-

memory model and the non-parametric NN approach (h=5 days ahead). Figure 3 focuses on the 

MSARFIMAX model for brevity; additional graphs for all the long-memory models entertained 

are shown in the on-line Appendix.  The graphs provide evidence to suggest, prima facie, that 

the NN forecasts track relatively well the ups and downs of daily realized variance. 

      [Insert Figure 3 around here] 

In order to assess the economic value of the forecasts, we plot in Figure 4 the Sharpe ratio 

of the straddle trading strategy discussed in Section 5 for various filter rules, transaction costs 

and predictive horizons.13 The top graphs (Panel A) correspond to the calm period 2003-2007, 

and the bottom graphs (Panel B) to the jittery period 2008-2012.14 

[Insert Figure 4 around here]    

                                                                 
12 Reassuringly, estimation of an ARMAX(10,0) model yields log-likelihood, AIC and BIC values of -

3121.11, 6272.22 and 6366.59, respectively, which are similar to those of the parsimonious ARMAX(2,1). 
13 The Sharpe ratio for a straddle held during h days is ܴܵ൫̃ݎ௧,௧ା௛൯ = √ℎܴܵ൫̃ݎ௧,௧ାଵ൯ where  ̃ݎ௧,௧ା௛ ௧,௧ା௛ݎ= − ℎ ∗  ௧,௧ା௛ is the return of the straddle position (long or short) over an h-day period, asݎ ௙,௧/252 andݎ

defined in (10). We annualize the Sharpe ratio by multiplying it by ඥ252/ℎ. Likewise with the Sortino ratio.  
 14 The ARFIMA forecasts are not considered in Figure 4 to avoid too dense and cumbersome graphs. 

Instead, detailed summary profitability statistics of the ARFIMA model are provided in subsequent tables. 



17 
 

Trading profitability improves as the noise-filtering rule becomes tougher and the horizon 

increases; the horizon effect is more noticeable in the calm period. Trading profitability is 

adversely affected by transaction costs, almost linearly, as suggested by equation (10). 

The comparison of Sharpe ratios across forecasts is quite revealing. It can be seen that NN 

forecasts are excellent competitors to model-based forecasts, particularly, during the turbulent 

post-2007 trading period (Panel B) when they result in the most attractive Sharpe ratios. This 

evidence supports the non-parametric NN approach for forecasting realized variance. 

Figure 4 further shows that the directional (Unanimity Rule) combination of model-based 

and NN predictions is beneficial, namely, the combined forecasts entail higher Sharpe ratios 

than any of the individual forecasts. In the pre-2007 period, the ARFIMAX+NN and 

MSARFIMA+NN combinations are generally more effective than the HAR+NN combination. 

In the post-2007 combination, the three combinations are quite close. However, in some trading 

scenarios (i.e., mild filter rule and low transaction costs) the NN predictions outperform all 

other volatility predictions, individual or combined, during the turbulent post-2007 period.  

In addition to the directional (Unanimity Rule) combination, we consider two well-known 

combination schemes for point forecasts: Equal Weights (EW) and Ordinary Least Squares 

Weights (OLS). To avoid look-ahead bias in the latter scheme, we obtain the weights iteratively 

by regressing over each rolling estimation windows the realized variances on the in-sample 

(NN and model) forecasts.  Figure 5 plots the Sharpe ratios of the straddles informed by the 

three types of combined forecasts; for simplicity, we focus on the ARFIMAX and HAR models. 

[Insert Figure 5 around here]  

The graphs suggest that directional-forecast combination is more effective for straddle trading 

than point-forecast combination. Among the two point-forecast combination schemes, the 

simple EW scheme produces higher Sharpe ratios than the OLS scheme. This is not surprising, 

given that the OLS weights are contaminated by estimation noise due to multicollinearity. 

Similar evidence stems from the (unreported) graphs of Sharpe ratios resulting from the 

combination of NN forecasts with either ARFIMA, ARMAX or MSARFIMAX forecasts.  
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A battery of trading performance statistics for naïve forecasts, model-based forecasts, non-

parametric NN forecasts and combinations of model-based and NN forecasts are shown in 

Table 3; for brevity, the table focuses on δ =35%, TC=2% and h=5 days.15 

Several observations can be made. The annualized mean excess returns of our options 

trading strategy are broadly in line with those reported in Santa-Clara and Saretto (2009) and 

Broadie, Chernov and Johannes (2009) for similar transaction cost levels. The returns of buy 

(sell) signals are negative (positive) which suggests that, the profitability of the straddle trading 

strategy hinges especially on anticipating correctly the directional change of volatility for future 

volatility falls. Consistent with this observation, among all individual forecasts the NN forecasts 

excel versus naïve and model-based forecasts because they earn the highest returns in the sells.  

[Insert Table 3 around here] 

Examining the trading activity associated with the different forecasting approaches, we 

observe an interesting pattern. In the relatively calm market period 2003-2007, all forecasts 

trigger more sells than buys, but the sell/buy ratio is notably greater for the combined forecasts. 

In the turbulent market period 2008-2012, the ratio of sell to buy signals generally decreases 

(that is, for NN forecasts and model-based forecasts) but less so for the NN forecasts which 

now produce the largest sell/buy ratio. This provides a rationale for our previous finding that 

during turbulent markets the NN forecasts excel among all individual forecasts. The main 

findings from this economic analysis of predictability is that: i) in the comparison of individual 

forecasts, the non-parametric NN forecasts stand out as the most effective for straddle trading 

during turbulent market conditions possibly because they mitigate the noise-to-signal ratio 

relative to model-based predictions, ii) both in calm and turbulent market conditions the largest 

profitability is obtained by directional combination of NN forecasts and model-based forecasts.   

These findings are not challenged when we consider instead the alpha and non-normality 

robust performance measures (e.g., Leland’s alpha, Sortino and Omega ratio) as shown in Table 

3 for δ =35%, TC=2% and h=5 days. The alpha and Sortino ratios plotted in Figures 6 and 7, 

                                                                 
15 Becker, Clements and Hurn (2011) propose a semi-parametric approach where the volatility forecast is 

a weighted average of the most-recent realized volatilities. The weight function is a multivariate Gaussian 
kernel that exploits the available time-series {RVt} and N-1 additional time-series to account for short-term 
trends. We deployed this semi-parametric approach by defining the additional series, as in their paper, as λ-
day moving averages of RVt for λ={2,3,5,10}. Results in the on-line Appendix suggest that the risk-adjusted 
profitability afforded by the NN forecasts is at least as good as that of the kernel-based forecasts. 
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respectively, for a range of transaction costs, filter rules and horizons confirm the main findings. 

Additional graphs shown in the on-line Appendix (Figures A3 and A4) confirm the superiority 

of the directional forecast combination vis-à-vis the EW and OLS point forecast combinations.  

[Insert Figures 6 and 7 around here]  

Finally, we examine the statistical ranking of forecasts according to several conventional 

criteria as outlined in Section 5.2. Table 4 shows the results for horizon h=5 days, for brevity. 

[Insert Table 4 around here] 

Panel A of Table 4 reports forecast accuracy metrics for the level of daily realized volatility. As 

suggested by the Mincer-Zarnowitz regressions, the predictive power of the NN scheme  is not 

better than that of long-memory models; i.e., 1 − ோಿಿమோೕమ > 0.16 Likewise, relative average point 

forecast error measures, such as 1 −  ௝ in the context of quadratic losses, and theܧܵܯ/ேேܧܵܯ

relative continuous ranking probability score 1 − ܴܲܥ/ேேܴܵܲܥ ௝ܵ that takes into account the 

entire predictive density, are negative and therefore do not favor the NN forecasting approach 

either. Overall, the best forecasting approach according to the statistical criteria is the HAR 

model. The statistical ranking of forecasts thus stands in sharp contrast with the economic 

ranking associated with the straddle trading analysis. This evidence adds to a growing literature 

that documents a mismatch between statistical accuracy and profitability of forecasts (e.g., 

Leitch and Tanner, 1991; Satchell and Timmermann, 1995; Abhyankar, Sarno and Valente, 

2005; Cenesizoglu and Timmermann, 2012; and Bernales and Guidolin, 2014).  

We next assess the relative directional accuracy of NN forecasts using the hit ratios for 

volatility rises and falls, ݐ݅ܪା ≡ 1 − ு௜௧ಿಿశு௜௧ೕశ  and ିݐ݅ܪ ≡ 1 − ேேିݐ݅ܪ ௝ିݐ݅ܪ/ , respectively, as 

defined in Section 5.2. Panel B of Table 4 shows that while ݐ݅ܪା is generally positive, ିݐ݅ܪ 

is negative suggesting that the NN forecasts excel in anticipating future market volatility falls. 

This contrast is reminiscent of our prior findings that: i) the profitability of the trading strategy 

is mainly driven by the straddle sell signals, and ii) the frequency of sells relative to buys during 

the turbulent market period is clearly largest for the NN scheme. This explains why the NN 

forecasts are the most profitable, among all individual forecasts, when the market is in turmoil. 

                                                                 
16 The last column of Panel A in Table 4 also reports Wald test statistics for the null hypothesis of forecast 

unbiasedness. Common across approaches, the hypothesis is refuted in the turbulent (but not the calm) period. 
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7. Conclusions 

This paper investigates the merit of the non-parametric Nearest Neighbor (NN) approach for 

daily realized stock market volatility prediction relative to widely-used long memory models, 

and their combination. The main appeal of the NN approach in this context is that it lends itself 

as a flexible forecasting tool that can mitigate misspecification risk and parameter uncertainty.  

The analysis is based on daily realized variances of the S&P 100 index over the time period 

from January 6, 1997 to November 16, 2012. We focus on the widely-used class of 

Autoregressive Fractionally Integrated Moving Average Models (ARFIMA) models, the 

convenient Heterogeneous Autoregressive (HAR) approximation to long memory, and 

nonlinear extensions to capture leverage (ARFIMAX), and leverage together with Markov-

switching behavior (MSARFIMAX). The evaluation of forecast ability is conducted over the 

relatively ‘calm’ 2003-2007 episode and the ‘turbulent’ 2008-2012 episode, using both standard 

statistical criteria and economic profitability measures associated with straddle trading. 

Our findings suggest that in turbulent markets, when the noise-to-signal ratio is relatively 

large, the NN predictions emerge as more profitable than the model-based forecasts. More 

pervasively, in both calm and turbulent markets, the combination of NN forecasts and model-

based forecasts outperforms all the individual forecasts in terms of risk-adjusted profitability. 

As a byproduct, our analysis verifies a previously documented mismatch between the ranking 

of forecasting approaches according to economic value and the ranking dictated by statistical 

accuracy. Further research can explore ways to enhance the NN forecasts by calibrating the 

number of training vectors and embedding dimension using a broader measure of ‘nearest 

neighborhood’ than the Euclidean distance like, for instance, the Kullback-Leibler metric. 

The paper cannot and does not advocate our simple straddle trading rule based on realized 

variance forecasts as an optimal trading strategy. In fact, modeling the dynamics of the implied 

volatility surface for forecasting purposes is a very active area of research with implications for 

the design of option trading strategies; see e.g., Bernales and Guidolin (2014). There is room 

for extending the present analysis to other trading strategies such as S&P 500 straddles and 

variance swaps, assessing whether the combination of implied and intraday-based realized 

volatility forecasts is beneficial, and to other economic problems informed by volatility 

forecasts such as Value-at-Risk where periods of crisis and high volatility are of most concern. 
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Figure 1. Daily Realized Volatility of S&P 100 Index. 
 

(a) Realized Variance              

          
 

 
(b) Logarithmic Realized Variance 

           
Notes: Time-series (first column), histogram (second column) and correlogram (third column) of S&P 100 daily realized variance in levels and logarithms 
constructed at a sampling frequency of 5 minutes over the period from January 6, 1997 until November 16, 2012 (3990 observations). The shaded area is 
the out-of-sample or holdout period (2490 days) for the forecast evaluation that comprises a low-volatility period from December 30, 2002 to December 
31, 2007 (1260 days; light shade) and a high-volatility period from January 2, 2008 until the sample end (1230 days; dark shade). 
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Figure 2. Nearest Neighbor Prediction Technique  
 

 
 
Notes: The figure illustrates the nearest neighbor (NN) forecasting approach. The entire sequence of blue/red points is the available time-series {ݔଵ, ,ଶݔ … ,  the , {்ݔ
last point in black is the 1-day-ahead NN prediction, ݔො்ାଵ. The first k sequences of red points, denoted x௧ೕ௠, j=1,…k, are the ݉ × 1 nearest neighbor vectors or histories 

of m consecutive observations that are the closest to the most recent m-history denoted x௠் (i.e., the final sequence of red points). The NN prediction ݔො்ାଵ is the 
median of {ݔ௧భାଵ, ,௧మାଵݔ … ,  .௧ೖାଵ}, the subsequent observations to the m-histories (i.e., the k circled points)ݔ
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Figure 3. Daily S&P 100 Realized Variance and Out-of-Sample Forecasts  
 

   (a)  Calm period: December 2002-December 2007                       (b) Turbulent period: January 2008-November 2012 
 

                                                                
 
    

Notes: The figure plots actual S&P 100 realized variances and corresponding out-of-sample forecasts obtained from the MSARFIMAX model and the non-parametric 
nearest neighbor (NN) approach.  The forecast horizon is h=5 days ahead and the forecasts are generated sequentially using a rolling window scheme. 
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Figure 4. Sharpe Ratio of Straddle Trading Informed by Model-based Forecasts, Non-parametric NN Forecasts and Combined Forecasts.     

A) Calm period: December  2002-December 2007 

 

B) Turbulent period: January 2008-November 2012 
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     (cont.)  
 

C) Full  period: December  2002-November 2012 

 
 
 

‐‐‐ HAR    ‐‐‐ ARFIMAX    ‐‐‐ MSARFIMAX    ‐‐‐ NN    — HAR+NN    — ARFIMAX+NN    — MSARFIMAX+NN 
 

Notes: The graphs show the profitability of a straddle trading strategy informed by HAR, ARFIMAX, and MSARFIMAX model forecasts, non-parametric NN forecasts and 
combinations thereof according to a unanimity rule (directional forecast combination) by which a buy/sell signal is triggered only if the individual buy/sell signals agree. 
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Figure 5. Sharpe Ratio of Straddle Trading Informed by Directional Forecast and Point Forecast Combinations. 

A) Calm period: December  2002-December 2007 

 
 

B) Turbulent period: January 2008-November 2012 

 
‐‐‐HistAve  —RW (Sign)  ‐‐‐ARFIMAX+NN(Unan)  ‐‐‐ARFIMAX+NN(EW)  ‐‐‐ARFIMAX+NN (OLS)  —HAR+NN (Unan)  —HAR+NN (EW)  —HAR+NN (OLS)  
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C) Full period: December  2002-November 2012 

 
 

‐‐‐HistAve  —RW (Sign)  ‐‐‐ARFIMAX+NN(Unan)  ‐‐‐ARFIMAX+NN(EW)  ‐‐‐ARFIMAX+NN (OLS)  —HAR+NN (Unan)  —HAR+NN (EW)  —HAR+NN (OLS)  
 

 
Notes: The graphs show the profitability of a straddle trading strategy informed by individual naïve forecasts (historical average of realized volatility or sign-of-change in 
volatility prediction according to the random walk principle), and by combinations of model-based (HAR, ARFIMAX) forecasts and nearest neighbor (NN) forecasts of 
realized volatility. The combination method is either the unanimity rule (directional forecast combination scheme by which a buy/sell signal is triggered only if the individual 
buy/sell signals agree), the equal-weight (EW) combination scheme or the OLS weight combination scheme.  
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   Figure 6. Alpha of Straddle Trading Informed by Model-based Forecasts, Non-parametric NN Forecasts and Combined Forecasts.     

A) Calm period: December  2002-December 2007 

 

B) Turbulent period: January 2008-November 2012 
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C) Full period: December  2002-November 2012 
 

 

‐‐‐ HAR      ‐‐‐ ARFIMAX        ‐‐‐ MSARFIMAX      ‐‐‐ NN     —HAR+NN       —ARFIMAX+NN      —MSARFIMAX+NN 
 

Notes: The graphs show the profitability of a straddle trading strategy informed by HAR, ARFIMAX, and MSARFIMAX model forecasts, non-parametric NN forecasts and 
combinations thereof according to a unanimity rule (directional forecast combination) by which a buy/sell signal is triggered only if the individual buy/sell signals agree. 
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   Figure 7. Sortino Ratio of Straddle Trading Informed by Model-based Forecasts, Non-parametric NN Forecasts and Combined Forecasts.          

A) Calm period: December  2002-December 2007 

 

B) Turbulent period: January 2008-November 2012 
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C) Full period: December  2002-November 2012 

 

 

‐‐‐ HAR    ‐‐‐ ARFIMAX    ‐‐‐ MSARFIMAX    ‐‐‐ NN    — HAR+NN    — ARFIMAX+NN    — MSARFIMAX+NN 

 

Notes: The graphs show the profitability of a straddle trading strategy informed by HAR, ARFIMAX, and MSARFIMAX model forecasts, non-parametric NN forecasts and 
combinations thereof according to a unanimity rule (directional forecast combination) by which a buy/sell signal is triggered only if the individual buy/sell signals agree. 
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Table 1. Descriptive Statistics for Daily S&P 100 Index 

 
Notes: The table contains summary statistics for daily logarithmic returns from open-to-close and realized 
variance over the period from January 6, 1997 until November 16, 2012 (3990 days). Standardized returns 
are the raw returns divided by the square root of the realized variance. All returns are expressed in 
percentage terms. ADF(30) is the Augmented Dickey Fuller test statistic for the null hypothesis of a unit 
root with lag order selected according to the BIC (max lag set at 30); the simulated 5% and 10% critical 
values are -2.8 and -2.5, respectively. Robinson d is the fractional integration estimate obtained via the 
Gaussian semi-parametric approach proposed by Robinson (1995). 

Mean Max Min StDev Skew Kurt ADF(30) Robinson d

Returns 0.010 9.102 -8.432 1.246 -0.185 9.095 -49.20 0.057

Standardized returns 0.073 3.262 -3.080 1.080 0.039 2.627 -65.71 0.057

Squared returns 1.553 82.837 0.000 4.416 9.345 125.8 -7.976 0.181

Realized variance 1.285 76.188 0.044 2.503 11.361 242.6 -5.999 0.388

Log realized variance -0.329 4.333 -3.118 0.983 0.464 3.559 -7.024 0.426
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Table 2. Estimated Models for Daily S&P Logarithmic Realized Variance   

 
Notes: The table shows estimation results for the AR(FI)MAX, MSARFIMAX and HAR models, equations (2), (4) and (5), respectively, over the first 
rolling window from January 6, 1997 to December 27, 2002 (1500 days) and over the full sample from January 6, 1997 to November 16, 2012 (3990 days). 
Standard errors from the robust HAC covariance matrix are in parentheses. The Akaike Information Criterion is computed as −2݈݊ܮ +  where s is the ݏ2
number of estimated parameters including the residual variance; the Bayesian Information Criterion is computed as −2݈݊ܮ +  where ܶ is the number ݈ܶ݊ݏ
of effective observations. A negative 2ߙ indicates that past negative returns have a stronger effect on future realized volatility than past positive returns. Bold 
(bold italics) denotes the largest log-likelihood, smallest AIC and BIC values attained on the first estimation window (full period). 

ARFIMA ARFIMAX ARMAX ARFIMA ARFIMAX ARMAX
(1, d , 0) (1, d , 0) (2, 1) (1, d , 0) (1, d , 0) (2, 1)

B: Full sample B: Full sample 

βd 0.301 0.261 φ1 -0.071 -0.163 1.016 -0.114 -0.164 1.035 φ1,H -0.215 -0.197
(0.028) (0.017) (0.032) (0.031) (0.052) (0.016) (0.017) (0.030) (0.062) (0.047)

βw 0.562 0.642 φ2 -0.053 -0.054 φ1,L -0.113 -0.226
(0.052) (0.030) (0.046) (0.028) (0.080) (0.029)

βm 0.286 0.286 d 0.481 0.489 0.498 0.498 d H 0.557 0.603
(0.060) (0.032) (0.019) (0.014) (0.003) (0.003) (0.046) (0.035)

β0 0.006 -0.023 α0 0.005 -0.073 -0.074 -0.353 -0.382 -0.382 d L 0.394 0.472
(0.019) (0.013) (1.221) (1.449) (0.104) (3.844) (4.091) (0.131) (0.049) (0.021)

α1 -0.004 -0.004 -0.040 -0.044 α0,U 2.440 6.065
(0.017) (0.017) (0.012) (0.012) (1.318) (4.708)

α2 -0.155 -0.157 -0.069 -0.064 α0,L -1.361 -0.939
(0.029) (0.029) (0.020) (0.020) (0.350) (0.319)

θ1 -0.696 -0.698 α1 -0.002 -0.045
(0.042) (0.023) (0.016) (0.012)

σε 0.504 0.543 σε 0.504 0.488 0.487 0.541 0.531 0.531 α2 -0.145 -0.055
(0.033) (0.023)

σε,H 0.571 0.706
σε,L 0.328 0.434
πHH 0.779 0.921
πLL 0.731 0.968

s 5 5 s 4 6 7 4 6 7 s 12 12
lnL -1083.43 -3203.90 lnL -1101.58 -1052.18 -1048.07 -3211.09 -3137.02 -3133.70 lnL -1029.72 -3036.48
AIC 2176.86 6417.80 AIC 2211.16 2116.36 2110.13 6430.18 6286.05 6281.40 AIC 2083.44 6096.96
BIC 2203.35 6449.23 BIC 2232.41 2148.24 2147.33 6455.30 6323.80 6325.44 BIC 2147.20 6172.46

HAR

A: In-sample A: In-sample B:  Full sample A:  In-sample 

MSARFIMAX
(1, d , 0)
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Table 3. Performance Statistics of Straddle Trading (Filter Rule = 35%, TC = 2%, h = 5)   
 
I. Calm period: December  2002-December 2007 

 
 
 
 
 

HAR ARFIMA ARFIMAX ARMAX MSARFIMAX
+ + + + +

NN NN NN NN NN
Percentage of buy signals 79.78 10.43 2.95 3.11 2.07 2.39 3.03 2.31 2.39 0.88 0.48 0.48 1.19 0.80

Percentage of sell signals 5.65 9.87 3.42 5.18 5.73 6.05 4.94 6.05 6.53 4.14 4.78 4.94 4.62 4.94

Frequency sells/buys ratio 0.07 0.95 1.16 1.67 2.77 2.53 1.63 2.62 2.73 4.73 10.00 10.33 3.87 6.20

Frequency ratio buys/sells 14.11 1.06 0.86 0.60 0.36 0.39 0.61 0.38 0.37 0.21 0.10 0.10 0.26 0.16

Excess returns
All trading signals -588.46 -58.70 -10.67 4.53 10.34 12.68 -4.12 11.89 7.55 14.48 17.89 18.64 9.13 16.85

(-35.31) (-5.35) (-1.61) (0.66) (1.67) (2.04) (-0.63) (1.94) (1.13) (2.95) (3.77) (3.93) (1.69) (3.36)

Buy signals -616.41 -92.16 -27.08 -20.65 -15.69 -15.64 -25.13 -16.07 -18.00 -5.15 -2.29 -2.29 -10.44 -5.23

Sell signals 27.94 33.46 16.41 25.19 26.03 28.33 21.01 27.96 25.56 19.63 20.18 20.93 19.57 22.08

Risk measures 
Annualized volatility 83.03 54.67 33.03 34.14 30.87 30.97 32.39 30.61 33.42 24.49 23.61 23.64 26.98 24.98

Annual. downside volatility (0%) 50.93 66.44 76.07 55.93 52.99 49.99 61.41 52.13 69.30 59.71 48.08 45.88 63.59 48.02

Skewness 0.95 -1.72 -2.39 0.67 1.16 1.50 -1.04 1.11 -0.63 2.37 3.99 3.92 0.31 2.95

Kurtosis 5.16 10.57 37.10 31.29 27.53 26.29 28.94 26.14 29.55 44.34 44.93 44.29 41.69 39.25

99% VaR (Cornish-Fisher) 14.61 15.14 20.70 17.76 12.95 11.26 17.89 12.34 18.56 12.42 4.61 4.75 18.80 8.26

Risk-adjusted performance
Sharpe ratio -7.09 -1.07 -0.32 0.13 0.33 0.41 -0.13 0.39 0.23 0.59 0.76 0.79 0.34 0.67

Annualized alpha -575.87 -57.56 -10.97 4.45 8.93 10.36 -4.94 10.07 6.61 13.66 16.17 16.87 8.15 15.15

(-36.54) (-5.24) (-1.65) (0.65) (1.44) (1.69) (-0.76) (1.65) (0.98) (2.78) (3.45) (3.60) (1.51) (3.05)

Sortino ratio (0%) -5.23 -1.20 -0.39 0.20 0.53 0.68 -0.17 0.62 0.32 1.09 1.69 1.76 0.52 1.32

Omega ratio (0%) 0.08 0.44 0.65 1.16 1.49 1.60 0.86 1.56 1.29 2.52 3.39 3.50 1.60 2.69

Annualized Leland's alpha -577.20 -58.30 -11.60 3.82 8.42 9.98 -5.53 9.63 6.07 13.14 15.74 16.45 7.62 14.73

B. Combined model forecasts and NN forecasts 
(Unanimity rule)

A. Individual forecasts

Hist. 
Ave.

RW   
(Sign)

HAR ARFIMA ARFIMAX ARMAX MSARFIMAX NN

Model-based
Nearest 

neighbor

EWMA

Naïve 
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(cont.)  
 
II. Turbulent period: January 2008 –November 2012 

 
  

HAR ARFIMA ARFIMAX ARMAX MSARFIMAX
+ + + + +

NN NN NN NN NN
Percentage of buy signals 40.81 21.71 15.93 16.50 10.98 13.01 10.98 13.17 4.96 2.52 2.36 2.44 3.09 2.60

Percentage of sell signals 28.86 22.20 13.41 17.80 19.59 18.86 16.34 17.72 21.54 13.33 15.93 15.28 13.98 14.47

Frequency sells/buys ratio 0.71 1.02 0.84 1.08 1.79 1.45 1.49 1.35 4.34 5.29 6.76 6.27 4.53 5.56

Frequency buys/sells ratio 1.41 0.98 1.19 0.93 0.56 0.69 0.67 0.74 0.23 0.19 0.15 0.16 0.22 0.18

Excess returns
All trading signals -169.28 -98.97 -55.58 -13.71 4.88 -2.88 -0.55 -3.26 46.25 49.58 48.46 49.38 40.66 48.35

(-8.73) (-5.97) (-4.07) (-0.96) (0.37) (-0.21) (-0.04) (-0.24) (3.90) (5.41) (5.04) (5.09) (4.19) (5.05)

Buy signals -300.66 -184.75 -123.18 -115.79 -86.18 -96.33 -81.21 -92.00 -46.87 -23.92 -19.69 -20.25 -26.14 -20.56

Sell signals 131.39 85.78 67.61 102.08 91.06 93.45 80.66 88.74 93.11 73.50 68.14 69.64 66.80 68.91

Risk measures 
Annualized volatility 95.59 81.67 67.25 70.12 64.69 66.31 62.17 65.71 58.39 45.16 47.44 47.80 47.85 47.20

Annual. downside volatility (0%) 60.27 73.28 69.98 63.84 62.01 62.25 67.46 61.25 76.57 66.21 73.87 76.91 77.99 76.74

Skewness -0.01 -0.69 -0.79 -0.07 -0.13 -0.16 -0.40 -0.02 -0.38 0.94 0.24 0.20 -0.05 0.24

Kurtosis 3.30 5.80 8.54 6.56 8.72 8.22 10.01 8.89 11.93 13.51 20.04 19.74 20.19 20.45

99% VaR (Cornish-Fisher) 15.97 17.91 17.31 14.31 15.25 15.30 16.46 15.41 16.64 10.27 17.83 17.87 18.87 18.04

Risk-adjusted performance
Sharpe ratio -1.77 -1.21 -0.83 -0.20 0.08 -0.04 -0.01 -0.05 0.79 1.10 1.02 1.03 0.85 1.02

Annualized alpha -169.26 -265.20 -55.55 -12.75 5.75 -1.82 0.34 -2.21 47.03 50.35 49.30 50.32 41.46 49.23

(-8.73) (-6.01) (-4.07) (-0.91) (0.44) (-0.14) (0.03) (-0.17) (4.01) (5.59) (5.22) (5.31) (4.34) (5.25)

Sortino ratio (0%) -2.06 -1.40 -1.00 -0.27 0.11 -0.06 -0.01 -0.07 1.21 2.00 1.77 1.78 1.38 1.77

Omega ratio (0%) 0.50 0.53 0.60 0.90 1.05 0.98 0.99 0.97 1.70 2.61 2.35 2.40 2.05 2.41

Annualized Leland's alpha -169.36 -99.55 -55.63 -12.80 5.70 -1.86 0.29 -2.25 46.98 50.29 49.25 50.27 41.40 49.18

ARMAX MSARFIMAX NN

A. Individual forecasts B. Combined model forecasts and NN forecasts 
(Unanimity rule)Model-based

Nearest 
neighbor

Hist. 
Ave.

RW   
(Sign)

HAR ARFIMA ARFIMAXEWMA

Naïve 
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(cont.)  
 
III. Full period: January 2008 –November 2012 

 
Notes: The table shows performance statistics for a straddle trading strategy informed by various out-of-sample forecasts of realized variance: naïve forecasts 
(historical average, sign-of-volatility change according to the random walk principle, EWMA), model-based forecasts (HAR, ARFIMA, ARFIMAX, ARMAX and 
MSARFIMAX) and nearest neighbor (NN) forecasts. All forecasts are obtained recursively using 1500-day length rolling windows. The combined forecasts are 
based on the (directional) unanimity rule. Returns are annualized in percentage. Excess returns are the returns of the strategy in excess of the risk-free rate which is 
proxied by the 3-month Treasury Bill rate. Shaded areas in Panel A denote the forecasting approaches that yield inferior risk-adjusted profitability than the NN 
approach individually. Bold areas in Panel A (Panel B) denote the individual (combined) forecasting approach that yields superior performance.  

HAR ARFIMA ARFIMAX ARMAX MSARFIMAX
+ + + + +

NN NN NN NN NN
Percentage of buy signals 60.50 16.05 9.45 9.73 6.52 7.68 7.00 7.72 3.70 1.69 1.41 1.45 2.13 1.69

Percentage of sell signals 17.14 16.09 8.37 11.46 12.59 12.39 10.58 11.83 13.96 8.69 10.30 10.06 9.25 9.65

Frequency sells/buys ratio 0.28 1.00 0.89 1.18 1.93 1.61 1.51 1.53 3.77 5.14 7.31 6.94 4.34 5.71

Frequency buys/sells ratio 3.53 1.00 1.13 0.85 0.52 0.62 0.66 0.65 0.27 0.19 0.14 0.14 0.23 0.18

Excess returns
All trading signals -380.30 -78.85 -33.56 -4.33 7.60 4.94 -2.38 4.36 26.81 31.78 32.94 33.78 24.68 32.37

(-28.35) (-7.95) (-4.44) (-0.55) (1.06) (0.67) (-0.34) (0.60) (3.96) (6.15) (6.19) (6.30) (4.47) (6.03)

Buy signals -459.27 -138.40 -75.22 -67.59 -50.49 -55.48 -52.80 -53.56 -32.05 -14.41 -10.88 -11.16 -18.17 -12.79

Sell signals 78.96 59.55 41.66 63.26 58.09 60.42 50.42 57.91 58.86 46.19 43.82 44.94 42.85 45.16

Risk measures 
Annualized volatility 94.13 69.55 53.07 54.93 50.46 51.52 49.36 51.03 47.48 36.26 37.37 37.60 38.75 37.67

Annual. downside volatility (0%) 54.56 71.24 71.24 62.52 60.61 60.49 66.19 59.91 74.70 64.33 69.63 71.91 74.58 71.00

Skewness 0.44 -1.03 -1.23 -0.04 -0.01 -0.05 -0.54 0.06 -0.37 1.37 0.86 0.80 0.10 0.76

Kurtosis 3.44 7.56 13.99 10.97 13.58 12.88 15.13 13.77 17.08 20.85 29.25 28.87 28.08 28.66

99% VaR (Cornish-Fisher) 15.42 17.13 17.78 14.63 15.22 15.12 16.96 15.39 17.22 10.64 17.49 17.58 19.59 17.62

Risk-adjusted performance
Sharpe ratio -4.04 -1.13 -0.63 -0.08 0.15 0.10 -0.05 0.09 0.56 0.88 0.88 0.90 0.64 0.86

Annualized alpha -379.65 -78.11 -33.70 -4.71 6.61 3.78 -3.17 3.38 25.87 31.16 32.00 32.77 23.85 31.43

(-28.36) (-7.92) (-4.46) (-0.60) (0.94) (0.53) (-0.46) (0.47) (3.90) (6.12) (6.22) (6.36) (4.43) (6.05)

Sortino ratio (0%) -3.86 -1.30 -0.77 -0.11 0.22 0.14 -0.07 0.12 0.85 1.60 1.60 1.62 1.02 1.53

Omega ratio (0%) 0.22 0.50 0.60 0.95 1.12 1.07 0.96 1.07 1.58 2.59 2.53 2.59 1.92 2.48

Annualized Leland's alpha -380.06 -78.61 -34.01 -4.97 6.47 3.67 -3.34 3.25 25.71 30.95 31.84 32.63 23.68 31.28

A. Individual forecasts B. Combined model forecasts and NN forecasts 
(Unanimity rule)Model-based Nearest 

neighbor
Naïve 

ARMAX MSARFIMAX NN
Hist. 
Ave.

RW   
(Sign)

HAR ARFIMA ARFIMAXEWMA



41 
 

Table 4. Statistical Evaluation of Out of-Sample Realized Variance Forecasts  

 
 Notes: The table shows statistical accuracy ratios for NN predictions versus alternative predictions (denoted j) 
of realized variance: mean square error (MSE), adjusted mean absolute percentage error (MAPE) or mean of the 
absolute ratio of forecast error to the sum of observation and forecast, heteroskedasticity-adjusted mean square 
error (HMSE), logarithmic loss (LL), quasi Gaussian log-likelihood (QLIKE), continuous rank probability score 

(CRSP), R2 of Mincer-Zarnowitz regressions ܴ ௧ܸା௛ = ܾ଴ + ܾଵܴ෢ܸ௧ା௛|௧௠ + ௧, and the Wald ߯(ଶ)ଶݒ  test statistic for 

the forecast unbiasedness hypothesis ܪ଴:  ܾ଴ = 0 ∪ ܾଵ = 1; ***, ** and * denotes significance at the 1%, 5% 
and 10% levels. Hit+ is the ratio of correct positive directional change predictions to actual positive directional 
changes, Hit- is defined similarly for negative changes. All forecasts are computed 5-days-ahead recursively 
using 1500-day rolling estimation windows. “Random walk” forecasts are defined as the last observed daily 
realized variance (in Panel A) and directional volatility forecasts as the sign of the last observed 5-day change 
in realized variance (in Panel B). Shaded area means that the NN forecasts outperform the competing forecasts; 
bold (italic) font denotes the (second) best forecasting approach among those that outperform the NN scheme. 

I. Calm period: December 2002-December 2007

Historical average 0.719 0.533 0.931 0.775 0.638 0.606 -70.70 170.4 *** 0.205 -3.281

"Random walk" 0.205 0.099 0.138 0.218 0.331 0.134 0.007 47.23 *** -1.244 -0.488
EWMA -0.054 -0.020 -0.028 -0.023 0.172 -0.050 0.173 11.591 *** -0.034 0.021

HAR -0.311 -0.103 -0.465 -0.288 -0.379 -0.212 0.311 2.203 0.119 -0.089

ARFIMA -0.084 -0.001 -0.066 -0.035 -0.072 -0.082 0.135 1.438 0.128 -0.241

ARFIMAX -0.117 -0.024 -0.153 -0.092 -0.137 -0.110 0.169 0.651 0.134 -0.194

ARMAX -0.151 -0.002 0.041 -0.033 -0.108 -0.101 0.212 3.731 0.143 -0.300

MSARFIMAX -0.191 -0.034 -0.139 -0.114 -0.182 -0.141 0.232 0.651 0.134 -0.176

NN 2.123

II. Turbulent period: January 2008-December 2012

Historical average 0.186 0.309 0.807 0.545 0.582 0.369 -0.563 10.53 *** 0.213 -0.395

"Random walk" 0.090 0.023 0.550 0.046 -0.133 0.125 0.417 39.04 *** -0.366 -0.829
EWMA -0.165 -0.044 0.300 -0.166 -0.581 -0.088 0.532 14.57 *** 0.303 -0.264

HAR -0.647 -0.200 -0.509 -0.657 -1.310 -0.332 0.673 7.287 ** 0.361 -0.205

ARFIMA -0.220 -0.064 -0.033 -0.222 -0.491 -0.114 0.538 10.04 *** 0.313 -0.337

ARFIMAX -0.286 -0.080 -0.101 -0.270 -0.546 -0.138 0.588 11.11 *** 0.320 -0.307

ARMAX -0.418 -0.098 -0.079 -0.315 -0.677 -0.182 0.599 9.241 ** 0.317 -0.249

MSARFIMAX -0.472 -0.093 -0.003 -0.316 -0.756 -0.213 0.642 10.55 *** 0.331 -0.267

NN 19.26 ***

III. Full period: January 2002-December 2012

Historical average 0.206 0.432 0.889 0.667 0.599 0.426 -2.78 27.44 *** 0.208 -1.057

"Random walk" 0.092 0.058 0.440 0.116 0.046 0.127 0.355 46.35 *** -0.761 -0.649
EWMA -0.163 -0.033 0.172 -0.110 -0.357 -0.082 0.477 17.535 *** 0.143 -0.110

HAR -0.641 -0.154 -0.491 -0.502 -0.954 -0.310 0.621 4.979 * 0.242 -0.147

ARFIMA -0.218 -0.035 -0.046 -0.148 -0.349 -0.109 0.485 7.972 * 0.218 -0.289

ARFIMAX -0.284 -0.054 -0.122 -0.200 -0.410 -0.133 0.534 8.756 * 0.225 -0.251

ARMAX -0.414 -0.052 -0.026 -0.197 -0.473 -0.167 0.545 6.058 * 0.227 -0.273

MSARFIMAX -0.467 -0.065 -0.055 -0.235 -0.553 -0.200 0.589 8.323 * 0.231 -0.222

NN 16.33 ***

B. Sign-of-volatility-
change prediction A. Volatility-level prediction accuracy
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j

Hit

Hit

+

+− 1 NN

j

Hit

Hit

−

−−
2

2
1 NN

j

R

R
−

2
(2)χ1 NN

j

MSE

MSE
− 1 NN

j

MAPE

MAPE
− 1 NN

j

HMSE

HMSE
− 1 NN

j

LL

LL
− 1 NN

j

CRPS

CRPS
−1 NN

j

QLIKE

QLIKE
−


