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ABSTRACT
Visualization and Large Eddy Simulations (LES) alvitation inside the apparatus previously
developed by [1] for surface erosion acceleratiestst and material response monitoring are
presented. The experimental flow configuration isteady-state closed loop flow circuit where
pressurised water, flowing through a cylindricaédenozzle, is forced to turn 90 degrees and then,
move radially between two flat plates towards tki ef the device. High speed images show that
cavitation is forming at the round exit of the fewmkzle. The cavitation cloud then grows in théaiad
direction until it reaches a maximum distance whemmllapses. Due to the complexity of the flow
field, direct observation of the flow structuressa@ot possible, however vortex shedding is inferred
from relevant simulations performed for the samaditions. Despite the axisymmetric geometry
utilized, instantaneous pictures of cavitation @adieé variations in the circumferential directiomalge
post-processing has been used to characterize e dedail the phenomenon. In particular, the mean
cavitation appearance and the cavity length haea lestimated, showing good correlation with the
erosion zone. This also coincides with the locatiohthe maximum values of the standard deviation
of cavitation presence. The dominant frequency h&f farge-scale’ cavitation clouds has been
estimated through FFT. Cloud collapse frequencéy ®almost linearly between 200 to 2000Hz as
function of the cavitation number and the downstrgaressure. It seems that the increase of the
Reynolds number leads to a reduction of the cofldpejuency; it is believed that this effect is doie
the agglomeration of vortex cavities, which causetecrease of the apparent frequency. The results
presented here can be utilized for validation tdwant cavitation erosion models which are cursentl
under development.

Keywords: cavitation, erosion, collapse, LES
1. INTRODUCTION

Understanding and controlling cavitation has beenagor challenge in engineering for many years.
Cavitation erosion is generally believed to berésult of violent collapses of the flowing cavitati
micro-bubbles within very short time scales [2]pften leads to vibration and damage of mechanical
components, for example, marine propellers andexgidearings, fuel injectors, pumps and turbines.
Studying the sheet/cloud cavitation is importantinolerstand the causes of cavitation erosion, @nd t
predict accurately its aggressiveness in termsradien risks, or even more, damage rate. In [3] a
review of the physical mechanisms for cavitationsen loads is given. These mechanisms are
evaluated with observations on the detailed dynamidhe flow over a cavitating hydrofoil and with
observations that are available from ships whevéatéon has led to erosion damage on the rudder or
the propeller. Many recent studies (selectively 4#t14]) have examined the time dependent
progression of cavitation erosion for different erals. Due to the aforementioned detrimental
effects of cavitation on hydraulic equipment, mostexperimental research has focused over the
years on methods with which cavitation damage cdddquantified and linked to measurable
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material properties. In [15], systematic cavitatierosion tests have been performed on a water
hydraulic system; results from this study have lregorted in the past and have been widely used for
benchmarking relevant computational fluid dynanmacsl cavitation erosion models. Briefly, it was
shown that cavitation erosion during the incubatmg®riod was occurring via pitting. Cavitation
damage was not correlated with the elastic limiedrined from conventional tensile tests and it is
conjectured that other parameters such as ther sage might play a significant role. However, the
flow details associated with the erosion tests tretébeen recorded.

At the same time, many studies have been reponteflow visualisation in cavitating flows in a
number of devices. A review on numerical and expental investigation of sheet/cloud cavitation
was carried out by[16]. Sheet/cloud cavitation domfluence the dynamic flow pattern. In [17] a
numerical and experimental investigation of shémift cavitation on a hydrofoil at a fixed angle of
attack is reported. The results show that, foruhsteady sheet/cloud cavitating case, the formation
breakup, shedding, and collapse of the sheet/cbawdies increase the turbulent intensity, and are
important mechanisms for vorticity production anddification. Another important feature of the
problem is the lift oscillations due to the higlplgriodic nature of the sheet/cloud cavitation.18]]it
was found that the dynamic characteristics of tlawitation vary considerably with various
combinations of angle of attack and cavitation nhemb. At higher angles of attack, two types of
flow unsteadiness are observed. At lewthere is a low frequency shedding of cloud caiaita
observed at a Strouhal number of about 0.15. Ténsdimensional number is relatively insensitive to
changes iw. Asg is raised, the sheet frequency varies almostiipeath cavitation number.

A recent study by [19] was focused on the simulbaiseobservation of cavitation structures and
erosion, in order to find a pattern linking the keNimn of cavities with the erosion developmenteTh
studies were conducted in a cavitating Venturi t@zection, where part of the nozzle was covered
by a thin aluminium foil; this enabled the rapidcamulation of erosion pits and allowed the
observation of the erosion development, since #® nozzle walls were transparent. From the
observations, it was concluded that, while the exalime and distance of the vapour cavity does not
play a significant role to erosion damage, extensirosion was caused by the collapse of uneven and
asymmetrical vapour cavities. The authors hypo#eeghat erosion might be caused by two
mechanisms (or a combination of both): a) the sheeke generated by the cloud collapse is
triggering the collapse of microbubbles in the nityi of the wall area b) the irregular shape of the
cavitation cloud causes asymmetrical, non-sphesitatk waves that have a distinct orientation.

Along these directions, a number of computationadies on cavitation have been reported over the
years. Direct numerical simulation of the whole qass is computationally very demanding but
provides a good insight into the relevant mechasiamd physics. One notable example of a DNS
study of the collective bubble collapse is the neeeork of[20], where the authors employed massive
parallelism to simulate a cluster of 15,000 bubll@$apsing near a wall, utilizing a grid with siaé

13 trillion cells. Of course the resources requi@dun such a simulation are prohibitive for inuliag
application; for the specific application the authatilized a supercomputer consisting of 1.6 wnilli
cores, which obviously is impractical to use inrgday engineering computations.

Another approach to simulate the effects of erosooy including the exact behaviour of the fluid,
using a complicated equation of state that represltice phase diagram of the liquid/vapour phases.
This approach has been followed in[21], who emplogledensity based solver with shock capturing
schemes to simulate the cavitation in the same gegndescribed in the current paper. Erosion is
predicted in the form of shock waves, which origgnfrom the collapse of vapour structures. The
simulation methodology, though, had the limitatioh small time steps, due to the inclusion of
compressibility effects for both liquid and vapginrases.

Considering the above, it becomes obvious thatn éfs¢here are state of the art methodologies
capable of potentially accurate representation hed behaviour of cavitation structures, their
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application in everyday problems is limited, duevest amount of computational resources they
require. Thus, in practice, a significant effortpist to derive semi-empirical models to describe th
cavitation erosion, which is inherently relatedthe micro scale effects. Typically, the large-scale
problem can be addressed by e.g. multi-phase RARSAolvers while the micro-scale problem can
be addressed by either a numerical model [22, @3y a semi-empirical erosion model or damage
functions [24-26]; along these lines, validatioraiagt experimental erosion data is of significant
importance. Here it should be highlighted that masi researchers [24, 27, 28] have found that
traditional URANS models suffer from a deficienaygredicting the shedding frequency of cavitating
flows; the proposed methodologies to treat thiscgefcy is either to modify the turbulent viscosity
formulation of the traditional URANS models, or dop hybrid RANS/LES or pure LES
methodologies.

The present contribution aims to provide more insip the details of the cavitation sheet/cloud
developing in a purpose build device that has h@ewmiously used for extensive cavitation erosion
measurements[15]. In this paper the same appdsased to visualise the cavitating flow in an gffo
to correlate the observed cavitation erosion locatiwith the location of cavitation developmenteTh
next section of the paper gives a short descriptioihe experimental apparatus used, followed by a
brief description of the computational model; thee presentation of the obtained results follows
while the most important conclusions are summaraebe end.

2. EXPERIMENTAL SETUP

As already mentioned, the experiments were conduat@ cavitation flow loop described in detail
in[15]. The test section is axisymmetric and mafla straight feed nozzle with 16mm diameter. The
flow is accelerated by two converging nozzles withss-section ratios of 2.86:1 and 2.12:1 and
lengths 178 and 80mm respectively. As illustrateéig. 1, the flow is deflected by the sample to be
eroded which is set at a distance of 2.5mm fromnibezle exit. It then moves radially within the
2.5mm gap formed between the sample and the nezitlerifice. The radius of curvature of the feed
nozzle exit was 1mm. The working fluid was tap waiept at fixed temperature of Z& Cavitation
erosion data are only available for a cavitatiombar of 0.9, showing three distinct and clearly
separated cavitation erosion sites: two at the uppdace and one of the lower surface. On the uppe
surface, cavitation erosion is observed just atttmeing location of the flow where cavitation is
generated and then a few mm further downstreamaWitation erosion free zone between them
exists. On the lower surface, erosion has beematd®nly at the closure region of the cavity ia th
form of a circular ring whose mean radius is aroR&chm[15].

The test section is placed in a closed circuit awsed by different equipment: centrifugal pump,thea

exchanger, test section, electromagnetic flowmeftbe centrifugal pump of 80kW is driven by a

variable speed motor. It can provide a pressuréObfars and a maximum flow of 11l/s. The flow

through the system is measured using an electrogtiagfiow meter. A heat exchanger allows

maintaining the water temperature constant. Themmax operating pressure of the circuit is 40bars,
which corresponds to a mean velocity of 65m/s atttinn located at the nozzle exit, calculated at th

peripheral surface of the cylinder with height 2bnand radius 8mm. The pressurization of the
system is supported by means of a balloon locatedhstream the test section. A pressure control
device is used to finely control this downstreamasgure Pyun) in the installation. Various pressure

and temperature sensors are used to determinesglsetine test conditions. Here it is important to
mention the definition of the cavitation numiseiused in the present paper:

Pon-P _ P

— __down down
P

ij ~ Fdown F)up - Pd
where Row, and R, are the static pressures upstream and downstieaurtest section and, B the
vapour pressure of the liquid at the temperatutb®experiment.

own
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To visualize the cavitating flow the metal samwas replaceavith a sample made of Perspex w
suitable thickness to withstand the working pree (see Fig. 1).A 45mirror wa: fixed in front of the
Perspexallowing for cavitation images to be collected b high speed cameraPhantom®
MiroM320S). The optiacused wa a Tamron® AF 90mm /2.8 SP Di madense. As one camera
was available and optical access was restrictatidogesign of the flow rig, only bottom view imac
could be collected. Thus, any three dimensionalotdfdeveloping within the zmm gap could not b
identified; the images and their p-processing can only reveal the projected view ef dhvitatior
cloud on the imaging plan@wo lights Lupo® Spot Daylight 1200) were placed behind theron
and in front of the Perspex allowinor sufficient illumination.
il
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Fig. 1:(a) Sketch of the visualization apparatus f[15]. (b) Zoomin to the area of interest; tl
dimensions of the three distinct erosion zonesrmbkseare indicate in mrr, for 6=0.9.
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Table 1:The 30 &st cases investigated. For each caseexperiment was conducted at fixegown
ando values. Note that botthe p-axis ands-axis are invertedThe Reynolds number is calcula
between the two disks at25mm - see Fig. 1based on the hydraulic diameter,=5mm). The six
cases at = 1.88 are not included in the experimental resbkgause a coherent cavitation cloud
not formed.
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The area visualised was 34x16Mmiso the pixel size was 132x128° This pixel size introduces an
uncertainly of 0.4% (0.132/34) in the relative sglatesolution of the collected images. The videos
were recorded at 77kHz with a resolution of 258xpR&Is. In total, more than 2000frames have
been collected for each operating condition. Thaosure time was set to 12us; during that time the
cavitation could move by less than 0.012mm, whishmiuch smaller than the pixel resolution;
practically this shutter time freezes the motiontteé cloud. Visualisation tests were conducted at
different cavitation numbers,from 0.8 to 1.90 and back pressuregy/from 1.1bar to 19.1bar. The
matrix of the test cases recorded is shown in Tdbl&low conditions at the highest cavitation
number §~1.9) correspond to cavitation inception at theegiwpstream and downstream pressure
difference. Those cases are listed here for coemdst although they have been excluded from the
analysis to follow, as the cavitation cloud fornveas very irregular and restricted to small cawitati
pockets without any erosion data being reportecc Reynolds number indicated with the contour
plot has been calculated on the basis of the hlidrdiameter of the 2.5mm passage and the mean
flow velocity estimated at a radial distance of 25nfrrom those conditions, the effectsoind Rown

can be evaluated separately. In this Table the eumip of the cases tested, from C1 to C30 is also
indicated and this notation is used throughoutptheer.

3. Flow structure and post processing methods

The cavitation cloud was found to change locatiather transiently and non-axisymmetrically
despite the steady-state operation and the axisymengeometry utilized; a typical sequence of the
cloud formation and development is shown in Figl't8s figure shows representative images selected
from case C29 of Table 1; this case correspondketarosion tests and sites described previously.
The cloud is generated at the outlet of the feedlrpthis has been a consistent observation for all
cases recorded. Then the cavitation cloud grows @sconvected by the flow, until it reaches a
maximum distance; this corresponds to the time éaf0.117ms in Fig. 2. Upstream of this ‘large-
scale’ cloud structure, which is indicated by tHeebdotted line, a second ‘large-scale’ cloud,
segmented by the red line is developing, flowingvdsiream in a similar manner. A cavitation-free
zone is visible between them. The follow-up closdridicated by the green line and the process
repeats itself in a clear vortex shedding mechanidm estimated shedding frequency is of the order
of 1 to 2 kHz for this particular test case; moedails about the cloud collapse frequencies are
assessed later on.

Having described the dominant flow structures, ienpgst processing has been employed in an effort
to provide estimates of parameters relevant tspatial and temporal development of the cavitation
clouds. To do that, the single-colour (grey-scafeages of cavitation recorded (a representative
image is shown in Fig. 3a)are turned to binary paesexample is shown in Fig. 3b. This has been
achieved by utilizing the Otsu's method [29]; tieeshold value chosen aims to minimize the
interclass variance of the black and white pix&lso averaging procedures have been performed: (a)
per pixel and (b) along the circumferential direnti as indicated in Fig. 3b. The field of view
analysed is an annular sector with radii 8 mm<rq80 and anglé of 30 degrees. This zone has
been divided into 260 concentric arcs.

At the outlet of the feed nozzle, light reflection the radius of curvature may not be distinguished
from the automatic process converting the raw ireagebinary ones. For this reason, this area has
been masked up to a radial distance of 9.5mm anddiresponding pixels found in this angular zone
have not been considered in the post-processingthEopoint (pixel) averaging, the temporal mean
cavitation presence and its standard deviation baea estimated and contour plots similar to Fig. 3
will be presented in the following section. The me&lue can be interpreted as the % number of
frames when cavitation is present in a particusaation while the corresponding values of standard
deviation indicate locations where unsteady caueitatievelops.

Obviously, an error is introduced by the threshadtlie when performing this process. As possible
acceptable threshold values can range between xivenges, the maximum relative error can be
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estimated and its spatial distribution is showrh®ycontour plot of Fig. 3c for case C27; this daae
been selected as it exhibits less cavitation, Bhds been found to have the maximum error amdng al
cases investigated. It can be seen that the emrotadke value of up to 20% relative to the meanesal

of this particular case. The peak values exishindentral part of the cloud development as inethes
areas it is less accurate to draw clear boundbdggeen the cavitating and the non-cavitating areas
This error decreases with increasing radial distaand becomes smaller than 5% in the area of cloud
collapse.

-

0.195 ms

Fig. 22 Sequence of representative images captured usingnee rate of 77k frames per second
(termed as fps from now on), C28w =19 bar,6=0.92). The white dashed line indicates the
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distance of 25mm from the axis of symmetry, whiochresponds to the mean distance where erosion
sites 2 and 3 have been observed. The colourecddsies follow the edge of successive cavitation
clouds.

(a)

reflections

(c) Masked area
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Fig. 3: (a) Representative raw image, (b) binary imager adgplying a threshold method; the
circumferential sectors utilised for post-procegsiwre superimposed. (c) Representative spatial
distribution of relative error of the mean cavibatipresence in every pixel visualised for case C29;
the green lines indicate the cloud length by umigstwo different threshold values of 0.5 and @f f
its estimation. (d) Representative plot of temperadlution of the % circumferential area occupigd b
cavitation as function of distance from the axiswimetry; the superimposed green circles indicate
the locations of maximum cloud extend at the sthdpllapse and the white circles indicate the dlou
length at the end of collapse.

The second image post-processing method employidation of averages along the circumferential
direction. This time, the mean of the binary valaé&ng each arc has been obtained for every time

instant recorded; this can be simply expressed, #§N, + N,), where N is the number of pixels

exhibiting zero value (no cavitation presence) Blags the number of pixels with value equal to one
along the selected areas. This ratio representspdineentage area of this circumferential sector
occupied by cavitation at a given time step. A espntative result from this process is shown in Fig
3d.A few sample points (for clarity of the plothdicated by the white and green circles, have been
superimposed. These circles correspond to raditdries where the mean of the binary values across
a circumferential sector has a value of 0.5, inthigathat half of this sector is occupied by cattia

at a given time step. This parameter can be ulilieeestimate the cloud length at the beginning and
ending of the collapse phase. The white circlesespond to time instances at the end of the calaps
phase while the green circles at the start of tilamgse when the cloud has its maximum extent. By
averaging the radial locations corresponding ts¢h®o time events, one can obtain the mean of the
maximum and minimum cloud extend over all collapgeles recorded. This is defined here as ‘cloud
length’, and represented with,&y, and its variation for all cases is presented late The maximum
value of R4 is also indicated on Fig. 3c by the green linesesugposed on this plot for this
particular case C27. The one to the left has beemated by using a value of 0.5. Obviously, other
values towards zero could have been selected. Howeawth smaller values one may capture only
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small clouds isolated from the main cavitation aea which may not be representative of the mean
value across the whole circumferential area. Ais itmpossible to have an ‘accurate’ estimate, a
relative error has been estimated by using a value.1 (implying that only 10% of the
circumferential sector is occupied by cavitationaagiven time). The value calculated from this
assumption is also indicated on Fig. 3c. It cansken that the cloud length in this case is
approximately 2.5mm further downstream relativehe value estimated when 0.5 was used. This
gives a relative error of approximately 15% forstipiarticular case. It decreases in cases with more
cavitation to levels of around 1-1.5mm which copesds to about 7% of the cloud length. Finally,
fast Fourier transformation (FFT) applied to theperal evolution of this cloud length can revea th
‘large-scale’ cloud collapse frequency.

4. CFD Simulations

In the absence of quantitative velocity measureséntthis configuration, CFD simulations have
been performed to provide more insight to the fiamcture. The described case was simulated using
the in-house CFD solver, GFS. The solver is basethe finite volume methodology. The liquid
phase is considered as an incompressible liquid isn@solved in an Eulerian reference frame,
whereas cavitation is treated as a discrete phasket in Lagrangian frame of reference [30].The
bubble motion is governed by the forces due to lafliduid interaction, whereas appropriate source
terms are added in the continuous phase consamnvedioations to take into account the effect of the
bubble presence inside the liquid flow. The buldite is governed by the Rayleigh-Plesset equation
[30]. The bubble number density for the cavitatinoeption was set to iubbles/m, with a size
ranging from to 0.pm to 2um, following a logarithmic distribution; the aforemtioned values are
based on literature references [30, 31] and aresidered representative of feed water. Since
simulating explicitly all bubbles inside the volum®uld require enormous computational resources,
parcels of bubbles are simulated; all bubbles withiparcel are assumed to behave in exactly the
same way, thus they have the same velocity fieltl larbble radius and parcels are introduced in
regions where the local pressure is below the atur (the interested reader is addressed to [80]).
the present simulations the maximum number of leuphrcels was ~45000. The solver is capable of
predicting the flow pattern of the fluid/vapour rke, but, even if the bubbles may expand or
collapse, cannot handle compressibility effects aredsure wave propagation in the bubbly medium.

Fig. 4: Computational grid utilized for the CFD analystse igrid consists of 1.4million cells and has
a higher density at the cavitating region

The simulation performed with GFS was done withylarid RANS/LES model [32-34], since it was
found that standard traditional URANS models failptredict the vortex shedding mechanism, while
also underestimate the size and the extents afabigy; this is supported also from other CFD stgdi

in the literature [27, 28]. Moreover, computatiopegdictions with the RANS/LES model suggest the
existence of a secondary nucleation site downsttbenturn; such fine features are not captured by
standard RANS models, as e.g. the k-epsilon mosie¢ Fig. 5-the comparison is made after
obtaining a steady state solution using the k-epsimodel, whereas an average solution has been
extracted from the transient hybrid RANS/LES apphgafter sampling 550 time instances). While
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the prediction of a secondary nucleation site cabrwerified by experimental observations, due
the complexity of the flow field, the prediction tfis sitemay contribute to theunderstanding of the
underlying mechanisms of cavitation development aodgests further examination in futi
experiments. The predictéacation of the second inception site is within gresion free zone, lyin
between 11.3 and 17.2mm (see &Fig. 1), could beconsidered as a rough indication of agreer
between the CFD and the experimental res It must be highlighted heriat it is not implied the
the secondary cavitation inception region, dowmsirg¢he turn, is a stationary vortex core; it app
in such a way, due to the time averaging process faryniae instances. In practii the secondary
inception site is a highly dynamic and transiemitéiee, generated by the high vorticity downstre
the turn, spanning from a radius 9 to 20 mm, see alsk@aipa! Ayvootn mopapeTpog
aArrayne. and Fig. 10.This area has the form @ Rankine vortex, with a characteristic size
~1.5mmin order to simplify the simulation and decrease ¢omputational cost, due to spatial -
temporal resolution requirements of the turbulemoslel used, only 1/8th of the complete geom
was simulated (see Fig). IThe computational mesh used consists of appabeiy 1.4million purely
hexahedral cells, refined near the walls and thet Bharp turn at the feed nozzle exit as showe
Fig. 4 The minimum cell size in the near wall vicinity Jum and thenmaximumdimensionless wall
distance ") in the area of interest is ~. From the results obined, it was tested that the turbul
kinetic energy spectrum obeys the Kolmogo-5/3 law [35]and the highest temporal frequency \
at least 10 times less than the sampling frequetheys, both theemporal and spatial discretizatic
were considered adequate for the simulations. Timnulated condition was foPy=40bar and
Psown=19bar (pressure difference 21b, corresponding to a flowrate of 8.16 I/s and aitesien
number of 0.92 (case C29Bable 1. The discharge coefficied, defined as:

QCFD 1 Exp.

Z(Pin B Pout)

f1_ 1
SOUt2 Snz

is ~0.13 for the cavitating case. Simulating theesaas andignoring cavitation effects results tc
significantly lower pressure differer prediction of ~13bar(y~0.16)instead of 21bar (reduction
38%).

d =

Cavitation
inception location

Cavitation inceprion
locations

" 40

Pressure (bar)
||

r=2imm (b)LES =251

(a) RANS -

Fig. 5: Comparison of the pressure field from the RANS #mal hybrid RANS/LES (averaged
time). The blue isgurface denotes the region where pressure dropsvIsaturation pressurThe
simulation conditions correspond to C29, wo~0.9 and B,,~=19bar.

In Fig. 6the velocity field at a slice of the computatiomlmimain is shon. The velocity field it
highly unsteady, with vortices formed downstream sharp tur, in the shear layer that develops
the boundary of the separated re.. Pressure at the vortex cores drops below theatamn pressure
leading to the formationfarapour cavities, which travel downstream formthg cavitation cloug, in
a similar pattern ashown from experimental resu
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the simulated geometryhe simulation conditions correspond to C29, \o~0.9 ancPyw=19bar.

In Fig. 7the instantaneous pressure distribution in thelgaween the two disks is shovEvidence
of travelling vortices can bfunc here; as shown, pressure drops below saturatitreaticinity of
the turn (primary inception point) and at the vt formed due to the shear layer instabi
downstream the turn. Collectively, these vortices @ the secondary nucleation site mentic
above. In both nucleation sites, bubble parcelsirdreduced, in order to take into account vag
presence in the flow field.

1.36ms 1.52ms 1.68ms

L T

Pressure (Pa)

T (.

0 4000000
Fig. 7: Instantaneous pressure distribution at three ins&mwith a time interval o60us, at the
middle slice of the simulated geometry. The corgusiline denotes the region where local presst
below the saturatiopressure and the dashed line the radius of 2

Fig. 8: (a) Instantaneous artd) time- averaged vorticity magnitudields. The continuous line sho\
the inception siteswith local pressure lower than the saturatiorsgue, whereas the dashed li
indicates the radius of 25miote that, due to interpolation during the slic&&stion, smoothin is
inevitablyintroduced to the vorticity field
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Furthermore, the CFD results provide an indicatbthe driving mechanism of the cavity shedding.
Indeed, as shown in Fig. 9, the mechanism of tiwéycdetachment seems to be the re-entrant jet
formed between the cavity and the adjacent wall.b&@omore specific, the cavities formed at the
primary inception point at the turn are unstadiestat some point, a re-entrant jet is formedtistar
from the cavity closure location, which forces davity to separate from the wall. During the cavity
separation, significant vorticity is generated tlm¢he opposing directions of the bulk of the flamd

the re-entrant jet. Afterwards, the cavity travétsvnstream while it may grow further, due to the
influence of vorticity. Analysis of the flow fieldsing sampling probe points and performing FFT
shows frequencies beginning from 2500Hz till 25090H

I .

Vapour: 0 0.2 04 0.6 08 1

Re-entrant jet

Fig. 9. Detailed view during the detachment of a vapouitgaVhe effect of the re-entrant jet is
visible in the zoomed in region. The contour desdbe vapour fraction and the dashed line denotes
the radius of 25mm.

Fig. 10a, the vortical structures formed due to flwv direction change are shown. For the
representation, the second invariant of the vetogctor was used [36]. From the results, it isnfibu
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that vortex tubes are formed after the sharp torganizing in filamer-like structures (simila
structures are found from the experime results as well, e.g. at Fig. & (.506-0.545ms at the
vicinity of the nozzle ex)t which are convected by the flow and, later orerge into more
complicated structures. Pressure at the vortexscoray drop below the saturation pressure,
forming moving cavitation inceptions sites. Evelfiyavortices are dissipatedue to the fluid
viscosity, resulting to the collapse of vapour stuves. The corresponding plots for the cavita
bubbles utilised and the resulting vapour volunaetion is«-surface of 0.5 is indicated Fig. 10b.

Comparison of those results against the images haf previou Fig. 2, is shown in

r=21.7mm r=28.3mm (b)

Ruood=23MM  Mean
0

E v \ 4 0.2

R

:é < \ X

8 { 0.6

9" wy a X

AR /f! 08
o 33 I

0 10 20 30 0 10 20 30
X-position [mm)] X-position [mm]

Fig. 11=0.9andP4,w=19bar)where th time averaged probability of vapopresenc is shown for
both the experiment and the hybrid RANS/LES resuitsjected on the lower disthe probability
was estimated based on a threshold value whichS#asapour fraction for the CFD calculatic
(i.e. if the average vapour fraction at the lof sight is more than 5%, then the probability ielse it
is zero).The comparisoindicatessimilar locations of bubble cloud formation andlapse regions
e.g. the vapour structures begin to collapse amr2@rom the axis of symmetry (¢ Fig. 10) and
may disappear just after the 25.Regarding the vapour distribution in the normaédiion betwee
the two disks no experimental data are avai. However, on average, the vapour distribution f
the CFD results shows a stronger vapour presenae the upper disk and this could possi
correlate to the extended erosion zone found ajikeific disk
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422 Fig. 10: (a)Vortical structures, indicated with the secomdariant of the velocity gradient tensor ¢
423 (b) representative bubblparcel: utilized for the simulation of cavitation; the blusc-surface
424  corresponds to cavitation volume fraction of The simulan conditions correspond to C29, w
425 6=0.9 and B,,=19bar.

(a) r=21.7mm r=28.3mm (b) )
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426 X-position [mm] X-position [mm]

427 Fig. 11. (a)Time averagedapou probability distributiorfrom the CFD calculations, for case to C
428  with 6~0.9 andPy.n=19bar. The dashed lines represent the arerosion of the lower dit for the
429 specified cavitation numbeiThe region of erosion coincides well with thelapse of the vapol
4%0 structures(b) The average experimenvapour probability distribution.

431

432

433 5.Spatial mean cavitation distribution and cloud length

434  Having described the flow development we now prdceethe presentation of the results obtai
435 from the posprocessing of the collected im:s. The first series of results is presente Fig. 12. It
436 shows the spatial distribution of the temporal meavitation presence and its standard deviatio
437 selected operating conditions Table 1 In each plot, the feed inlet area correspondfeccircle in
438 the middle of the picturéAs mentioned earlier,oncentrically with it, a thin zone has been plo
439 without any value. This was bagse in the area of inlet, li¢ reflections have prevented the collect
440 of clear images andhus, the cavitation could not be distinguishedmatically

441

442 A general remark from Fig. i2that there is a slight asymmetry in the timeraged result This is
443 believed to be caused by the asymmetry inducedhbyoutlet pipes. As shown iFig. 1a, the
444  geometry otthe device is not entirely esymmetric at the outlet of the disks gap; therefawe outlet
445 pipes that are positioned every 90degress. Themss probably indie a disturbance in the veloc
446 field, imposing a direction of preference, which manifesting at the lower part ¢he spatial
447  distributions in Fig. 12, for a osition of ~25mmFor the time being, it is not possible to quan
448 the exact effect of the outlet pipes or upstreafeces (pipe bends) in the induced asymmetry of
449  flow field.

450

451 The effect of cavitation numbes, can be realised from Fig. 12bhis parameter has an apprecic
452 effect on the extent of cavitation. For high cavita numbers, mean values have a maximum of
453 than 506, which implies that most of the running time ravitation is present. With decreasio,
454  both the appearance becomes more frequent andldhd propagates further into the flow. F
455  sufficient enough pressure difference, the clouthes a ‘stearstae’ condition and it does n
456 extend further in the radial direction. The erosgites 2 and 3, as shown in the previFig. 1b
457 coincide well with he estimated cloud length, which effectively intésathe area where t
458 cavitation cloud collapses. This zone coincided with the area of high standard deviation val
459 Effectively, this area is exposed to successivaictloollapse eventsFig. 12a presents the same
460 parameters but this time the cavitation number besn kept constant and the back pressu
461 changing. It is clear that changinhe back pressure has only marginal effect of thetatan
462 development whea is kept constant. The cloud length is indicatedhwlite solid green line while tt
463 corresponding standard deviation is indicated withgreen dotted lines residing to the and right
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of the solid one. The estimated cloud length valaes also shown oFig. 13as function of the
cavitation number for all back pressure conditiongestigated; the standard deviation is
indicated with the vertical bars for all operatipgints. A clear trend is observed: the cloud ler
decreases linearly withy while theriare no significant variations with back press
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Fig. 12:Spatial distribution of the mean (time averaged) its standard deviatio(expressed as % of
the mean)f cavitation presence in the visualised area. Jieen solid lie indicates the temporal
mean cloud length and the green dotted lines itelida standard deviatior(a) Effect of back
pressure for fixed cavitation number (caC9, C19, C24).K) Effect of cavitation number for fixe
back pressure (cases C22, C2350f Table 1).
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Fig. 13: Maximum (dashed linesand minimum (solid lines)awitation cloud length as function
cavitation numbes for different downstream pressures; the extent of theien zones 2 anc for a
cavitation number of ~0.&ee Fig 1) are also superimpo:

6. Temporal development of cavitation cloud and shedding fregquency at location of collapse
Having described the development of cavitation #sdmean distribution, we proceed now
presentation of results revealing more information wbits temporal development. In particul

results obtained by utilising the averaging procedwalong the circumferential direction, as destt
earlier, are presented in Fig..T#he corresponding temporal variation of this mealue is plotted a
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function of the radial distance from the inlet. Toenditions of Fig. 14a correspond to the same
cavitation numbepr=0.92(cases C9, C19 and C24 of Table 1) while pibtSig. 14b correspond to
conditions where the cavitation number is changind the back pressure has been kept constant
(cases C22, C23 and C25 of Table 1).
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Fig. 14: Temporal variation of the circumferentially mearvitaion presence as function of the
distance from the axis of symmetry. (a) Effect atk pressure for constan{cases C9, C19 and C24
of Table 1) and (b) effect of for constant back pressure (cases C22, C23 andCRable 1). The
vertical dotted while line indicates the mean esngiosition of 25mm, visible only in cases whem th
cavitation number is ~0.9.

14 16 18 20 22 24 26

From these plots, it is possible to evaluate theguency of the cloud appearance/disappearance and
collapse. In particular, it is of interest to esiten the main cloud frequendy,q, at the distance of
25mm which corresponds to the erosion sites 2 aadd3the corresponding Strouhal number. The
fooud has been evaluated by the fast Fourier transfasmdFFT)and it is shown in Fig. 15a for all
operating conditions tested. It becomes apparetG@kD predictions of the flow field frequency is
higher than that of the experimental shedding feegy. However, direct comparison of the temporal
frequencies between the experiment and CFD is tnaigktforward, since the flow field was not

15



506
507
508
509
510
511
512
513
514
515
516

517
518

519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539
540
541
542
543
544

obtained from the experiment; experimental freqienevere calculated based on the macroscopic
flow features, without taking into account the icdite temporal fluctuations of the flow field. Slari

to past observations of cavitation cloud sheddiog éxample, [18]) the clouds at highare small
and detach/collapse frequently, whereas atdae clouds grow and collapse at a slower rate. The
faoud iNCreases with increasing downstream pressure, tdu@crease of the flow velocity. This
frequency of collapse at the distance gf Ras plotted here is similar to the frequency ofrfation

of the ‘large scale’ clouds as estimated earliemfthe raw images of Fig. Binally, Fig. 15b shows
the Strouhal number, estimates using as lengtle shel cloud length and the mean velocity of the
flow at this location. It is noticeable that thedsthal number seems to be relatively constant lfor a

tested conditions.
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Fig. 15:(a) Cloud collapse frequencfydq) at 25mm from the axis of symmetry, as functiors dbr
different downstream pressuresfa. The main frequency has been evaluated utiliziregpower
spectral density criterion [37]. (b) Strouhal numtssstimated using thé&,.q, the disk distance
(2.5mm) and the corresponding mean flow velocitg eddius of 25mm.

7. DISCUSSION OF RESULTS

Both experimental and computational results showntitate flow field occurring inside the device;
indeed, the flow is highly unsteady showing a piddoehaviour which varies depending on the
cavitation numbes, and Reynolds numbeRe. At high cavitation numbers cavitation is not well
defined, that is no coherent cavitation structuaes formed. As cavitation number decreases, the
cavitation influence becomes more significant; tation becomes more intense and extends at a
larger area, from the nozzle exit to a maximumatdistance of almost 30mm (see Fig. 14). The
effect of Reynolds number is primarily linked taetehedding frequency of the cavitation structures;
indeed, when considering a constant cavitation raumah at low back pressures (which also
corresponds to low Reynolds number) the sheddieguincy is lower. On the other hand, as the
downstream pressure is increased, for constantatiavi numbers, the frequency of the shedding
also increases.

When considering a constant downstream pressupeeak®e of the cavitation number results to a
lengthened and more regular cavity which detachetowser frequency, while increase of the
cavitation number results to smaller and more Umstaavities forming and collapsing at higher
frequencies. While this looks counterintuitive,cgirthe decrease of the cavitation number results to
increased Reynolds number and, theoretically, higher frequency, it is justified by the fact tlzt
low cavitation numbers cavitation structures liwader thus have the time to form agglomerations. In
that case, individual vortex cavities are impogsitd distinguish, giving the impression of a lower
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shedding frequency. Contrary, at higher cavitattmmmbers at similar Reynolds (thus at higher
downstream pressures), cavities tend to remainraepahus the apparent frequency seems higher.

The dependence of the Reynolds number on the fnegus justified by the increased vorticity that is

being generated downstream the turn. As it was shfoem numerical results, the shear layer that
forms downstream is unstable and generates signffigorticity. The increase of the Reynolds

number with the corresponding increase of the glatcreases the rate of generation of vorticad an

consequently the frequency of shedding of the tiegutavitating structures.

A complementary explanation of the unsteadinesth@fcavitation shedding process, supported by
CFD results, is the influence of the re-entrantfi@imed at the vicinity of the cavity closure; the
entrant jet has been identified also in the lite@ias a feature driving the flow unsteadinesédh
internal and external flows, e.g. [38, 39]. Thetidis phases of the cavity growth and detachmemt ar
described below(also shown schematically in Fig; 16

1) Initially cavitation forms at the turn (primatipception site, see also the description in CFD
simulations section), due to the rapid acceleradfaihe liquid.

2) The cavity stretches over time due to the Idtal conditions, i.e. the shear and the drag,
displacing liquid.

3) The closure of the cavity is a saddle point [40)is its location is highly unsteady. A re-entrjab

is formed, which pushes the closure point back tda/ghe turn. The cavity begins to separate from
the adjacent wall.

4) The re-entrant jet detaches the cavity fromwh#, while impinging on the primary inception site

5) The cavity is entirely detached from the primargeption site and the rear part transforms into a
bubble cloud. Around the cloud there is significaotticity, due to the momentum of the re-entrant
jet, which is in the opposite direction of the méow. Moreover, the primary inception site statds
collapse, thus causing erosion at the vicinityhefturn (erosion zone 2).

6) The detached cavity transforms into a bubblecland moves downstream following the flow. It
rapidly rotates due to aforementioned circulatihhus its pressure may fall below saturation and
continue to grow, acting as the secondary incediten The cycle is repeated from (1).
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Fig. 16. The cavity shedding cycle: (1) a cavity is formedme nearby region of the turn, (2) the
cavity extends due to shear with the surroundiaigi fl(3) the elongation of the cavity stops, wiile
re-entrant jet is formed, (4) the re-entrant jeaadbes the cavity from the adjacent wall, (5) tapaur
cavity is entirely detached from the parent casityhe turn, (6) the detached vapour cavity follows
the flow and travels downstream, while it may exppamen more due to vorticity.

The growth and collapse of the vapour clouds isusla¢ed to be linked to the compressibility
effects that occur in cavitating flows. Indeed,ist known that the bubbly mixture of
vapour/liquid is highly compressible. As mentioradabve, a series of vapour cavities is shed
from the primary inception site at the turn. Theapour cavities form collectively the bubble
cloud, as shown iRig. 2 As the bubble cloud is travelling downstream, puesss recovering and
vorticity is dissipating due to viscosity. Once sarounding pressure force counteracts the voyrtici
induced centrifugal force, the edge of the bublbeid, approximately at a radial distance of 25mm
from the axis of symmetry, starts to collapse. Tbkapsing bubble cloud may cause a cascade of
pressure waves, due to the rapid decelerationeo$tinrounding water, which could contribute to the
erosion in zones 1 and 3

8. CONCLUSIONS

Visualization and CFD results of the cavitationutlaleveloping inside a hydraulic device have been
presented, providing more insight into the detaflshe sheet/cloud cavitation development for the
flow conditions where previous data on materialssponse to cavitation erosion have been
recorded[1]. As shown from the visualization expent, the dynamics of the cavitation clouds are
complex. In all cases examined, the cloud is ge¢eéria the vicinity of the outlet of the feed nazzl
Then the cavitation cloud grows up and is convebiethe flow, until it reaches a maximum distance,
which varies over time. Afterwards, the cloud cpdla is followed by successive formation of clouds.
The erosion zones coincide with the areas correspgrto the maximum and minimum cloud length.

Despite the axisymmetric geometry utilized, insdaebus pictures of cavitation indicate variations i
the circumferential direction. A slight deviatiomif axis-symmetry is found in averaged results too,
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which is attributed to the outlet piping of the @ey which is not axis-symmetric. Image post-
processing has been used to characterize in maead ttee phenomenon. In particular, the mean
cavitation appearance and the cavity length haea lestimated, showing good correlation with the
erosion zone. This also coincides with the locatiohthe maximum values of the standard deviation
of cavitation presence. Cloud collapse length vwaisnated with an uncertainty of less than 10% and
it was found to decrease fairly linearly with cation number. In addition, the dominant frequenty o
the ‘large-scale’ cavitation clouds has been edtcthéhrough FFT. Cloud collapse frequencies vary
almost linearly between 200 to 2000Hz as functibrihe cavitation number and the downstream
pressure but the corresponding Strouhal numberinsma&most constant for all conditions. It is
speculated that pressure wave propagation affeetsdvity shedding mechanism, creating the gaps
in-between subsequent cavitation clouds.

The main correlations between the cavity length ahddding frequency with the downstream
pressure and cavitation number are:

- The increase of the cavitation number gives smnathvitation zones. At very high cavitation
number, cavitation occurrence is sparse and infeolheOn the other hand, decrease of the cavitation
number leads to more coherent cavitation structuegnding at larger areas, from 9mm till almost
30mm. The cavitation number is the sole factorciiffig the maximum extent of the cavity.

- The increase of the downstream pressure, fosdhge cavitation number, leads to an increase in the
shedding frequency. This is due to the increagh@Reynolds number, which enhances turbulence
and vortex shedding.

- The decrease of the cavitation number for a emstownstream pressure gives a reduction of the
shedding frequency. This is explained by the flaat,tat low cavitation numbers, individual caviati
vortices live longer and form agglomerates thatdiffecult to distinguish, thus giving the impresasi

of a lower apparent shedding frequency.

From the CFD results, it becomes apparent that ehamesm similar to vortex shedding occurs.
Indeed, significant vorticity is generated downatnethe turn, organizing in vortex tubes and
manifesting as filament-like structures. This wasfemed by the experimental observations, since
similar thread like structures have been capturedngd the image acquisition process. There is
indication that pressure inside the vortex coreg drap well below the saturation pressure, resgltin
to cavitation inception downstream the turn. TheSIEANS methodology used in the present work
shows that there could be a secondary nucleatien dgwnstream the turn; this site cannot be
predicted by pure RANS methodologies but, at thesgmt, cannot be confirmed by experimental
observations, thus requiring further examinatioowver, it is noticeable that the erosion free zone
located in-between two erosion zones, coincideh thie areas where CFD predictions indicated as
the secondary cavitation inception site. The cbatron of the pressure wave propagation within the
bubbly medium is possibly a driving factor on thevelopment of discrete cavitation clouds, but in
the present cannot be taken into account, duemuaations of the modelling capabilities of the
software used.
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