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Abstract

The finite difference time domain (FDTD) method is a popular technique, being used suc-
cessfully to analyse the electromagnetic properties of many structures, including a range
of optical or photonic devices. This method offers several major advantages such as, a
minimum level of calculation is required for each of the cells into which the structure is
divided, as well as data parallelism and explicit and easy implementation. However, due to
the use of the Finite Difference grid, this method suffers from higher numerical dispersion
and inaccurate discretisation due to staircasing at slanted and curve edges. The rectangular
computational domain in 2D and cuboid computational domain in 3D sometimes makes the
method very resource intensive especially for large simulations.

Although the finite element (FE) approach is superior for the discretisation of both 2D
and 3D structures, most of the FE-based time domain approaches reported so far suffer from
limitations due to the implicit or iterative form or the mass matrix formulation, for example.
Therefore, the speed of the simulation is much slower than the FDTD method. Time domain
analysis of electromagnetic is a very resource intensive numerical technique. Due to the
slow performance the FE based techniques are not as popular as the FDTD method.

In this research work a new FE based time domain technique has been proposed for
both 2D and 3D problems which is similar to the FDTD method explicit and data parallel in
nature. The method proposed does not requires any matrix formulation or iteration. It uses
minimum possible CPU cycles among any FE-based techniques. The method also utilises a
unique meshing scheme to reduce the number of calculation to at least half for 2D and one
fifth for 3D compared to any full mesh FE based technique.

The method also shows very low numerical dispersion when used with equilateral ele-
ments in both 2D and 3D. Thus the proposed method effectively produces results with less
numerical dispersion error with lower density mesh compared to the FDTD method. When
the advantage in resolution is taken into consideration, calculation of each time-step using

the proposed method is significantly faster than the FDTD method.
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Chapter 1

Introduction

Numerical analysis and modelling are used in many branches of engineering and physics.
Numerical techniques enable researchers, device designers and engineers to characterise a
theoretical representation of a physical device under specific condition without even man-
ufacturing it. This reduce both cost and time of development as numerical analysis of a
physical device only require a capable enough computer system to run the software for
sufficient time to produce the result which can be used for design and optimisation before
going to physical production [1]. Moreover, numerical techniques allow engineers and sys-
tem designers to make decision by simulation before purchasing any already manufactured

products.

1.1 Numerical Methods for Electromagnetics

For electromagnetics device design and development, numerical modelling plays a big role.
Many advanced and recently discovered phenomena are discovered numerically in con-
junction with physical experiments [2, 3]. Use of commercial software such as, COMSOL
Multi-Physics, HFSS, XFDTD, Lumerical, RSOFT, Photon Design etc. are widely used by
numerical and experimental research groups, device designers and device manufacturers.
Efficient and powerful numerical methods are a basic requirements for fast and low cost

development and production of electromagnetic and photonics devices and systems.
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With the advancement of the computer many numerical techniques have developed.
Most of this techniques use the Maxwell’s equations in different forms to solve the problem
domain. Some of the more widely used methods are Galerkin and moment method [4-7],
transfer matrix method [8], transmission line matrix method [9, 10], finite difference based
methods [11-14], finite element based methods [15, 16] and finite volume method [17]. All
these methods solve the Maxwell’s equations to which is the starting point of all form of

analytical or numerical analysis of electromagnetic structures.

1.2 Maxwell’s Equations

The set of equations named after James Clerk Maxwell. These equations describe the rela-
tion between electric and magnetic fields in an electromagnetic radiation. Maxwell’s equa-

tions can be presented in integral or differential form.

1.2.1 Integral Form

Integral or large scale form of Maxwell’s equations are used in some finite difference al-
gorithms [18, 19] and integral methods like finite integration method [20-22]. The in-
tegral form of Maxwell’s equations corresponding to the equations from Egs. 1.1 are as

follows [23],

?{D-dS:/pdV (1.1a)

S 14

fB-dszo (1.1b)

S

fE-dl——i/B.ds (1.1¢)
= at . AC

j{H-dlz/J-ds+i/D-ds (1.1d)

S dt Js

where, dS is a vector and denotes the differential surface element S. Similarly dl is a

vector denoting differential line element /.
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1.2.2 Differential Form

The differential form of Maxwell’s equations consist of four first order differential equations

as follow [23],

V-D=p (1.2a)
V-B=0 (1.2b)
JB
VXE:—E (1.2¢)
dD
VxH:E%—J (1.2d)

In these equations E is the vector electric field, H is the vector magnetic field, D is the
vector electric flux density, B is the vector magnetic flux density, J is the current density of
the medium and p is the charge density of the medium.

The relation between the electric and magnetic flux and the field intensity can be defined

as,

B =uH (1.3a)
D =¢E (1.3b)

U and € are permeability and permittivity of the medium respectively. Both p and
€ can be constant, tensor or functional for isotropic, anisotropic or dispersive materials
respectively.

This form of Maxwell’s equations are more widely used compared to the integral form.
Specially, the wave equation derived from the differential form of Maxwell’s equations are

more popular for different finite difference and finite element analysis [1, 4, 16, 17, 24, 25].
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1.2.3 The Wave Equation

For many problems, the solution of the coupled equations presented in Egs. 1.2 and Egs. 1.1
are not very easy [26]. Sometimes it becomes difficult to implement as a computer program.
Therefore, it is a common practice for many algorithms to decouple the Maxwell’s first order
partial differential equations presented in Eqs. 1.2 into a second order partial differential
equation consisting of only one field (either E or H) [1].
To obtain the second order equation, at first the B from Eq. 2.3a could be substituted
with the corresponding value in Eq. 1.3a.
JH

1
“VXE=—py = 1.4
™ X Ho—- (1.4)

where, 1o and , are the permeability of vacuum and relative permeability of the medium
respectively and p = o,

After applying curl operator on both side of Eq. 1.4 the following equation is obtained,

1 I(VxH
V <EV><E> - —uo% (1.5)

By substituting V x Hin Eq. 1.5, with Eq. 2.3b and Eq.1.3b for charge free region (where
both p = 0 and J = 0) the wave equation with E field can be derived as,
1 &\ 0°E
Vi (—VxE) == (%) 57 1.6
(.ur ) 2/ ot (1
where, & and &, are the permittivity of the vacuum and the relative permittivity of the
medium respectively and € = gy&,. The speed of light in vacuum ¢ = 1/,/lp&. This is the

wave equation with the electric field components.

Similarly, the wave equation for the magnetic field components can be obtained as,

1 U\ 0°H
v (VxH) =-(5) 57 1.7
8 (8, 8 ) c?) or? 1.7
The wave equations presented in Eq. 1.6 and Eq. 1.7 are very popular among many

numerical methods because the wave equation consist of only one field and it decouples
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the E from H or vice versa. The amount of storage for field components are half of the
coupled equations. As there are only one field associated with the equation, handling the
boundary and discretisation of the computational domain is easier compared to the coupled

equations [1].

1.3 Numerical Analysis Techniques

There are several techniques to evaluate different aspect of electromagnetic and photonic
devices. Following are some of the widely used numerical analysis technique for device

design, characterisation and discovery of new and novel photonic devices.

1.3.1 Modal Analysis

Modal analysis consists of a big part of numerical analysis of electromagnetic and pho-
tonic devices. This is a eigenvalue value problem. In modal analysis different shape of
guide are analysed. The cross section perpendicular to the direction of propagation is taken
into consideration. The structure is assumed to be uniform in the direction of propagation.
Therefore, only waveguide in 2D (cross section will be a line) or 3D (cross section will be a
plane surface) can be analysed using the mode solver. The method analyses one frequency
at a time.

The solver can be used with both scalar and full-vectorial formulation. The scalar equa-

tions for E and H field components are [27],

aq)Z aq)Z 2252 252
Lq;—//g‘2 (g) +<a—y) —kOnCD —f—ﬁq)

10w\ 1 9w\ NP R
=], 7(5) *ﬁ(a—y) —h¥T P

Here, @ can be E,, Ey, or E, and ¥ can be H,, Hy or H;, n is the refractive index of the

dQ (1.82)

dQ (1.8b)

material,  is the propagation constant and k is the wavenumber.
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One of the equation for full-vectorial formulation for H field is as follows [28, 29],

»  J(VxH)"- 1 (VxH)dQ
w* = TH i HAQ (1.9)

Here, o is the angular frequency of the EM radiation.

When expanded in appropriate solution technique, the method produces an eigenvalue
problem which could be solved by an eigenvalue solver.

The results produced by the method are the effective refractive index of the guide and
the field distribution for different components of E and H fields. Although the outputs of
the analysis are simple, they can be used to calculate the dispersion, loss, bending loss,
coupling length of directional couplers. Also identify mode degeneration etc. Therefore,
the modal analysis is a very important tool for design and optimisation of electromagnetic
and photonic devices. Both the finite difference and finite element techniques are used to

solve this type of problems. [11, 15, 24, 28].

1.3.2 Beam Propagation Method

The beam propagation method (BPM) simulates a given beam of light evolving through a
device in the propagation direction. This is an initial value problem. The evolution of the
field will depend both on the input field and the allowable guiding modes of the structure.
The method allows variation in the propagation direction. Therefore, more devices can be
analysed. The BPM technique can be used for non-linear analysis of photonic devices. This
method considers one frequency at a time.

Initially in 80s the BPM was based on Fast Fourier Transformation (FFT). In 1996, Tsuji
and Koshiba [30] presented a Finite Element (FE) based BPM. Then in 2000, Obayya et al.
presented a full vectorial BPM for 3-D optical waveguides.

The wave equation presented in Eqs. 1.6 and 1.7 can be expressed as,

82

Here, vector W is either electric or magnetic field and ® is the operator containing the
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transverse space derivative and the refractive index variation [1].

The BPM algorithms transforms the wave equation into a parabolic equation to approx-
imate the propagating wave. It using the first derivative to construct a marching algorithms
which takes the initial field provided at the input and march it through the device along
the initial direction of propagation of the input field and produce the expected field at the
output [31, 32].

Apart from the above mentioned method there are other methods to solve excitation-

response problem i.e. the Scattering approach.

1.3.3 Frequency Domain Analysis

The frequency domain analysis uses the wave equation presented in Egs. 1.6 and 1.7 and
solved them to obtain the field distribution of a specific frequency in the computational
domain. This is a boundary value problem. Therefore, the distribution of field inside the de-
vice is dependent on the boundary condition imposed at the boundary of the computational
domain and the refractive index variation inside the domain [23]. This method is applicable

for both two-dimensional and three-dimensional structures.

1.3.4 Time Domain Analysis

All methods discussed up to now produce a steady state field distribution at one specific fre-
quency. Transient or time varying response of the photonic cannot be studied by the above
mentioned methods. Study of broadband characteristics of is also difficult with above meth-
ods. As any broadband signal will contain more than one frequency and the shape of the
signal may vary with time depending on the type of the signal used to excite the device. To
tackle such problems, time domain analysis methods are necessary. The time domain anal-
ysis of EM and photonics started with Yee’s algorithm [14] for Finite Difference analysis of
time domain problems. Followed by Finite Integration [20-22], Finite Volume [17, 33] and
Finite Element [27, 34-40] based method.
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Finite Difference Time Domain Method

In 1966 Yee [14] proposed a finite difference based technique to solve Maxwell’s equations
over time to analyse time domain properties of Electromagnetics. The method he proposed
is widely known as Finite Difference Time Domain or the FDTD method. The methods
solves the Maxwell’s equations (Egs. 1.2) in their differential form on a rectangular gird
for 2D and cuboid grid for 3D. The method uses a special staggered distribution of field
components to solve the Maxwell’s coupled equations. Figure 1.1 shows the distribution of
field component in 3-dimensions in Yee’s lattice.

The method calculates E and H field components at different space nodes and E and H

T ~ (1, j+1, ke 1)
H
<

@,j, k+1) >/\ /4 A

fields at different time-steps.

—>> » —>
: H
E N -~ N\ X
< H Z‘\‘ > (+1,j+1,k)
E
>~ y
(4,j,k) (i+1,j,k)
J E J
X

Fig. 1.1 Field component distribution in Yee’s lattice in 3D (image taken from Wikipedia)

The equations the method solves for 3D are as follows,
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(1.11a)

(1.11b)

(1.11¢)

(1.11d)

(1.11e)

(1.111)

Here, Ax, Ay and Az are the space step size in x, y and z direction. At is the time step

size. n—1/2, n and n+ 1/2 are half time step past, current time step and half time step

future. 7, j and k are the indexes used in Fig. 1.1.
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Advantages:

Local Solution: The FDTD method does not create any global matrix to find the next time
step. All calculations are done locally to each Yee’s lattice. Therefore, the only mem-
ory it occupies are the memories for E and H field components and the properties of
the material for each cell in the computational domain. Hence, the method’s memory

is requirement very low compared to methods forming global matrices.

Explicit Solution: Explicit methods computes the state of a system at a future time from
the state of the system at the current time, while implicit methods find a solution
by solving an equation involving both the current state of the system and the future
state. Mathematically, if S(¢) is the current state of a system then an explicit method
will calculate the future state S(z + Ar) by solving a governing equation similar to the

following,

S(t+At) =F(S(1)) (1.12)

On the other hand a implicit method would solve an equation similar to the following,

G(S(1),S(t+At)) =0 (1.13)

It can be easily understood that, the implicit solver has to iterate multiple times over
the system to find the solution as one of the input of the governing equation is un-

known. However, the explicit solver produces the future state with a single step.

But the quick solution advantage of the explicit method comes with a stability condi-
tion which limits the size of the discretisation steps of the method. Implicit methods

are unconditionally stable. Therefore, allows larger step sizes.

The FDTD equations are explicit in nature. As a result, the formulation can calculate
the field distribution for next time-step accurately within its stability limits only by
executing once. Therefore, the method is faster than iterative and implicit techniques

for many problems.
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Data Parallel: The FDTD method solves the evolution of field locally for each cell. The
method takes E field components and calculate the H components from them. Cal-
culation of H field components does not depend on any of the current H field values.
In fact, all current values used in this algorithm are E field component values. The
only H component necessary is the previous value of the same component. Calcula-
tion process of the E components are similar. Therefore, all governing equations are
independent of each other. Which makes the method massively parallel in nature and
suitable for any type of parallel computing. The method is also inherently domain
discretised as only the boundaries are shared among subdomains if the computational
domain is divided into several subdomain for distributed parallel computing on cluster

computers and complex super computers.

Minimum Calculation: With the FDTD method all the governing equations are solved on
a rectangular (2D) or cuboid (3D) grid. So the grid is known and does not change
anywhere in the computational domain. Yee’s lattice ensures minimum computa-
tion for every partial derivative by making them one dimensional by placing the field
components on the same direction on the lattice. Therefore, the total computation is

minimum for each cell.

Material Models: The formulation of the FDTD method allows easy addition of many
broadband dispersive material including dielectric, metal and semi-conduction mod-

els.

Disadvantages:

Staircasing: The FDTD requires an uniform Cartesian grid. Therefore, the structure needs
to be drawn with rectangles (2D) or cuboids (3D). Otherwise, the interfaces of the de-
vice are approximated with staircased interfaces which introduces error in the results.
One way to reduce the error is to increase the resolution of discretisation. Therefore,
a cuboid structure not aligned with the coordinate axes will require much higher res-

olution to have acceptable approximate representation compared to a cuboid aligned
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with the axes. The situation become worse when the interface is curved.

Single Grid Resolution: The FD grid used in the FDTD method requires only one res-
olution throughout the computational domain, Therefore, when a small part of the
structure requires higher resolution, the entire domain is needed to be discretised with
the highest resolution. Hence, the discretisation of the FDTD method might cause
high overall inefficiency, despite having most optimal and fastest performance for
each Yee’s cell. Recently techniques have been developed to produce finer grid in a
sub block of the computational domain [41]. But it requires the time step to satisfy

the smallest element due to stability condition.

Multiple Interface: The Yee’s lattice places different field components into different nodes
in space. Therefore, at the interface of two different materials there are 6 different
boundaries for each field component. For high resolution grid the difference between
these boundaries may be very small compared to the structure. But at low resolu-
tion the difference become more significant. Therefore, higher resolution become a

requirement for accurate simulation when using FDTD approach.

Numerical Dispersion: The Cartesian grid used in the method causes difference in speed
of light depending in the direction (angle) of the propagation. At 45° the speed of
propagation is the highest and it gradually decreases to the lowest at 0° and 90°.
Thereby, causing artificial phase delay in propagation depending on the direction.
This numerical dispersion is higher for lower resolution. Therefore, higher resolu-
tion is required for phase matching of the wave. The resolution of the simulation
also needs to be increased with the increase in the length of the structure. The low

numerical dispersion is crucial for analysing phase matching devices.

Finite Element Based Techniques

As mentioned in the above section, the problems associated with the FDTD methods mostly

arise from the grid. Therefore, the general idea is, a better grid or meshing technique could
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improve the performance of the grid and improve overall performance of the time domain
analysis.

The Finite Element (FE)-based approaches are better alternatives for the effective rep-
resentation of an arbitrary shaped structure, such as one with slanted or curved interfaces
because it uses an unstructured polygonal mesh to represent the structure. The FEM was
introduced to the electromagnetic analysis during the 1970’s [42] to solve frequency do-
main problems [15, 28, 43]. To represent the structure more accurately, researchers have
considered the FEM for time domain analysis [34-36, 39, 44, 45]. Although these methods
are sometime more accurate in structural representation, however some of them may re-
quire an implicit solution of the computational domain for each time step [46], some require
the solution of large matrices [36] and some require higher order solutions of Maxwell’s
equations [34, 39, 45].

However, among all the FE methods reported, the point-matched method [34] has fea-
tures which may make it the more suitable. Firstly, it solves Maxwell’s equations directly
in the same manner as the FDTD. Secondly, it does not generate mass matrices and all cal-
culations are local to each element. Lastly, the formulation is data parallel and suitable for
parallel computing implementation. However, the downsides of this method presented in
the work of Cangellaris [34] are the use of the rectangular grid. So, there is no significant

advantage offered in the numerical dispersion.

1.4 Motivation for the Research

Although many attempts were made to develop an alternative to the FDTD proposed by Yee
in 1966, none of the method mentioned above are as popular as the FDTD.

A time domain simulation takes a long time as the entire domain has to be solved for
each time step. Increasing the computation for each time-step will cost a significant delay
in completing the simulation. Moreover, for time domain simulation in 2D and 3D space,
the computational domain has to be discretised using 2D and 3D mesh(s)/grid(s) and more

than one instance of the all component values of each field have to be stored in the computer
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memory to successfully model a propagating wave both in time and space. Therefore, any
time domain analysis requires significantly higher memory and CPU time compared to other
methods. Even a single addition operation could cause millions/billions (or even more) of
CPU cycles if the analysis runs for thousands of time steps.

The FE discretisation could solve the inefficiency and the inaccuracy of the FD grid but
in most cases adds too much calculation per element which is the main reason for its slow
adoption. In simple words, the alternative FE proposed before this research are too slow and
in many cases higher in memory requirement than the FDTD method.

Any successful alternative to the FDTD method should contain most of its advantages
and also solve some of the issues associated with the FDTD method. That is, the method
has to be explicit, data parallel, easily extendable and minimise computation at element
level. Also it has to discretise the computational domain efficiently, will have the flexibility
to change the shape of the mesh/grid to produce better approximation of the structure at
lower resolution. This should allow dense and coarse mesh in the same computational
domain depending on local necessity. It should have better numerical dispersion to allow
low resolution simulation for bigger computational domain. As discussed in the previous
section, all of these have never been put together in a single FE based method.

The goal of this research is to develop a method with most of the features mentioned

above.



Part I

Two-dimensional Formulation



Chapter 2

Derivation of Governing Equations for

Two-dimensions

Maxwell’s equations in differential form were chosen for the derivation of the governing
equations. Initially the method was developed for simpler two-dimensional simulation. In
this case the mesh will consists of triangles and Maxwell’s equations can be simplified
for 2D approximation. Later a three-dimensional implementation will be shown to simulate
real world devices. To simplify the derivation only non isotropic, lossless and non dispersive
material is considered at this stage in charge free region.

Let us consider a region of space € occupied by a medium with position dependent
parameters € and i, amenable to Maxwell$ curl equations Egs. 1.2¢ and 1.2d, All electro-
magnetic interactions inside £ must fulfil the well-known boundary conditions 7 x E =0
and 77 X H = 0 on perfect electric and magnetic surfaces Ag and Ag, respectively, with 71 as
their normal unit vector. Moreover, in the case of an unbounded domain, outgoing waves
should satisfy an appropriate radiation or boundary condition, whereas for the accomplish-
ment of a unique solution, all fields in Q at t = 0 have to be known. In this context, two
weak forms can be obtained through the Galerkin or weighted residual method [36, 47].
A set of vector functions u can be employed as the weight function, which are actually

square-integrable quantities with finite energy. Hence, for every u, one gets,



17

/u-(VxE+a—B)dQ:O (2.1a)
Q ot

/u-(VxH—a—D)dﬂzO (2.1b)
Q ot

Now for point matched method the weight function in Egs. 2.1a and 2.1b can be replace

by 0(¢ —1;) and §(r —¢;) respectively [48]. After performing the integration one can obtain,

JoB
\% 22 .
xE+ =0 (2.22)
oD
VxH- = = :
xH— " =0 (2.2b)

Applying Egs. 1.3a and 1.3b on Egs. 2.2a and 2.2b respective yields,

JH

VXE=—-u—- 23

X ey (2.3a)
JE
VxH=¢€e— 2.3b
5 (2.3b)
The partial differential operator V is given by,
d d d

V=Ff—+y—+57— 2.4
xax+yay+zaz (2.4)

For the 2D formulation propagation in x —y plane is considered. Therefore, wave can
propagate any any direction on x — y plane. z direction is considered to be uniform. As a

result, d /dz = 0 The materials involved are also assumed to be isotropic and non dispersive.
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Therefore, Eq. 2.3a can be written as,

X y z x ¥y z
dH 1 1
T __|9d 9 9 |=—__|d I
7Rl I R I T (23
E. E, E, E. E, E,
Eq. 2.3b can be written as,
X ¥y Z
dE 1
=292 9
dt g| Jx Iy 0 2.6)
H. H, H,

From Eqgs. 2.5 and 2.6, six equations (Egs. 2.7 and Egs. 2.8) can be obtained by equating
the coefficients of the unit vectors X, y and Z. These six equations can be divided into two

different sets for propagation of Transverse Electric (TE) and Transverse Magnetic (TM)

modes, respectively.

TE Propagation
dH, 1 JE,
— = 2.7
7 0 9y (2.7a)
dHy, 10E
Y- _= 2.7b
dt ,u 8 (2.70)
E, 1
— == 2.7
=2 (2.7¢)
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TM Propagation
dE, 10H,
S — 2.8
dt € dy (2.82)
dE, 1 0H,
— = —— 2.8b
dt € Ox (2.8b)
JE
di, _ 1 (JE, OJE (2.8¢)
dt u\ dx dy

2.1 Discretisation

To solve the governing equations of Egs. 2.7 and Egs. 2.8, the computational domain has to
be discretised. All the field components in these equations are functions of both space (x,y)
and time (7). For all equations the left hand side of the equations calculate only the time
evolution of the field and the right hand side of the equations calculate evolution in space
separately. Therefore, the time evolution can be calculated with a time shape function (¢ is
the variable of the function) at a fixed space node and the space evolution can be calculated
at a fixed time node with a spatial shape function (x and y are the variable of the function) if

an explicit approach time stepping is used.

2.1.1 Space Discretisation

To discretise the computational domain both in space and time, nodal elements can be used.
Linear shape functions can be used to describe the variation of the field inside an element.
The spatial variation of all the field components can be written in terms of the shape function

as

M
=Y Nigy (29)
i=1

where ® can be any field component (any one of H,, Hy, H,, E,, E,, E;) inside the

element, ¢ is the field component at the i node of the element (any one of A, hy, hy, ey, ey,
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e;), M is the number of nodes in an element. For a linear element (i.e. three node triangular
elements) M = 3 and N; is the shape function for the i node. Linear shape functions can

be expressed as

Ni=a;+bx+ciy (2.10)

where, a;, b; and c; are the coefficients of the equation of plane going through the nodes
of the element [1]. It should be mentioned here that, by using Eq. 2.9, shape function of any
order can be incorporated with the proposed method. However, to store each higher order
element more computer memory space would be required than a simpler linear element.
Each linear element also takes least computation time. So, linear elements were chosen for

the space discretisation.

2.1.2 Time Discretisation

Similarly, the field components along the time axis can be discretised as

P
v=Y oy (2.11)
j=1

where W can be any field component (any one of the Hy, Hy, H,, E,, E), E;) inside the
element, l//(j ) is the field component at j® time node, P is the number of the time node in
the time element and for linear elements, P = 2. Here, Q; is the shape function for the j‘h

time node and for the linear shape function it can be expressed as

Qj:pjt'i‘q]‘ (2.12)

where p; and g; are the coefficients of the line passing through the nodes of the time
element. Similar to the space discretisation, Eq. 2.11 allows higher order time elements, if
needed.

Both Eq. 2.9 and Eq. 2.11 can be applied to Egs. 2.7 and Eqgs. 2.8. For Example, Eq. 2.7a

can be written as
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Similarly, all the equations from Eqgs. 2.7 and Eqgs. 2.8 can be derived. Discretised

versions of Egs. 2.7 and Eqgs. 2.8 are given in Egs. 2.13 and Egs. 2.14, respectively.

For TE Propagation
miny 1| 1 & ON () (n-1)
& oy | Aoy G P 2.13a
p2 | ng{ dy * p1 ( )
o) _ L[ N e
CE p2|H ; oy G Py (2.13b)
(n+1) _ i -l 3 JN; (n) IN; () (1)
“ T ;e (; ox i ; ayh T Pie (2.13¢)
For TM Propagation
ey 11N )
e D T N A 2.14a
P2 8; dy * 7 ( )
ety _ L[ L& 9N ) (n—1)
o P2 _EI_ZI ox i TPy (2.14b)
ey 1 1 (&N ) &N -
S T i = ey | —Ppih 2.14c
’ P2 nu (lZI dy ' l:Zi dy M pinz ( )

where the field components with the (n+ 1), (n) and (n— 1) superscripts are the future,
current and the past values, respectively.
These two sets of equations are the main governing equations of the 2D FETD. It should

be noted that, although both Egs. 2.13 and 2.14 are independent of each other, the equations
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inside each set are not independent. Therefore, no single equations can produce time evolu-
tion of light without considering other equations in its set. Therefore, the equations in both

sets are coupled and should be solved in a coupled manner.



Chapter 3

The Two-dimensional Mesh

The mesh is the most important part of all the FE-based methods. It allows discretisation
of an irregular shaped structure in a more accurate and efficient manner. The speed of an
FE-based code largely depends on how efficiently the mesh discretises the computational
domain. Hence efficient meshing which reduces computational cells without sacrificing
accuracy of the solution, is one of the key factors used to make a fast and efficient FE-based
code.

The research on finite element mesh generation was formally started perhaps as early
as the beginning of the 1970s [49], and a comprehensive review of the finite element mesh
generation schemes developed before 1980 was presented by Thacker [50]. In line with the
advance of the finite element method, the irregular computational grid became increasingly

popular for two reasons:

1. they allow points to be situated on curved boundaries of irregularly shaped domains

2. they allow points to be distributed at the interior of the domain with variable nodal

spacing

Coordinate transformation was an early attempt to map a regular reference domain onto
a geometrically irregular computational physical domain with a possibility of smooth tran-

sition in element size [51].
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Finite element interpolation as a means of mesh generation was presented in [52] in
which a curved domain is represented by a super-element, which could be further divided
into smaller elements following the element reference coordinates. The blending function
interpolation developed for local refinements to minimise the energy of the system is related
to the r-refinement procedure that we are using today.

Unstructured mesh generation thrived in the early 1980s mainly driven by the devel-
opment of the three popular unstructured mesh generation schemes, namely, the Delaunay
triangulation, AFT and Octree decomposition.

The theoretical basis of Delaunay triangulation was established a long time ago by
Dirichlet [53], Voronoi [54] and Delaunay [55], and an ef cient and robust construction
algorithm by point insertion was only developed in 1981 by Bowyer and Watson [56, 57].
Delaunay triangulation will only give the convex hull of the given point set, and for finite el-
ement mesh generation, geometrical and topological constraints on the boundary have to be
enforced. However, the technique was first employed formally for 2D and 3D finite element
mesh generation in 1970s [58, 59].

The AFT method divides the domain into two parts; meshed part and unmeshed part.
There is a moving boundary between these parts and the technique focuses on the unmeshed
part only and uses arbitrary shapes to generate elements to fill the unmeshed part. It was
introduced in 1980s [60].

Octree decomposition was introduced in 1980s [61, 62]. The method considers bound-
ary characteristics and nodal requirement first and generate mesh using “marching cube”
method by projecting points to boundary and proper connection of points to form hexahedral
and tetrahedral elements.

Although unstructured mesh generation became very advance and efficient, this thesis
will only use uniform meshes. Primarily because it is much simpler to quantify and compare

the performance of the method against its Finite Difference alternative, the FDTD.
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3.1 The Space Mesh System

To explain the meshing scheme in a simpler manner, a uniform square grid was chosen
to start with. This allows a simpler explanation of the meshing system. To use the linear
shape functions, triangles with three nodes were considered to discretise the computational
domain. This mesh can be termed the “Main Mesh”. For TE propagation, it maybe as-
sumed that, all current e, field components are stored at the nodes of the triangular mesh.
Both A, and h, field components can be calculated from e, using Eq. 2.13a and Eq. 2.13b.
Equation 2.13a calculates one future value of A, using the current values of the e, field com-
ponents at the nodes of the triangular element. As there is only one value for the whole
element, it cannot be stored in any specific node of the triangle, but instead it can be stored
at the centroid of the triangle, which is unique. As a result, no value of 4, field component
will be available at the corner nodes of the elements of main mesh. Similarly, for Eq. 2.13b
the calculated future value of /1, can be stored at the centroid. To obtain the next values of e,
from Eq. 2.13c, the current value of 4, and h, are required which are placed at the centroids
of the elements of main mesh. Hence, another triangular mesh is required which will be
constructed using the centroids of the main mesh elements. This new mesh can be termed
the “Auxiliary Mesh”. It should be mentioned here that the Voronoi mesh could be used
as the auxiliary mesh. This is because the formulation supports higher order elements. But
as it has been mentioned before that linear elements require less computational resources
then higher order elements, the linear auxiliary mesh proposed in this section will be used
throughout this thesis. As the A, and #, field components are stored at the auxiliary mesh,
the elements of this mesh can be used to calculate the future e, values which can be stored
in the nodes of the main mesh, provided each element of the auxiliary mesh must surround
one of the nodes of the main mesh. Similar arrangements can be made for TM propagation
using Eqgs. 2.14.

The method will allow any shape of elements. For simplicity and ease, a simple square
grid was considered to illustrate the meshing process. This grid can be converted into a
triangular mesh by dividing each cell with one diagonal line. Figure 3.1(a) shows a triangle

mesh generated from a 4 x 4 square grid. As can be seen the resultant mesh is a “Isosceles
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Fig. 3.1 (a) The generating the linear mesh by dividing a square grid by diagonal line, (b)
Generating the auxiliary mesh by connecting the centroids of the main mesh, (c¢) Discarding
the unwanted elements from both meshes

Right-angled Triangle (IRT) Mesh”. The lower triangle of the square cell has been shaded
in pink and the upper triangle is in white. The lower triangle is numbered with the cell index
and the upper triangle is numbered with the cell index and additionally with a suffix “a”.
The black dot inside each triangle is the centroid of that triangle.

The auxiliary mesh has to be generated using the centroids of the main mesh. Each
element of the auxiliary mesh has to surround one of the nodes of main mesh. The Perfect
Electric Conductor (PEC) boundary condition will be applied at the boundaries of the
main mesh to truncate the computational domain into a finite one. Therefore, calculation
of field components of the boundary nodes of main mesh is not necessary. Centroids of
the elements 2, 5 and 6 of the main mesh (Fig. 3.1(a)) are taken as the three nodes of the
element number 1 of the auxiliary mesh (shaded in light blue) and the centroids of elements
1, 2 and 5 are taken for element 1b of the auxiliary mesh (white coloured). Similarly, all the
other elements were generated from the centroids of the main mesh. Figure 3.1(b) shows
the auxiliary mesh constructed from the centroids of the main mesh shown in Fig. 3.1(a).
The centroids of the auxiliary mesh are shown as black dots in Fig 3.1(b).

It can be seen that the centroids of elements 1, 2, 3, ---, 9 of the auxiliary mesh
(Fig. 3.1(b)) coincide with the node points of the main mesh, whereas the centroids of 1b,
2b, 3b, ---, 9b coincide with the centroids of la, 2a, 3a, ---, 11a of the main mesh. As a
result, these elements cannot be used to calculate the field components at the nodes of the

other mesh. Therefore, the interpolation functions (shape functions) of the elements 1a, 2a,
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3a, --- of the main mesh and 1b, 2b, 3b - -- of the auxiliary mesh will not be used in calcu-
lation of the governing equations. This is a requirement of the technique when used with a
triangle mesh. By not using the shape functions of the unwanted elements, the number of
elements in Fig. 3.1(c) will become half of Fig. 3.1(b). [63].

This is a unique mesh system introduced with the proposed method. This mesh system
has a big advantage. It reduces the number of computational elements to less than half
of the methods using all shape functions of the mesh. As a result, the method proposed
in this paper is twice faster than any other FEM method using full mesh with the same
computational need per element. The memory requirement for the method will be less than

an FEM approach using the full mesh discretisation.

3.1.1 Completeness of the Mesh

It should be noted that at the beginning the discretisation of the computational domain was
performed with two full meshes. Which covers the entire computational domain with piece-
wise interpolation functions called shape functions. Therefore, the mesh discretising the
space is fully described by the interpolation functions. As the shape functions considered
for the discretisation is not exactly the function of the field distribution, the approximation
of the computational domain produces some residual error which can be minimised by re-
ducing the size of the discretisation elements. Mathematically this can be expressed using

completeness theorem [64],

2
Rmz/g(ﬂx,y)—k;%(x,y)) A 3.1)

Here, F(x,y) is the complete space and @y (x,y) is the shape function (Eq. 2.9) and R,,
is the residual error which converges to 0 with sufficiently large m (number of elements).

Due to the requirement of the governing equations the method uses less than half of
the interpolation functions of one mesh to calculate the future field component in the other
mesh. Proposed method also updates all nodes of both meshes. Therefore, the computa-

tional space discretised by the 2 meshes can be full explained by the shape functions of
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elements used to describe the domain in the first step. Hence the method provide a complete
solution.

As seen in Fig. 3.1(c), the main mesh elements surround their associated nodes on the
auxiliary mesh and are used to update the value of the fields associated with the node and
vice versa. Although the alternative elements (elements with suffix ‘a’ and ‘b’) have been
removed from the mesh system, however, all of the three nodes associated with those trian-
gle are still updated during the calculation of every time step. Therefore, the magnitude of
the field components inside the skipped region can be calculated by using the space shape
functions of that triangle (Eq. 2.10). The affect of neighbouring elements are transferred
when calculating the field at a node on mesh ‘a’ using the element on mesh ‘b’. Also the
method does not rely on any mass matrix. As a result, the 2 staged solution presents a full
solution of the space even though calculations are done on 2 meshes.

As this meshing is a new concept, present day meshing libraries may not be optimised

for this type of coupled meshing.

3.2 The Time Mesh System

Along with the space domain, the time domain also needs to be discretised. This can be
achieved by using linear elements with two nodes. In Eq. 2.13a and Eq. 2.13b, the future
values of the &, and the h, field components may be calculated from the current e, field
components and the past &, and i, components respectively. Equation 2.13c calculates
the future values of the e, field components with the current h,, h, and the past e, field
components. Similar explanations can be given for Egs. 2.14. For all the equations, the
current values of the E field components with the past values of the H field components are
needed to calculate the future values of H components and vice versa. Therefore, both the
E and H field components cannot be calculated at the same time node.

For the TE propagation example given in Section 3.1, the simulation started with the cal-
culation of the future 4, and h, fields from the current e, field components in the main mesh

(with Eq. 2.13a and Eq. 2.13b). Therefore, the first time node belongs to the e, component
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Fig. 3.2 Arrangement of time mesh system for equal time spacing
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associated with the main mesh. The future e, field was calculated from the 4, and £, fields
in the auxiliary mesh. So, the second time node belongs to the &, and &, field components
associated with the auxiliary mesh. This way the time domain can be divided into two time
meshes M and N which are associated with the field components of the main mesh and the
auxiliary mesh respectively. Figure 3.2 shows the M and N meshes. In this example, the
time step size for the calculation of the future e, components from the previous e, compo-
nents is 7. So, the e, field was calculated at ¢, 2¢, 3¢, 4¢, --- and hence these time nodes
belong to mesh M along with the initial e, at time 0. The time step size for the calculation
of the A, and h, field components have to be of the same duration, 7. To calculate the e,
components, the current A, and i, components are required. Therefore, the i, and h, field
components were calculated atz/2, 3t/2, 5¢/2, 7t /2, - - -. Thus, these time nodes belong to

mesh N. Similar examples can be shown for TM propagation with Eqgs. 2.14.



Chapter 4

Perfectly Matched Layer Boundary for

Two-dimensions

As an EM wave approaches the boundary of the finite computational domain, a new type
of problem starts to emerge. The boundary condition of the computational domain can be a
perfect electric conductor (PEC) or a perfect magnetic conductor (PMC), depending on the
formulation used. In both cases, the field incident on the boundary will reflect back into the
computational domain, like open or short circuit termination and interference of the forward

propagating and reflected waves would corrupt the results.

To avoid unwanted reflection from the computational boundary, two approaches can be

under taken. Which are

1. Large computational domain

2. Absorbing boundary condition

4.1 Large Computational Domain

If a large enough computational domain is considered and the simulation is carried out for

a limited number of steps, such that the field does not reach the domain boundaries and the
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unphysical reflection can be avoided.

However, this would requires a large number of nodes to spread around the computa-
tional domain. As a result, the computational resource required would be huge compared to
the problem area with a smaller computational domain. Thus, this is not a practically viable

solution for the problem for most of the occasions.

4.2 Absorbing Boundary Condition

Another way to avoid reflections is to apply a suitable absorbing boundary condition/material
that may absorb the wave before it hits the computational boundary without any reflection.

To avoid reflection, the material should be impedance matched with the nearby medium.

There are different ways to absorb the outgoing wave. Among them only all different

ways followings two ways are prominent,

1. those based on one-way wave equations

2. those based on surrounding the domain with a layer of absorbing material

4.2.1 Methods Based on Oneway Wave Equations

The first category of ABCs relies on the fact that the solution of Maxwell?s two coupled
curl equations is equivalent to the solution of the second-order wave equation for any one of
the field components. Although the wave equation naturally supports waves propagating in
both forward and backward directions, it can be factored into two oneway wave equations,
each of which supports waves in only one direction. This property provides the basis for an
algorithmic method by which the fields can be “propagated out” of the domain minimising
reflections back into the numerical space. A first-order scheme of this type is first discussed
below, using the 1D wave equation, for simple one-way wave equations. This scheme is

known as the first-order Mur boundary condition, and is quite effective in the removal of the
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plane wave fields normally incident on an FDTD boundary, being particularly suitable for
1D problems.
First-order Mur boundary

The first-order Mur boundary condition is one of the simplest boundary conditions available,
but it can be very effective for 1D simulations, as it relies on normal incidence of the wave

on the boundary. This Mur ABC is based on the one-way wave equations [65].

JE,  OE,

W VPE =0 —>EZ(.X,I) :f(x—vpt) (4.1a)
JE JE
a—; — vpa—xz =0 —E (x,1) = f(x+vpt) (4.1b)

The solutions of Equ. 4.1a and Equ. 4.1b are waves propagating respectively in the pos-
itive (+x) and negative (-x) directions. These equations can respectively be used to simulate
open-region boundaries at the right and left sides of the 1D domain.

As the method relies on the direction of propagation, it is more difficult to implement
and use in 2D and 3D as the wave can propagate in any direction [66].

Other mentionable ABC using oneway wave equation are Bayliss-Turkel operators [67]

and Higdon operators [68].

4.2.2 Perfectly Matched Layer Boundary

The other type of boundary conditions surrounds the computational domain with absorbing
medium and absorbs the outgoing wave it approaches boundary. The biggest advantage of
this technique is that it does not assume any angel of incident and thus support absorption
of wave from any direction.

Berenger, in 1994, where he proposed a boundary material for rectangular computa-

tional domain which would theoretically absorb all the incoming EM waves without reflec-
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tion [69].

The PML can be implemented in several ways. For example, by split field, convolu-

tional, uniaxial PML etc.

Split Field PML

In this type of PML the transverse fields are split into two directional components for 2D
implementation. i.e. H, field can be split into two directional components H,, and H;, in
such a way that H, = H,, + H;,. The 2D TM mode governing equations in Eqs. 2.8 for split

field PML can be written as,

dcix oy % 38_1;& (4.22)
D bomatte = () (420
T oty = () (4.2d)

Here, oy, 0y are the directional electric conductivity and G, x, Op,y are the magnetic

conductivity.

Complex Frequency Shifted PML/Convolutional PML

This PML was introduced by Kuzuoglu and Mittra [70] to absorb the evanescent generated
near the radiating sources. This is done by replacing the term jwe with o + jwe. This
allows the PML to absorb the evanescent field.

The best implementation of this PML was proposoed by Roden and Gedney in 2000 [71]
using a recursive convolution technique. Their technique is commonly referred to as the

convolutional PML or CPML.
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For this PML a more general stretched coordinate is introduced:

O;
Si = (KH- —)
O+ JWE

Now Equ. 4.2 can be written as,

aE, _ 191,

dt 7 e dy

dE, 1 0H,
o oy

dH, 1 ( OB, OE
dt  u o Y dy

Uniaxial PML

4.3)

(4.4a)

(4.4b)

(4.4¢)

This is an alternative way of implementing the PML which is simpler then the split field

PML or the convolutional PML. Because, it does not require any complex calculation or

splitting of field components. To perform some simulation with the proposed method ABC

is necessary. For this purpose the uniaxial PML implementation was chosen because it can

be implemented with only real numbers and it has wide band nature.

The implementation of various types of PML for Cartesian coordinate system can be

classified into three different types, i.e.

1. X axis PML
2. Y axis PML

3. Corner PML

To implement any kind of PML the partial differential operator V (Eq. 2.4) has to be

modified [69].
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4.3 X Axis PML

The X axis PML absorbs any wave that moves in the X direction and towards the boundary.

The original partial differential operator is modified as follows [69],

,Gx> -1 Jd ,d

— 4+ —+Z= 4.5

dx " dy (4.5)
where 0y is a function of x and ® is the angular frequency.

Thus the affected equations will be Egs. 2.7b, 2.7c, 2.8b and 2.8c.
If V¥ is used instead of V in Eqs. 2.3, then Eq. 2.7b,

dt u
5 x y Z
H 1
o _ |2 o\l 9 9
H, H, H,
3 X vy Z
H 1 1 o
= ﬁ % (1 _ ]%) a% 0 (for 2D, similar to Equ. 2.5) (4.6)
H, H, H,
Now, by equating the coefficient of y from Equ. 4.6,
JH, 10E, .0y |
e 15152
Jt U dx [0)
L (1+2) 2 _ 15
jo/) dt  u dx
JdH. 10
:>a—ty +0Hy = ﬁsz considering jo = 5
JH, 10E,
2 -~ _0o.H 4.7
ot wox  ovm 7

Therefore, Equ. 2.7b is replaced by Equ. 4.7.
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The implementation of the 1/ dependence in the time domain can be done using the

auxiliary differential equations approach (ADE) [66]. which introduces auxiliary fields.
Eq. 2.7¢ will be replaced by following three equations,

JE, 1 (0JH, OJH,
= (e ) o (48
a\Px)c aI'Ix

Here, ¥,/ is the auxiliary field generated due to the use of X PML
Eq. 2.8b will be replaced by following equation,

JE, 1 JH,
— =—————0E 4.
ot £ ox O (4-92)
And Eq. 2.8c will be replaced with,
JdH, 1 (JE, OJE,
7 = —E (W — a—y — q)x[x] - GXHZ (4.103.)
8<I>x[x] aEx
4.10b
Here, @, is the auxiliary field generated due to the use of X PML.
4.4 Y Axis PML
Similarly, for the Y axis PML, the differential operator is modified as follows,
- d oy\ ! d d
v =32 A(l— '—y) 242 4.11
“ox Y "o dy + ‘9z “11)

As aresult, Eq. 2.7a will be replaced with,
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oM, __10E.

ot udy

Oy H,

Eq. 2.7¢ will become,

JE, 1 (0JH, OJH,
SHE = SEORE

or
alpy[y] . %
ot Y Ox
Here, ‘Py[y] is the auxiliary field generated due to the use of Y PML.

Eq. 2.8a can be replaced with,

JE, 10H, CE
ot € dy e

and finally Eq. 2.8c will become,

T
Iy, -G oL,
dt Y ox

Here, CDy ]

4.5 Corner PML

is the auxiliary field generated due to the use of Y PML.

(4.12a)

(4.13a)

(4.13b)

(4.14a)

(4.15a)

(4.15b)

This type of PML is used only at the corners of the computational domain. The reason is

that it can absorb waves in both directions and due to the discrete implementation, the nu-

merical reflection (the reflection due to the discrete implementation) from the PML would
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be much higher with the change in each step towards the boundaries.

As was mentioned above, this PML absorbs electromagnetic waves in both transverse di-

rections. The partial differential operator of Eq. 2.4 is replaced with the following modified

operator given in the following equation,

v() :)2(1 _j%>_1%+)7<1 —j%>la%+28%

So, Eq. 2.7a will be replaced with,
JdH, 1 JE,

———2=_6H
or oy O

Eq. 2.7b will be replaced with,

oH, 10E,
o nox O

Eq. 2.7¢ will be replaced with,

JE 1 (JdH, OJH,
z ( Y —+ ‘Py[y] — \me) — GXEZ — GyEZ — ®Z[

dr e\ ox dy o]
8‘Px[x] 8Hx
= O0,——

ot Y dy
My _ My

dt Y ox
20,
—8Zt[ Y = 6,0,E.

(4.16)

(4.17a)

(4.18a)

(4.19a)

(4.19b)

(4.19¢)

(4.19d)

Here, W[y, W[, and O,y are the auxiliary fields generated due to the use of Corner

PML.
Eq. 2.8a will be replaced with,
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JE 1 JH.
&tx T e 8yz ~Es (4200
Eq. 2.8b will be replaced with,
JE 1 dH
_8ty =2 axz — 0,E, (4.21a)

Eq. 2.8c will be replaced with,

JH 1 (JE, OE,
atz _ _H (a_xy — ay + CDYM q)x[x]) —OoyH, — Gsz — Qz[xy} (4.22a)
a(I)x[x] aEx

=0y (4.22b)
dP JE

bl y

5 oy o (4.22c)
aQ

(;t[xﬂ — 6,0, H, (4.22d)

Here, @[, P, and € [,,) are the auxiliary fields generated due to the use of Corner

4.6 Placing the PML in the Computational Domain

The PML is a non physical medium and as a result, improper placement in the computa-
tional domain can make the solution unstable. As reported in [69], the PML must be placed

around the boundary, as shown in Fig. 4.1.

As can be seen, the X Axis PMLs should be placed on the left and right hand sides of
the computational domain such that the value of o, increases with the increase in distance

from the boundary along the x axis inside the PML.
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Fig. 4.1 Placement of different type of PML in computational domain

Similarly, the Y PML should be placed at top and bottom of the computational domain
and oy follows the same profile as o,. However, this time the distance is measured along y
axis.

The corner PML has to be placed at the four corners of the computational domain. The

profile o, and 0, is similar to the 6, and oy, used in the X PML and Y PML respectively.



Chapter 5

Dispersive Materials

Although the initial derivation of the proposed method in in Chapter 2 only considers
isotropic and non dispersive material, the capability of the method presented in Chapters 2
and 3 are far beyond it. The method is equally good at simulating dispersive materials such

as metals.

Metals: Metals are highly dispersive materials in the optical range. The dispersive char-

acteristics of the permittivity of a metal can be modelled by the Drude model [72].

Metamaterials: Metalmaterials are man made materials designed to produce characteris-
tics which are not found in natural materials. Metamaterials are often characterised in terms
of their effective material parameters, such as electric permittivity and magnetic permeabil-
ity. These constituent parameters can either be both negative, or only one of them may be
negative, while the other is positive. The former is often referred to as LHM, DNG, or neg-
ative refractive index material (NRIM) [73-76]. The latter is called single negative material
(SNG).

The concept of LHMs was first theorised by the Russian physicist Veselago in 1968 [73].
In this paper, Veselago speculated on the possible existence of LHMs and anticipated their
unique electromagnetic properties such as the reversal of Snell’s law, the Doppler effect, and

the Vavilov Cherenkov effect. Veselago showed that the electric field, magnetic field, and
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wave vector of an electromagnetic wave in an LHM form an LH triad. As a result, LHMs
support electromagnetic waves with group velocity and phase velocities that are antiparallel,
known as backward waves. Consequently, while the energy still travels away from the
source, so as to satisfy causality, wavefronts travel backward toward the source in an LHM,
a phenomenon that is associated with negative refractive index of refraction.

Every material is a composite in some sense, even if the individual ingredients consist
of atoms and molecules. For periodic structures, defined by a unit cell whose characteristic
dimension is a, the following criterion must be satisfied in order for the structure to be
viewed as a homogeneous medium:

2
a< A= "¢ (5.1)
(0]

Here, A is the wavelength, c is speed of light and @ is the angular frequency of the light.

Should the above condition be violated, the possibility would exist that the internal struc-
ture of the medium would diffract as well as refract radiation, and thus invalidate the homo-
geneous medium assumption [75].

Although Veselago presented the idea of DNG material in 1968, the research in this area
was largely discontinued due to the absence of naturally occurring materials with negative
u. New discoveries of LH media was not made until recently, when a composite medium
was demonstrated in which, both the effective € and u were purportedly shown to be simul-
taneously less than zero [74], over a finite frequency band.

The composite medium used in [74] made use of an array of metallic posts to create a
frequency region with €,7¢ < 0, interspersed with an array of split-ring resonators (SRR) for
which . s < 0 was supposed in the frequency range of interest. The SRR and wire medium,
both revisited by Pendry [75], have been extensively studied by a number of researchers.

Due to the dispersive nature of the DNG metamaterial characteristics both the perme-
ability and the permittivity can be modelled using the Drude dispersion model [72].

One way to show the extensibility of the proposed method is by incorporating Drude
mode and perform some benchmark examples using the extended method to prove its effi-

cacy.
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To extend the capability of the method to highly dispersive material like metal and meta-
material the Drude dispersion model [72] can be incorporated with the governing equations

of the method.

5.1 Maxwell’s Equations with Drude Model

The Drude model for permeability and permittivity can be written as follows,

oy,
S(CO) =& (1 - m) (523)
=po | 1 @ 5.2b
S TR ) o

where, @, and ®),, are the electric and magnetic plasma frequencies and 7, and ¥, are
the electric and magnetic collision frequencies respectively [72].

Replacing € of Eq. 1.3b with the new dispersive equation from Eq. 5.2a,
o>
D=¢(w)E=¢g(1-—"— |E (5.3)
) ( w(w+J%J>

By taking the time derivative of Eq. 5.3 can be divided into two partial differential equa-

tions as follows,

dD JE
o =By TMe G4
oM
5 ¢ =g E— 1M, (5.4b)
2
where, —jo = % and M, = ——]‘.gg)ai”;f .

%—]t) of Eq. 2.3b can be replaced with the dispersive version from Eq. 5.4a and by taking
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J = 0 for source free region,

aa_lfzglo(VxH—Me) (5.5)
Eqgs. 5.5 and 5.4b can be used to calculate time variation of the E field within metals
and DNG materials. Here, M, is an auxiliary field generated to incorporate the effect of the
Drude dispersion into the governing equation. The value of M, at a given time and space
can be calculated using Eq. 5.4b.
Similarly, a set of equations can be derived for the H field calculation by using Eq. 5.2b

as the dispersion model for u () in Eq. 2.3a.

%—I;I:—i(VxE—ka) (5.6a)
oM,
- = Ho @y, H — ¥, M, (5.6b)

where, M,,, is an auxiliary field.

5.2 Governing Equations for Metal

For metals, the Drude dispersion model only applies for the permittivity. Therefore, Eqs. 2.3a
and 5.5 along with Eq. 5.4b can be used to generate the governing equations for propagation

in metals.

TE Propagation

When the E; # 0 and the plane of propagation is x —y the Ey = E, = 0. The governing

equations are,
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a;fx _ _ﬁ% (5.7a)
% _ %% (5.7b)
ag/fz = g0y E; — YoM, (5.7d)

TM Propagation

When the H; # 0 and the plane of propagation is x —y the H, = H, = 0. The governing

equations are,

JE, 1 (0H,
ey
oM, )
5 = €005 Ex — YeMe, (5.8b)
JE, 1 (0H,
= (Gem) -5
aMey 2

3 = €00y Ey — YeMe, (5.8d)
OH, 1 (0JE, OE,
o u (a—x ~ oy ) (5.8¢)

5.3 Governing Equations for Metamaterial

For metal material Drude dispersion model applies on both Egs. 2.3a and 2.3b. Therefore, to
derive the governing equations for metamaterials, Eqgs. 5.5 and 5.6a should be utilised along
with Egs. 5.4b and 5.6b. By equating the coefficients of £, y and Z, two sets of coupled

equations for the TE and TM modes of propagation can be derived.
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TE Propagation
JH, 1 (JE,
3 _E (a—y +me) (5.9a)
OM,y,, 2
FT = uoa)pme — VMo, (5.9b)
JH, 1 (JE;
= o (e ) 029
oMy, )
5 = Ho 0, Hy — YinMim, (5.9d)
JE; 1 JH, OJH,
a5 5) ) 9
oM, )
5 = & W, E; — YeM,, (5.91)
TM Propagation
JE, 1 (0H,
. <8_y _Mex> (5.10a)
oM., 2
== €W, Ex — YeM,, (5.10b)
JE, 1 (JH;
T w (g +Mey) (5.10c¢)
aM"y 2
5 €W, Ey — YoM, (5.10d)
oH, 1 JE, OJE;
7__E <(a—x— ay ) ‘|—Mmz) (5106)
oM, )
= = Hop,,He — Y, (5.10f)



Chapter 6

Results of Simulations in

Two-dimensions

A C++ code was developed to perform the numerical simulations. To make the code multi-
threaded OpenMP technology was used. The implementation was made dimensionless or
scale invariant [24] by taking the speed of light as ¢ = 1. As a result permeability and
permittivity of vacuum o = 1 and & = 1, respectively. This made the implementation
dimensionless, scalable and for many problem reduces the effect of floating point errors.
The outputs of the program were stored in the VTK file format to visualize with Paraview

software.

(a) (b) (c)

Fig. 6.1 (a) E, field in free space, (b) H, field in free space, (c) Hy, field in free space.
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6.1 Free Space Propagation

In this section, different components of the EM wave radiating from a point source in free
space will be observed. This will allow us to see the propagation and field distribution of

different components of EM wave.

Setup: The computational domain chosen for the simulation is square shaped. The length
of a side of the domain is 100. The resolution of the mesh is 10 per unit length (A =
0.1) The boundaries of the computational domain is surrounded with PML layers similar
Fig. 4.1. The source has been placed at the centre of the computational domain. The time

step considered was 0.05 (Ar = A/2c¢).

Material: The material chosen for the computational domain was free space (u = 1 and
€ = 1). The system has been normalised with the speed of light. Therefore, c = 1 and

Uo=1and g = 1.

Source: Point source at the centre of the computational domain emits continuous sine
wave of E, field component (Transverse Electric). The frequency of the source is

0.15 (normalised as the speed of light is ¢ = 1.).

PML: The PML thickness was 10. The PML profile used can be defined using the follow-

ing equation

0 r<rm

an=o=y , (6.1)
r° r>=rp

Here, r is the distance from the centre of the computational domain in x or y direction.

ro is the distance of the PML interface from in x or y direction.

Result: Figure 6.1(a) shows the E; field expands uniformly with time in all directions
with successive positive (red) and negative (blue) peaks in the radial direction. This field is

radially symmetric and the amplitude of the field dropping with the distance from the point
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(b)

Fig. 6.2 Computational domain shown with PML. Expansion of the E, field with time (a)
after 1000 time steps, (b) 2000 time steps and (c) 3000 time steps

source. The progressive expansion of the H, and H, fields are shown in Figs. 6.1(b) and
(c) respectively; however their extrema are in the y and x directions, respectively with zero
value along the x and y axes, respectively. In the figures, the red and blue colours correspond
to the positive and negative half cycles respectively and the green colour corresponds to zero
amplitude. The field components shown in Figs. 6.1 are taken after 800 time steps. At this
stage the wave is well within the free space area at the middle. In fact Figs. 6.1 exclude the
PML layers from the views.

Figures 6.2 show the expansion of E, component with time. It also highlights the PML
layers and Figs. 6.2(b) and (c) show the affect of PML when propagate inside the PML
layer.

The wavelength calculated from the expansion of the E, field matches the given wave-

length of the point source, which allows the validation of the effectiveness of the solver.

6.2 Planar Waveguide

The goal of this example is to simulate a planer waveguide and compare the field pro-
file obtained using the proposed method with the mode profile obtained using 1D FEM
method [15, 28].
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Fig. 6.3 Schematic diagram of the planner waveguide setup

Setup:  The planer waveguide considered in this section is a planer waveguide with a
Silicon core. The cladding of the waveguide was air. The thickness of the waveguide was
0.2um. As this is 2D both sides of the guide were surrounded by air. The width of the
computational domain was 6.2um and the height was 10um. The resolution chosen for
the simulation was A = 50 per unit length. Time step size is like the previous example is

At = A/2c. Figure 6.3 shows the schematic setup for this section.

Source: In all occasions the wavelength of this example is 1.55um. In the first case, a
point source was placed at the centre the guide was used. In the second case, a line
mode source which injected the field profile obtained using the FEM method into the
source location. In this case a line source with the mode profile was used to emit wave

into the guide.

Observer: An line observer is at the very end of the waveguide in the opposite direction

of the source. The observer was with the PML layer.

PML: The PML was chosen to be 2um. The profile of the PML is the same as previous

example.
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Fig. 6.4 (a) E, field profile for a dielectric planar waveguide with a E, point source (red and
blue parts are the positive and negative half cycles of the propagating wave), (b) Comparison
of E, field profile from the proposed FETD with the point source at the observer point with
the mode profile, (c) E, field profile for a dielectric planar waveguide excited with the E,
mode profile, (d) Comparison of E, field profile from the proposed FETD and the mode
profile
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Result:  Figure 6.4(a) shows the FE, field profile after 5000 time steps. It can be observed,
the E; field is mostly confined inside the Silicon core. Some of the field outside the guide
is radiating away from the guide. As in this case, a E, point source was used to initiate the
propagation. So besides its evolution to a propagating mode other higher order modes were
also generated and radiated subsequently. As shown in Fig. 6.4(a), an observing line was
placed at the end of the guide before the PML boundary layer. The E; field mode profile
along the line was observed during the simulation. This was carried out to extract E, field
profile of the planar waveguide away from the point source. Figure 6.4(b) shows comparison
of the actual mode profile shown by red line and the observed field profile evolved from
the point source. The field profile from the proposed method perfectly matches the mode
profile in the core region, but shows some ripple in the air cladding. This ripple is due to the
radiating field as shown earlier in Fig 6.4(a).

Another simulation was performed by replacing the point source with a line source rep-
resenting the mode profile. The results are presented in Fig. 6.4(c) and Fig. 6.4(d). As can be
seen in Fig. 6.4(c), the structure is supporting the mode without any leakage and Fig. 6.4(d)
shows the exact match of the mode profiles obtained from both the proposed FETD and the
FEM mode solver. This also validates the accuracy of the newly developed approach using

proposed mesh system.

6.3 Metamaterial Flat Lens & Backward Propagation

The goal of this simulation was to show the flexibility and adaptability of the formulation.
Here a dispersive Double Negative (DNG) metamaterial slab was simulated to show back-
ward propagation of the wavefront inside and double focusing of the wave [73]. For this
simulation, the governing equations for Drude model [72] derived in Chapter 5 was in-
corporated into the code and used inside the DNG slab. Backward propagation is also a
property of the metamaterial that cannot be analysed without a time domain method. This
1s because it is a time domain effect.

For the simulation, a rectangular computational domain surrounded with PML boundary
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lation flat lens

Fig. 6.5 Schematic setup and double focusing with a DNG flat lens

layer was taken. The total dimension chosen was 30 x 30 (including PML layers). Resolu-
tion for the simulation was 10 per unit length. The width of the PML layer was 6. A rectan-
gular metamaterial slab was placed at the centre of the domain. The dimension of the DNG
slab was 8 x 17. The material model for both € and u chosen was Drude model described in
Chapter 5. For this simulation following parameter values were chosen. @y, = @), = 5.732
and %, = ¥, = 0. An E, line source with a length of 4 and a wavelength of 1.55 was placed
10 unit distance away from the top of the computational domain above the slab parallel to
its x-axis. The time step size chosen for the simulation was 0.05 sec (normalised assuming
¢ = 1). Figure 6.5a shows the schematic setup of the simulation.

Figure 6.5b shows the result of the simulation after 400 timestep or 20 secs. As shown,
the wave generated from the line source approaches the metamaterial slab perpendicularly.
Inside the slab the field becomes curved and focuses inside the slab. When the field comes
out of the slab, again it focuses outside. The wavefront inside the guide moves in opposite
direction to the direction of movement outside the guide. The wavelength used was 1.55
um. The index of the metamaterial slab was taken as —1. Because, both the u, and &, are

negative at this frequency and the index could be calculated as n = —. /€L,
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{=185 sec

Fig. 6.6 (a) Line source radiating E, field before incident on the DNG slab, (b) interaction
of first half cycle with the DNG slab, (c) after a while when the wave start to propagation
inside the DNG slab, (d) when the wave start to come out of the DNG slab on the other side

Figure 6.6 (a) shows the evolution of field before incident on metamaterial slab. As
can be seen, the wave is progressively moving away from the line source. Figure 6.6 (b)
the first interaction of the wave with the DNG material. The wave is decaying inside the
metamaterial slab. Figure 6.6 (c) illustrates the initial forward propagation of wave through
the metamaterial slab. The speed of propagation is slower than the surrounding material.
Figure 6.6 (d) shows the backward wave inside the metamaterial slab and forward wave
coming out the other side of the slab.

Figure 6.7 compares three successive time steps to show the backward propagation. As
can be seen, the positive half cycle indicated inside the slab is moving towards the source
(upward). Whereas, negative half cycle indicated of the source side is moving away from

the source (downward). Positive half cycle indicated at the bottom is also moving away
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from the source. Due to the negative permittivity and permeability the wave inside the slab
is moving backward. This simulation takes a longer time to settle. So, the PML is required

for this type of simulations. This result also agrees with results presented in [72, 77, 78].
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Part 11

Three-dimensional Formulation



Chapter 7

Governing Equations for

Three-dimensions

To analyse the total effect of EM propagation, the proposed method has to be developed

for three-dimensional geometry. The governing equations arise from Maxwell’s equations

(Egs. 2.3). Both the equations in Egs. 2.3 are intrinsically 3D in nature, as they are applied

on 3D E and H vector fields. The curl operator (V x) is also 3D in nature. In Chapter 2 the

)

assumption - = 0, forces the Maxwell’s equations to generate two sets of two-dimensional

governing equations for TE (Egs. 2.7) and TM (Egs. 2.8) propagation respectively. If the as-

sumption is lifted and the x, y and z directional components from the Eqs. 2.3 are separated,

the following equations can be obtained.

dHX__l(iE_iE)
dt u\dy © 9z °
@_l(iE_aE)
dt pu\ox * 9z °

dH,

1

dt u

dEy 1(8 d )
=2 ——H,—=H,

dt

(7.1a)

(7.1b)

(7.1c)

(7.1d)
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dE,  1(9 . 0
dE. 1(d . @

Equations 7.1 are coupled equations and these six equations can be solved to calculate
the time evolution of the EM wave. As can be seen in all six equations, the E components

can always be calculated using only the H field components and vice versa.

7.1 Space-Time discretisation

To solve Egs. 7.1 using the finite element technique, the space-time domain has to be dis-
cretised by using the finite elements. In Eqgs. 7.1, all the time calculations are on the left
hand side and the space calculations are on the right hand side. This split in the calculation
enables avoiding the four dimensional form and makes the calculation easier by allowing
the discretisation of the domains separately using two 3D meshes for the spatial dimensions

and two one-dimensional (1D) meshes for the time.

7.1.1 Space discretisation

To discretise a 3D structure, linear tetrahedrons are chosen. This approach is implemented
to reduce both the computational load and the memory requirement of each element to a

minimum. The shape function for a tetrahedron is given by

Ni=aix+bjy+ciz+d; (7.2)

where, N is the shape function, i is the index of local node for an element and a, b, ¢ and
d are constants.

The parameters a;, b;, ¢; and d; can be calculated in a similar manner to the parameters
calculated for Eq. 2.10.

As there are 4 nodes in every tetrahedral element, There will be 4 shape functions, Ny,
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N1, N> and N3. Where, coordinate position for the nodes are,

nodeg

nodeq

nodes

nodes

X0,Y0

X2,¥2

X3,Y3

(
(x1,71
(
(

For N; following system of linear equations can be obtained,

X0
X1
X2

X3
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ap a; apy as

bp by by b
where, o7~ = 0o T (7.4a)

¢ € € €3

do d; dy ds

The elements of the matrix can be expressed as,

_ X1Y223 — X1Y322 — X2Y123 +X2y321 +X3Y122 —X3¥221 _ Ao
D9 29

a) =

a; — X0Y233 — X0Y322 — X2Y0<13 +x2y3ZO —I—X3y()22 — X3Y220 _ A]
! 29 29

_ X0Y123 — X0Y3Z1 — X1Y023 +X1Y320 +X3Y021 —X3y120 _ Az
29 29

ax — X0Y122 — X0Y221 — X1Y0Z22 + X1Y220 + X2Y021 — X2Y120 _ A3
3 29 29

_ 12—y —yiza+ysa 4323~y Bo

bo

D9 99

b, — Y022~ Y220 — Y023 T Y320 T Y273 ~ Y372 _ B,
1 29 79

b, = Y03~ Y120 — Yoz +y320+y1z3 —ysu _ By

? 79 79

by — _ YO%1 TY120 7 Y022 +yz0+yiz2—yz _ B3

DD 99

c X122 — %21 — X123 +x321 +x03 —x3z2 . Cp
0=— -
DY D9
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where,

X022 — X220 — X023 X320t X223 —x322 . €y

C]

929 99
o, — _ X021 ~X120 — X023 +x3z0tx1z3—x321 . Co
2 29 " 99
0 021 = X120 — X022 +x20tx122—xz21  Cs
3 29 T 99
d, = X2 = X2y1 — X133 X3+ X0y3 —X3y2 Dy
0 29 29
d, — _ Toy2 = ¥2y0 — X0y3 Tx3y0+x2y3—x3y2 Dy
929 29
dr— X0Y1 = X1Y0 — X0¥3 +X3Y0 +X1y3 —X3y1 _ D,
929 99
dy = — 0V X0 X0y Tx2yo+x1y2 —xoy1 _ Ds
929 929
Ag = — (X1y223 —X1Y322 — X2Y123 +X2Y321 +X3Y122 — X3Y221)

A| = X0y223 — X0Y322 — X2Y023 + X2Y320 + X3Y022 — X3Y220

Ay = — (x0y123 — X0Y321 — X1Y023 + X1¥320 +X3Y021 — X3Y120)
A3z = X0y122 —X0Y221 — X1Y022 + X1Y220 + X2Y021 — X2Y120

Bo = yi1z2 —y221 —y123 +y321 + 223 — ¥322

B = — (Y022 — 220 — Y023 + Y320 + Y223 — y322)
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By = yoz1 —y120 — Y023 +y320 + y123 — Y321

B3 = — (Yoz1 — Y120 — yoz2 + Y220 + Y122 — ¥221)
Co= — (x122 — X221 — X123 + X321 + X223 — X322)
Ci = x0z2 — X220 — X023 + X320 + X223 — X322

C, = — (X071 — X120 — X023 + X320 + X123 — X321)
C3 = X021 — X120 — X022 + X220 + X122 — X221

Do = x1y2 —x2y1 —x1y3 +X3y1 +X2y3 — X3)2

D; = — (xoy2 — X2Y0 — X0y3 +X3y0 +X2)3 — X3)2)
D> = Xxpy1 — X1y0 — X0y3 +X3y0 + X1y3 — X3)1

D3 = — (xoy1 —Xx1Y0 — Xoy2 +X2y0 +X1y2 — X2)1)

DD = xoy122 — X0Y221 — X1Y022 + X1Y220 + X2Y021 — X2)120
—X0Y123 +X0y321 +X1Y0Z3 — X1Y320 — X3Y0Z1 +X3Y120
+X0Y223 — X0Y322 — X2Y023 +X2¥320 +X3Y022 — X3Y220
—X1Y223 +X1Y322 +X2Y123 — X2Y321 — X3Y122 + X3)221

= A3+A2+A;+Ap

and for shape function »;,

=

0 Otherwise
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For shape function N,

ao ap a1 ay as 1
bo by b; by bz 0
co g € C ¢3 0
do dyo d; dy dj 0
(7.5)
ao ao A() / 929
bo bo By/ 29
= fd fnd
co Co C() / 29
dy do Dy/ 229
So, parameters of Ny are ag = @A—_%, by = 5—_0@, co= % and dy = %
Similarly, N parameters are a; = %, by = B—‘g, c| = % and d| = %; N, parameters
are ap, = 3—2@, by = ;_2@, )= QCZ@ and dr, = _g];%g; N3 parameters are az = 53@, by = %,

C D; .
6329—?2811(1613: .@;f’

The variation of the field inside each element can be expressed by,

M
®(x,y,2) = Y Nig (7.6)
i=1

where @ can be any field component (any one of H,, Hy, H,, E,, E, and E, components)
inside the element, ¢; is the field component at the i node of the element (any one of A,
hy, h;, ey, ey, e;) and M is total number of nodes associated with the element. For a linear

element (i.e. four node tetrahedral elements) M = 4.
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7.1.2 Time discretisation

In a way similar to what was shown in the literature [63], the time axis can be discretised

with 1D finite elements. For a linear element the shape function can be written as shown,

Qj=rjt+4q; (7.7)

where p; and g; are the coefficients of the line passing through the nodes of the time
element.

The variation of field between two time nodes can be expressed as,

P .
¥(r)=Y oyt (7.8)
j=1

where ¥ can be any field component (any one of the Hy, Hy, H,, E,, E,, E, components)
inside the element, I//(j ) is the field component at jth time node, P is the number of the time

nodes in the time element and for linear elements, P = 2.

7.1.3 Discretised Governing Equations

Applying both the discretisations on Eqs. 7.1, the discretised form of the governing equa-

tions may be obtained as follows

i [p(E e £ Re) ] o
b I
o (S ) o] oo
Pople B g )] o

" 1|1 4 ON; (n ON; .
oyt = — [g [(Z " hgi)_Za_Zh;(a)> +prey 1)] (7.9)
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(n+1) d (n—1)
e (e ) ] o

where the field components with the (n+ 1), (n) and (n — 1) superscripts are the future,

current and the past values, respectively. It can be noted that each of the equations, when
applied on one element, produces only one future value of the field. For this reason, this one
value of the field cannot be placed on any of the corner nodes of the element. Therefore,
the future field calculated will be stored at the centroid of each element, which is unique.
It can be observed from Egs. 7.9 that the formulation is explicit and data parallel for the

calculation of the field components for each time step.



Chapter 8

The Three-dimensional Mesh

For the 3D implementation of the proposed FETD method the space and time can be dealt

with a 3D space mesh system and a 1D time mesh system similar to section 3.2.

A

Fig. 8.1 A basic tetrahedral element inside a 3D cubic cell

8.1 The Space Mesh

For 3D space discretisation, polyhedral elements can be used. Here linear elements take the
minimum memory and the minimum computation time and the 4-node tetrahedron is the

linear element in a 3D FE discretisation. Therefore, a tetrahedron can be chosen as the basic



8.1 The Space Mesh 68

element type for space discretisation. A basic cube, given by ABCGFHDE in Fig. 8.1 can
be taken as the initial building block and thus a tetrahedron can be obtained from this cube
by drawing a plane through the points A, B and C. The tetrahedron ABCD thus generated is
shaded (in red) in the figure while it should be note that the unshaded part of the cube will
be left unused in the calculation. It should be noted that this is an “Isosceles Right Angled
Tetrahedron (IRT3D)”.

()

Fig. 8.2 (a) 4 x 4 x 4 main mesh generated by using the basic element of Fig. 8.1, (b)
the 3 x 3 x 3 auxiliary mesh generated using the centroid of the main mesh elements in
Fig. 8.2(a), (c) both meshes together

A mesh can then be generated using the basic tetrahedron by adding further tetrahedra
in all directions. Figure 8.2(a) shows a 4 x 4 x 4 mesh generated using the basic element
presented in Fig. 8.1. As can be seen, there are hollow spaces inside the mesh, giving an
overall mesh discretisation, in a way similar to the mesh presented in previous work [63]

presented in Section 3.1.
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At this stage if all the E components are placed in the corner nodes of all the elements
of the mesh, Eqgs. 7.9a, 7.9b and 7.9c will produce one value for all the H field components
at the centroid of each of the elements. To calculate the E field components from these
H field components stored at the centroid, an auxiliary mesh is required which contains
only the centroids of the main mesh as the corner nodes and the corner nodes of the main
mesh as centroids. Figure 8.2(b) shows the auxiliary mesh for the main mesh presented in
Fig. 8.2(a). It can be observed that the mesh in Fig. 8.2(b) is similar in nature and Fig. 8.2(c)
shows both the meshes together.

It should be noted that, unlike the situation in the FDTD method where the components
of both fields are all staggered in space at different points, the meshing system proposed
puts all components of the same field at the same node. This implies, if all components of
the E field are stored in the corner nodes of the main mesh, that all components of the H
field will be stored at the corner nodes of the auxiliary mesh.

This proposed meshing technique will allow a more accurate representation of structures
consisting of non-magnetic materials. The reason for this is that in the EM time domain
and non-magnetic materials, the device structure may be generated with the appropriate
permittivity and the interface between the materials. As all the E field components are at
the same point, only one material interface on the mesh exists to represent the physical
boundary of the device. By contrast, with the FDTD method all the field components are
staggered at different points in space, so for any 3D structure with non-magnetic materials,
there must be 3 different interfaces for each physical boundary. As a result, the FDTD
always makes a representation of the physical boundaries that is inaccurate.

Although the mesh presented in this section is uniform, a more accurate approxima-
tion of the structure can be obtained by moving the nodes on the interfaces. This can be
performed if necessary. To make better approximation this technique does not require in-
creased resolution. For greater efficiency and accuracy, an advance meshing scheme can
be developed. For the FDTD method, moving a node is more difficult as it is a grid based
method. Therefore, a finer grid is needed to increase the accuracy of the representation of

the structure, causing much higher memory requirement and increased CPU time.
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Another major advantage of the proposed technique is the use of the unique mesh sys-
tem. To discretise a cube with tetrahedral elements, a minimum of 5 tetrahedra are required.
The method discussed considers only one tetrahedron and therefore, compared to a full
mesh finite element approach, this method could be up to 5 times faster. This makes the
method better suited to 3D calculations when compared to any other finite element time do-
main method so far reported. As the number of elements that needs to be calculated is very
large for 3D structures and for time domain analysis all the elements have to be calculated
for each time step, these advantages play a vital role in the adoption of the 3D FETD as a

more appropriate approach.

8.2 The Time Mesh

As for time discretisation there is no difference between Eqs. 2.13, 2.14 and Egs. 7.9. There-
fore, the mesh system presented in section 3.2 can be used without any alteration for the 3D

implementation of the proposed method.



Chapter 9

Perfectly Matched Layer Boundary for

Three-dimensions

To eliminate unwanted reflection from the boundary of the cuboid computational domain,
the Perfectly Matched Layer (PML) boundary has to be derived and implemented of the pro-
posed 3D FETD implementation [79]. For three dimensional cuboid computational domain,

7 types of PML has to be derived to avoid any non-physical reflection from the boundary.

They are,
1. XPML 4. XY PML 7. XYZ PML
2. Y PML 5. YZ PML
3. ZPML 6. ZX PML

Similar to Chapter 4, the Auxiliary Differential Equation (ADE) approach was used for
the derivation of the governing equations for different PML layers. To derive different set
of governing equations for different PML layers modified form V operators were used. The

modified Vs are as follows,

REEE SO (9.1a)
X Z
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91 XPML

(9.1b)

(9.1¢c)

(9.1d)

(9.1e)

(9.11)

9.1g)

The X PML is introduced to absorb any field component propagating along x-axis. To

derive governing equations for the X PML layer, the ordinary Vs of Egs. 2.3 were replace

with the modified V, from Eqgs. 9.1a. The coefficients of £, ¥ and Z were separated to obtain

the governing equations of the X PML layer for 3D FETD. The governing equations are as

follows,

dH,
dt
dH,

dr

dH.
dr
dE,

dr

dE,
di

dE,

(9.2a)

(9.2b)

(9.2¢)

(9.2d)

(9.2e)

(9.21)
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dg;c[z] J
dt - Gxa_ZEx (92g)
dé&, 0
xpbl
=0 ayEx (9.2h)
At d .
7 vaHx (9.21)
dty, 0 .
o xany 9.2))

Here, &, &y, Ay and ) are auxiliary field for the X PML layer which are

calculated using Egs. 9.2g, 9.2h, 9.2i and 9.2, respectively.

9.2 Y PML

Similarly, the governing equations for the Y PML can be derived using V, from Eq. 9.1b.

The governing equations for Y PML are,

dH, 1 /0 0

i = (5 5B ) o
an, 19, o,

dt  pu\ox ° 9z

dH, 19

% :_E aEy—{—éayM ayEx oyH,
dE;, 1[0 )

7 =g<a—sz 5.0 %[zl) OyEx
a1, 9,

dt ge\dx ¢ 9z "

dE, 1[0 )
d—;=g<$Hy+%ﬂy[x}—a—ny> oyE,
dé, 0

el 9

dt _GyazEy

(9.3a)

(9.3b)

(9.3¢)

(9.3d)

(9.3e)

(9.31)

(9-32)
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dé,, 0
dyt[ =g, =, (9.3h)
d i, d :
d;ym = 0,5t (9.3i)
dt, 0 .
d;y[ =6, —H, 9.3j)
Here, (5‘;[4, é"y[x], %’fv[z] and %’fVM are the associated auxiliary fields.
9.3 Z PML
Governing equations for Z PML are,
dH, 1/d
dr = —E (a—yEZ—FgZM B Ey) GZHX (943)
dH. 1 /0
d_ty = ﬁ (ECEZ + éoz[x] 3 Ex) o.H, (9.4b)
dH, 1[0 d
dE, 1[0
= = (8_sz + Ay — 5 Hy) o.E, (9.4d)
dE 1/d
d_ty = ~ <£HZ+‘%§[X] 3 Hx> c.Ey (9.4e)
dE;, 1/(d d
dé, 0
o =0 ©942)
dé&, 0
di[ I 0.5 -E. (9.4h)
d iz, d .
—erM = 0.5 1 (9.4)
d i, d _
dtZ[ = 0.5 H. (9.4j)

Here, &1y}, &>

| and 777, are the associated auxiliary fields.
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94 XY PML

Governing equations for XY PML are,

dH, 1/ _ 9

U= (5 5 ) o oo

dH, 1/d _ 9

U (G g ) o o

dH, 1/ 9 P

dtZ — _ﬁ (EEy_‘_é[;[x} _ a_yEx—é(;[y}) _Gtz_Gsz_q)z (95C)

dE, 1(9 P

dE, 1[0 P

e (G e ) o 2

dE. 1/ 9 J

;§=E(£%+%m—;ﬁfﬁ@0—@@—%@—%: ©-5D

d& P

d);[z] — G}’a_ZEy (95g)

d&

émzwga (9.5h)
Z

A&, P .

—H = 0,=E, (9.50)

&

bl GX%EX 9.59)

d A1 J

0 h, 9.5K)

dit;

mm %gm: (9.51)
Z

Ay, 9

_7¥:@$% (9.5m)

A

_7¥:%%m (9.5n)

d;;z — 6.0 H, (9.50)

4%

?f:@%& (9.5p)

Here, 5;[2], @@x[z], 5y[x], @“}M, e%”y[z}, %[Z], %”y[x], %@M, @, and V¥, are the associated
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auxiliary fields.
9.5 YZPML
Governing equations for YZ PML are,
dH, 1 /0 d
7 = _ﬁ (a_yEZ + (g)ZM 3 Ey — (”@y[z]) — Gny —oH, — D, (9.6a)
dH 1/d
ol (aE - E) o.H, (9.6b)
dH. 1 /0
dtz == (aEy—i—é"y[x] 5 Ex> o,H, (9.6¢)
dE, 1[0
7 = E (a_yHZ + %M 3 Hy — %[Z]) — GyEx - GzEx - lP)c (96d)
dE 1/0
d_ty = (nyZ + Ay ) Hx) C.Ey (©.6¢)
dE. 1[4 d
W= e (gt gy) o oo
dé, d
o =0 9.69)
dé&, d
dyt[z} _ Gya_z E, (9.6h)
dé&, 0 .
dzt[ ] _ GzaEz (9.61)
dé, 0 .
d.J d
dtZM _ Gza_yHZ (9.6k)
dJrz, d
d;’[z} — Gya_ZHy (9.61)
d i, d
d it d
d:[ 1 _ Gngy (9.6n)
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dd

dtx = 0,0,H, (9.60)
d¥,

= = 0,0,E, (9.6p)

Here, @QZM’ 5;[4, (”@z[x]’ (%[x], ’%?[y]’ %[Z], f%az[x], f%’;m, q)x and lPx are the auxiliary vari-

ables.

9.6 ZXPML

Governing equations for ZX PML are,

e _ _ﬁ (%E Ly %Ey) ~G.H, 9.72)
% = % (%Ez + g’z[x] — a%Ex — @[z}) — o;H, — o Hy, — P, (9.7b)
= (3B~ 5B by) - o ©9.70)
1 ((%H Ay (%Hy> —G.E, ©.7d)
% _é (%HZ + %’?M — (%Hx - %’;M) —0oE,— ok, — P, (9.7¢)
% = Z%EZ 9.72)
di[ﬂ - xa% E, (9.7h)
d‘:jiM - Za% E. (9.70)
P GX%EX ©.7)
i 031 0.7%)
62, ©.7)
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d%m d
d%m 0
7 = Gxa—ny (9.7n)
dd
oo, 9.70)
% = 0,0k, (9.7p)
dt

Here, &, &) E2py)s Expy)s Hay)s Hopn)s Hal)s Hapy)» Py and Wy are the auxiliary vari-

ables.

9.7 XYZ PML

Governing equations for XYZ PML are,

de _ _ﬁ (%EZngZM _ (%Ey _@@y[z]) — G,H, — 0,H, — . (9.82)
% _ ﬁ (% E.+ &g — (%Ex - gx[zo — G.Hy — G, Hy — @y (9.8b)
dgz _ﬁ (%Eﬁg\yw _%Ex_é;M) — 6yH. — 0,H. — @, (9.8¢)
5 _1 ( a% Het oy %Hy _ f@m) GyE, — G.E,— P, 9.8d)
% _é (;XHZ + ‘%’;M — %Hx - %’;[ZO —o;E,— ok, — P, (9.8e)
% _ é (%Hy + Aoy (%Hx _ %;M> — 6,E. — G,E. — V. (9.86)
%@:@%@ ©0.8g)
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d(jytm ~ o, ;ZEy (9.8h)
dim — 0. ;XEZ (9.8i)
% . a% : 9.8j)
d(jth — o, aaxEy (9.8K)
df;’;m GX%EX (9.81)
d’fw ) ;yHZ (9.8m)
d‘fm ya%Hy (9.8n)
d’ifm : ;XHZ (9.80)
6.2 h, ©.5p)

@ = y%Hy 9.8q)
djj‘w - %H (9.80)
dj;" = 0,0,H, (9.8s)
% = 0,0:H, (9.81)
dj:z = 0,0,H, (9.8u)
d;;x = 0,0,E, (9.8v)
% = 0,0:Ey (9.8w)
dzz = 0,0,E; (9.8x)

Here, &z1y)> Eye)» Gat» Extals Gy Eabl> Habl> Pt Kot Pty Aot Ayl P> Py

D, ¥, ¥, and ¥, are the auxiliary variables.



Chapter 10

Results of Simulations in

Three-dimensions

A C++ code was developed to perform the numerical simulations. Using the threading
mechanism in C++11 the code was made multi-threaded. The overall implementation was
made dimensionless or scale invariant [24] by taking the speed of light as ¢ = 1. Similar to
the 2D implementation described in Chapter 6, the permeability and permittivity of vacuum
are taken as o = 1 and &y = 1, respectively. The output of the program is stored in the VTK

file format to visualize with Paraview software.

10.1 Free Space Propagation

The simplest possible test which can be performed using the code is the free space propa-
gation from a point source. To carry out this test, an H, continuous sine wave point source
was placed at the centre of a cubic computational domain and the wavelength chosen was
1um. The dimension of the cubic computational domain wss 10 x 10 x 10. The resolution
of the mesh was chosen to be 10 per unit length. The time step size chosen was 0.01 sec
(normalised considering light speed ¢ = 1). The PML was placed around the computational
domain to truncate it and absorb all the reflections from the boundary of the computational

domain. The depth of the PML was 2 unit length. To illustrate the output of the simulation,
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®) E,

Fig. 10.1 (a) Axes of all plots are shown in this figure, (b) H;, (¢) Hy, (d) Hy, (e) E,, (f) E,
and (g) E; field distribution in space after 1000 time steps for a H, point source at the middle
of the computational domain.
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Fig. 10.2 Line plot over all three axes through the centre of the computational domain for
the free space propagation
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three slices were taken from the volume after 1000 time steps where the centre of each slice
was placed at the centre of the computational domain. The ‘slicing planes’ considered were
parallel to the xy, yz and zx planes of the computational domain and Fig. 10.1 shows the
field distribution in these planes.

As can be seen, all the fields radiating from the centre of the computational domain
have been absorbed at the outer boundary and there is no sign of reflection visible inside
the domain. Figure 10.1 (b), shows the distribution of the H, field and although the field
is inserted directly by the source at the centre, the field propagates uniformly in xy-plane.
The field intensity decreases gradually when the propagation direction changes from the
xy-plane towards the z axis and there is no propagation of the H, field in the z direction.

The propagations of the H, and the H, fields are mostly confined in the zx and the yz-
planes, respectively. The propagation of the field It should be noted that these Hy and H,
fields were evolved from the H, point source. However, the E, and the Ey fields do not
propagate in the zx and the yz, planes respectively. For this setup with the H; source, the E,
field does not develop and Fig. 10.1 (g) shows no presence of a E, field in that domain.

It should also be noted that H, and H, fields do not evolve on any of the axises. They
expand in 45° with the axises of zx and zy planes respectively. Figure 10.2 shows the field
expansion on the three axis in space after 1000 time steps. It confirms that the H, and H,
fields do not evolve on any of the axises. But H; field with a decaying sinusoidal variation

on x and y axis.

10.2 Nanowires

Next, to illustrate the guiding of an EM wave in a waveguide, a silicon nano-guide is sim-
ulated and the cross section of the nanowire can be seen in Fig. 10.3 (a). The Si core of
the waveguide was fabricated on a SiO, buffer layer where the waveguide considered here
is 240nm in height and 500nm in width. An Hy, sine wave point source at a wavelength of
1.55um wavelength was placed at the centre of the guide cross section at z = 1.1um. The

resolution for the simulation was 50 nodes/um where the time-step size was taken as A/2c
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Silica Substrate
Si Core

Spm ﬁ.24pm
~
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Fig. 10.3 (a) Cross section of the nanowire, (b) Propagation of H, field inside the guide, (c)
Mode profile of the dominant Hy, field, (d) Mode profile of the non-dominant H, field.
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and A is the size of a cell in um with ¢ being the speed of light in pm/s.

As the radiation from the point source propagates along the guide, the mode profile of
the guide then develops. Figure 10.3 (b) shows the propagation of the H, field injected inside
the waveguide after 5000 time steps. Figures 10.3 (c) and 10.3 (d) show the mode profiles
for the Hy and H, fields, respectively. These mode profiles were captured at a distance of
3um from the source on a plane parallel to xy-plane. It is encouraging that this result agrees
well with the mode profile of the same silicon nanowire, obtained by using a full-vectorial
finite element method (VFEM) [80]. The effective index of the guide was also calculated

by using Eq. 10.1 [81], as shown below

1
Reff = ko—d(¢|b—¢|a) (10.1)

where, ky is the wave vector for free space propagation in a vacuum; ¢|, and |, are the
phases of the wave at two different observation points a and b at the same time and d is the
distance between these two points.

To calculate the effective index, the field distribution along the central axis of the nanowire
was determined after 5000 time-steps. The phases were recorded at distances of 3um and
4um away from the source on the central axis and from these two fields the effective index
of the structure was calculated to be 2.4721.

To benchmark this result obtained for the effective index, the same nanowire design was
simulated using the VFEM [15, 28]. Similar H, and H, field patterns were obtained for the
fundamental mode from the VFEM and as a result, the effective index was calculated to
be equal to 2.4751. It is pleasing that the results obtained are very close, considering that
the proposed method uses discrete time and space axes, whereas for the VFEM method is a

steady state solver and the propagation axis considered to be continuous.

10.3 Nano Power Splitter

To evaluate further the code developed in this work, a structure which is non-uniform along

the axial direction was considered and its characteristics simulated. For this purpose, a
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Fig. 10.4 (a) Schematic 3D diagram of the nano power splitter (sky blue part is the Si core
and orange coloured part is SiO; substrate), (b) H), field profile at the central zx-plane of the
power splitter after 9000 time-steps, (¢) Comparison of the Hy, field of the output waves in
output guide 1 and 2 at the central z-axis after 9000 time-steps
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compact MMI-based power splitter was considered [82] where the core of the power splitter
was considered to be fabricated from Si and the buffer layer was SiO,. The structure consists

of three parts, as discussed below

1. The input guide
2. The splitter section

3. The two output guides

The height of the Si structure was taken as 200nm in all the sections. The widths of
the input and output guides were taken to be 400nm. The multimoded splitter section was
considered to be 6 um in width and 30 um in length. These type of power splitters are called
“multimode interference power splitter”. When the light enters the multimoded splitter
section, it spreads out into the larger core and wave reflected from the boundary of the
splitter section interfere and produce multiple modes. The design methodology for this type
of device was presented in [83]. The input power into the splitter section is coupled only to
the even modes due to the symmetrical design. These modes propagate with different phase
velocities, shaping different power profiles. The propagation constant of these even modes

can be approximated by,

B = 2,1—”\/ N2— —(Z'TV;?W ~ By - —(mi; mI)VM (102)
eff eff
Here, N is the effective index of the guiding layer, A the vacuum wavelength, m(0, 1,2)
the even mode number, and W, 77 is the modified width of the multimode rectangular section,
assuming the mode is perfectly confined inside the section. This modified width is slightly
larger than the real width. It is defined as,

AT A (10.3)

2_ 2
2,/N*—n I
Here, ny is the effective index of the fundamental mode of the multimode section. So, all

the even modes constructively interfere at a distance along the propagation direction defined
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(@) (b)

Fig. 10.5 (a) H, field profile propagating in the nano input wire, (b) H, field profile after
splitting the input power into two at the output nanowires

by

NW?2
d= Teff (10.4)

where, the input image is reproduced. At distances defined by d/n, where n is an arbi-
trary positive integer number, the modes interfere shaping a pattern with n images equally
spaced.

In the simulation an H, field point source at a 1.55 um wavelength was placed at the
center of the input guide where the length of the input guide was chosen to be 5 um to
form a mode before entering the splitter section. These output waveguides were placed
1.5um away from the center of the splitter and the resolution taken for the simulation was
20 nodes/um, with the time-step size being A/2.5¢. Figure 10.4 (a) shows a 3D schematic
diagram of the structure where Figure 10.4 (b), shows the Hy, field distribution after 9000
time-steps (180 secs considering light speed ¢ = 1). It can clearly be seen from Fig. 10.4
(c) that the output waves are both equal in amplitude and phase. Therefore, the structure
divides the input into two coherent and equal amplitude parts at the output waveguides and
the mode profiles of the H, field both at the input and output of the nanowires are shown in

Figs. 10.5 (a) and 10.5 (b), respectively.
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10.4 Nano Directional Coupler

For a rigorous benchmark with the full-vectorial FEM mode solver [15, 28] a nano direc-
tional coupler was simulated with variable spacing between the two nanowires. A schematic
diagram is presented in Fig. 10.6. The orange part of the diagram is the buffer layer or sub-
strate. The two blue parts are the two nanowares of the directional coupler. The width
and height of the cross-section of the two nanowires are taken as 0.5 um and 0.2 um, re-
spectively. The distance between the two guides are taken as s which was varied between
0.1 — 0.5 um. The core material of the nanowires is Si which is placed on top of SiO, buffer
layer. The top of the guide is surrounded by air. The source of excitation was considered
to be a monochromatic source of wavelength 1.55 um. Hence, the refractive indices of Si,

Si0; and air are taken as 3.5, 1.455 and 1.0, respectively.

0.50um

Fig. 10.6 Schematic diagram of the nano directional coupler
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i

(a) Even mode of the nano directional coupler

i

(b) Odd mode of the nano directional coupler

Fig. 10.7 Odd and Even mode associated with the nano directional coupler

10.4.1 Full Vectorial FEM Analysis

To obtain the coupling distance of the nano directional coupler the odd and even supermodes
of the structure was obtained and their corresponding propagation constant were taken. The

coupling distance was calculated using the following formula,

T

| ﬁeven - ﬁodd|

Here, L. is the coupling length of the directional coupler, Beyen and Boqq are the prop-

L.= (10.5)

agation constants of even and odd supermodes respectively. The odd and even modes for
the guide presented in Fig. 10.6 when the separation of the nanowires is 0.1m is shown in

Fig. 10.7.
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10.4.2 Calculation of Coupling Length using the FETD 3D

To obtain the the coupling length of a nano directional coupler, the 3D structure of Fig. 10.6
was created with 3D mesh system. The computational domain was surrounded with PML
layers and a continuous point source of 1.55um was placed into left nanowire. As the
nanowire structure only support fundamental mode, the propagating light inside the guide
quickly form mode and started to couple from the left nanowire to the right nanowire and at
one point in the propagation direction the entire wave moves from the the left nanowire to

the right nanowire.

Point Source

Coupling Point

Right nanowire

Left nanowire

Fig. 10.8 Modelling the nano directional coupler using the proposed 3D FETD with
nanowire separation of s = 0.1 um after 2450 time-steps

The computational domain considered was 4 x 3 x 15um?>. The resolution chosen was
20 per unit length. The time step size chosen was 0.025 sec (normalised). The depth of the
PML layer was 1um. A H, field point sine wave point source with 1.55um wavelength was
placed at the point (1.65, 1.6, 1.1) at the centre of one waveguide.

Simulations were performed by the increasing the nanowire separation s from 0.1 um

to 0.5um. A slice of the computational domain parallel to the z —x plain at y = 1.6 um



10.4 Nano Directional Coupler 92

has been shown in Fig. 10.8. The H, field profile shown in the figure was taken after 2450
time-steps. The structure taken into consideration has a separation of 0.1um between the
guides. The field profile presented clearly shows the transfer of propagating wave from one
guide to the other.

To obtain the exact coupling length the minimum amplitude point on the propagation
axis has to be found in the left nanowire. To obtain that all the H field profiles of the
computational domain for all time-steps were saved and only the field distribution along the
central line of the left guide was extracted from all the field profile using a Python macro in
Paraview. Using the extracted data the magnitude profile of the H field at each times-step

can be obtained,

Hy = \HE + B2+ H? (10.6)

Coupling Length form FVFEM < Coupling Length from FETD3D
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Distance Between nanowires s ym

Fig. 10.9 Comparison of coupling length obtained from FVFEM and the proposed 3D FETD
method
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If the source is stationary at the same point the maximum and minimum magnitude
point on the structure will appear at the same point along the guide. Therefore, the average
magnitude profile over time can show the maximum and minimum magnitude points on the
structure.

The average magnitude profile H,,,,,) at can be calculated using Eq. 10.7
B Yo Hu)

Hyyavg) = B a— (10.7)

Here, N is the total number of time-steps calculated with the 3D FETD.

The coupling length can be obtained by finding the position of the minima and max-
ima in H,,,,) and calculating the distance between these two successive maximum and
minimum points. To obtain the precise coupling length a MATLAB code was developed.
Figure 10.9 shows the comparison between calculation of coupling length using the Full-
vectorial FEM method and the proposed 3D FETD method. As can be seen the results
obtained from the 3D FETD are very close to the results obtained from the full-vectorial

FEM method.
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Chapter 11

Numerical Dispersion

For the numerical simulation, the computational domain has to be discretised. However,
due to the discretisation, phase error can be introduced into the propagating plane wave.
The reason for the numerical dispersion can be both the shape function and and the position
of the nodes of an element. In most occasions a fixed shape function is determines the dis-
tribution of the field components inside an element. In most situations the shape function
do not represent the distribution function of the propagating wave and thus introduces error.
The position of the nodes of an element in space also can introduce error. This is because
the nodes directly effect the shape and behaviour of the shape function inside the domain.
i.e. A uniform triangle might introduce less error then a very narrow counterpart. The order
of the shape function also play a vital role in numerical dispersion. Because a higher order
function most of the time produces a better approximation then its lower order counterpart.
In this respect a mesh with more uniform and higher order elements might be better than a
mesh with lower order very narrow shaped elements. As a result of the numerical disper-
sion, the speed of propagation may be slower than the actual speed of the wave. The phase
lag with the actual wave increases with the length of its propagation in the computational
domain. The issue with the phase error gets worse when the error varies with the direction
of propagation. The result of this is different speeds of propagation in different directions,
which is equivalent to an artificial anisotropy imposed on the wave by the discretisation

even when the material is actually isotropic. This phenomenon is known as ‘“Numerical
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Dispersion” [36] or “Numeric Anisotropy” [84]. This dispersion can be minimised by in-
creasing the resolution of the discretisation [12], but to do this would require more memory
and more computations.

The method proposed here can be very efficient with the discretisation and can represent
the structure accurately with fewer elements. However, even if the structure was accurately
discretised with an efficient meshing algorithm, if the numerical dispersion of the output
mesh remains high, an erroneous solution can be obtained for a longer propagation dis-
tance. To reduce the error, the resolution of the mesh needs to be increased. As a result,
there will be little benefit in terms of memory usage and computational load. Therefore, to
achieve maximum memory and computational efficiency, a mesh with a minimal numerical

dispersion need to be considered.

11.1 Numerical Dispersion for Two-dimensional

Formulation

For convenience of calculation, the matrix form of the equations of Eqs. 2.13 and Eqgs. 2.14

will be used. For TE propagation, equations Eqgs. 2.13 can be written as,

() =t 2
do® ! I oN
Heonh - fa ey
T
(e L - {5) s

where, superscript 7' is the transpose operator to convert a row matrix into a column

matrix and vice versa.
Section 3.1 introduced one main and one auxiliary mesh to hold the E and H field com-

ponents. In Section 3.2, the time nodes were divided into sets M and N for the E and H
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fields, respectively. In Egs. 11.1, the field components for the space node of the main and the
auxiliary meshes are denoted with k and / subscripts, respectively. For the time nodes, the
field components for the members of M and N are denoted with (m) and (n) superscripts,
respectively. The angle brackets ( ) are used to denote the centroid of the current element
and the square brackets [ | are used to denote the current time.

Following steps were previously been used to derive the numerical dispersion rela-
tion [25]. To calculate the numerical dispersion of the proposed method similar steps were
used.

To study the numerical dispersion relation, a monochromatic source was assumed for

the TE mode of propagation where E,, H, and H, can be expressed as

W) = Hyged (@Ko =) (11.22)
W = By~ n) (11.20)
egkm) _ Ezoej(a)t<m)—1€xJCk—ﬁyyk) (11.2¢)

where, K = £k, + JK, is the numerical wave vector, ® is the frequency of the source and
Hyy, Hyo and E are the amplitudes of the H,, H, and E, field components, respectively.
Applying Egs. 11.2 to Eq. 11.1a and Eq. 11.1b, the expressions for H,y and Hy (in terms

of E,p) can be obtained.

K‘Ax—l—KAy
E e J x Bk yRYVk
z0 {

X0 = —— " {8&} (11.3a)

C )

Hy = 3 {e—j(@mwmw} {aNk} (11.3b)

e Y

where, Axy ;) = Xy — X(1y> AVi(i) = Yi(i) — V(1) Atgn) = zi”) —¢lml i is the local index of a

H/—’

N| < S

node in space element and 7 is the local index of a node in time element.
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Applying Egs. 11.2 and Eqgs. 11.3 on Eq. 11.1c and dividing both sides of the equation

by E.(, the numerical dispersion relation can be obtained

aom " aom "
jor™ [ joa™ _
fos} {422} oy {2271
o INOT [ ienie oN "

2 —j(Rebt KAy L ) Z U ] —j(&Ax+Ay) | ) 2V
Vp ({e o k}{8x} {e o ]}{8)6}

A e ON T A oN T

— j(KeAx 4Ky Ayy ) IV . —Jj(KeAx;+KyAy;) g

+{e 5 }{ay} {e : }{ay} ) (11.4)

where, v, = \/+T Axy(i) = X1() = X(ky> AViti) = Vi) — Yk)» Atgm) = t,ﬁ’”) — ", i is the local

index of a node in space element and 7 is the local index of a node in time element.

For omnidirectional propagation in an isotropic medium, Eq. 11.4 can be written as

{eja)At(”>} {@}T . {eijt(m)} {dQ(m) }T =
dt dt
W ({ejk(AxkcosmAyksinw} {%}T ) {%}T

- : ON T - : PR
~jR(Agcosotaysing) L J ONe LT S jr(Avcosoraysing) | [ ON
+{e }{ 8y} {e }{ay} > (11.5)

where, K, = Kcos ¢, K, = Ksin¢ and ¢ is the direction angle of propagation with respect
to the x-axis. Equation 11.5 does not assume any specific shape for the mesh. As a result,
this relationship holds for all types nodal meshes including all types of linear triangular
meshes. The following sections will only compare 2 types of linear triangle meshes. This is
because of the low resource usage for the linear triangle meshes.

Equation 11.5 can be used with Newton’s iterative method to obtain the numerical wave
vector K. Newton’s method, also called the “Newton-Raphson” method, is a root-finding
algorithm that uses the first few terms of the Taylor series of a function in the vicinity

of a suspected root. In the work of Taflove and Hagness [12] a similar technique was
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Fig. 11.1 Calculation of phase velocity using (a) IRT mesh and (b) ET mesh, (c¢) Comparison
of phase velocities in different directions for different resolutions in IRT and ET meshes.
Dashed and solid lines are normalised phase velocity curves for the IRT and the ET meshes,
respectively

used to calculate the wave vector in all directions. The normalized propagation velocity,
vp/c = 27/ Kfinar can be calculated using the final converged value for a specific angle of

propagation.

11.1.1 Calculation of Numerical Dispersion

To calculate the numerical dispersion of the mesh presented in Section 3.1, Newton’s itera-
tive method was implemented using Eq. 11.5 in MATLAB. This code was used to calculate
the phase velocity of the EM wave in different directions using two different meshes: first,
the IRT mesh used in Section 3.1 (shown in Fig. 11.1(a)) and the second, an “Equilateral
Triangle (ET) Mesh” shown in Fig. 11.1(b). The calculation of the numerical dispersion was
performed for different resolutions. For simplicity, the resolution of a mesh is expressed in
the form m/A where, the resolution is m points per wavelength. This convention will be
followed throughout this thesis.

Figure 11.1(c) shows the phase velocity variation for resolutions from 4/4 to 10/A4,

with the propagation angle ¢ in degrees. As it can be seen, the phase velocities of the IRT
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mesh (dashed lines) show a high variation with the angle, ¢. On the other hand, phase
velocities of the ET mesh (solid lines) are almost constant. A slight ripple can be seen for
more coarse resolutions of 4/A and 5/A. Resolutions higher than 5/A show no variation in
phase velocity for the ET mesh. However, for the IRT mesh, a high phase velocity variation
is visible for all resolutions, as shown in Fig. 11.1(c).

A more precise measurement of the numerical dispersion can be obtained from the stan-
dard deviation of the phase velocities for different propagation angles. Figure 11.3 shows the
relationship between the standard deviation of the normalized phase velocity with the reso-
lution for both type of meshes. The horizontal green dashed line in Fig. 11.3a denotes the
standard deviation of the phase velocity of 30/A resolution with the IRT mesh (3.25 x 10™%).
As can be seen, the numerical dispersion of 5/A resolution for the ET mesh is below the
dashed line and the standard deviation of the phase velocity is lower (2.132 x 10~#) than
that of the 30/A IRT mesh. So, the numerical dispersion is less for the ET mesh with 5/A
resolution than the IRT mesh with a much finer resolution of 30/A. This allows a reduc-
tion of resolution by a factor of 6 which can be used for the ET mesh to obtain a similar
numerical dispersion. This factor can be called the “Resolution Reduction Factor (RRF)”.

When the resolution of the ET mesh is increased, the RRF also increases. Figure 11.3b
shows a comparison of the standard deviation of the phase velocity of the 200/A IRT mesh
with that of the ET mesh. As can be seen, a slightly lower standard deviation can be obtained
using a resolution of only 11/A in the ET mesh with the RRF value of more than 18. To
make a more precise measurement of the RRF, the following mathematical procedure is
used.

Although the standard deviation of the normalised velocity of the wave for the IRT
and the ET meshes behave in a different manner the mean of the velocity does not show
significant variation. Figure 11.2 shows the comparison. As can be seen there is little

difference between them.
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Fig. 11.2 Comparison of phase velocity of the IRT and ET mesh

11.1.2 Calculating Resolution Reduction Factor

Since the calculations of normalised phase velocities for the ET and the IRT mesh have to
be carried out separately using procedure described in Section 11.1, two different sets of
resolutions RESgt and RESgt are taken for the ET and the IRT meshes respectively.

The standard deviation of the normalised phase velocity can be expressed as function of
resolution r can by any real number. For IRT and ET mesh the standard deviation function
can be STD;g7(r) and STDgr(r) respectively.

To calculate the RRF calculated by finding the resolutions ;g7 and rgr for IRT and ET
meshes with produces almost the same value with STD;z7(r) and STDg7 (r) respectively.

Now the RRF can be calculated by dividing rjgr by rgr,

RRF(I”[RT, rET) = ’”Iﬂ (116)

TeT

An inverse relation can be defined as follows between the RRF and the rgr
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rer (RRF) = ;’;; (11.7)

This procedure was implemented in MATLAB to determine nature of the relationship
between the resolution for the ET mesh and the RRF. The relationship between the RRF and
the resolution of the ET mesh, rg7(RRF') can be seen in Fig. 11.4 where rg7 (RRF ) is nearly
a linear function. Hence, the RRF improves linearly when the resolution is prograsively

increased.
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Fig. 11.4 Resolution Reduction Factor vs resolution of the ET mesh, Zgr

11.1.3 Comparing Numerical Dispersion of Meshes by Simulation

The theoretical analysis of numerical dispersion shown in Sections 11.1, 11.1.1 and 11.1.2
can be verified by running simulations with both type of mesh using the C++ code. To com-
pare the numerical dispersion of both the meshes, a very simple setup was made. A point

source was placed at the centre of a square computational domain of free-space (i, = 1 and
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& = 1). The computational domain was also surrounded by appropriate PML boundaries,
as shown in Fig. 11.5a. The point source placed at the centre is an E, field continuous
sine wave source with frequency 1 Hz (normalised). For all the simulations, cAf/Al = 0.1
(where, At is the length of 1 time step and Al is the length of both the x and y sides of an
element in the IRT mesh and the length of any side of that of the ET mesh) was maintained.

Initially the simulations were performed at a resolution of 10/A. Figures 11.5b and
11.5¢c show the E, field profile after 2000 time steps. At this resolution, the standard de-
viation of the normalised phase velocity, v, /c, is 3.041 x 10~3 for the IRT mesh and only
1.032 x 107 for the ET mesh (see Fig. 11.3a). Although the standard deviation of vp/c for
the ET mesh is much smaller than that of the IRT mesh, however in this case both the values
are small enough to make the E, field profiles almost identical (to the naked eye) for small
computational domains, as shown in Fig. 11.5b and 11.5c.

However, at lower resolution, the effect of the numerical dispersion can be easily visu-
alised on the field profile, even in a small computational domain. Hence, simulations were
performed at a resolution of 4/A. At this resolution, the standard deviation of v, /c for the
IRT mesh is 2.598 x 10~2 and that for the ET mesh is 6.611 x 10~*. The standard deviation
of v, /c for the ET mesh at this resolution is lower than that of the 10/A IRT mesh. So the E;
field profile of the 4/A ET mesh and the 10/A IRT mesh should be almost identical. As the
standard deviation of v, /c for the IRT mesh at this resolution is higher, the visible distortion
must be present in the E; field profile.

Figures 11.5d and 11.5f show the E; field profiles obtained after 2000 time steps for
the 4/A IRT and the 4/A ET meshes respectively. As has been discussed in the previous
paragraph, the impact of the lower resolution is clearly visible in the field profile presented
in Fig. 11.5d. At this resolution with the IRT mesh, the evolution of the E, field is no longer
circular; rather it became somewhat square in profile. This is due to the speed variation in
different angle of propagation. As shown in Fig. 11.1(c), v, /c at 0°, 45°, 90° are 0.8707,
0.9443 and 0.8707, respectively. These data indicate that the speeds of propagation at 0° and
90° will be 7.36% slower than that of the propagation at 45°. The variation in v, /c is also

a continuous function of the propagation angle. As a result, the E; field profile presented in
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Fig. 11.5 Simulation results of the proposed 2D FETD with the IRT and the ET meshes
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Fig. 11.5d became a rounded square shape instead of circle, as it should have been in the
ideal case.

For the ET mesh at 4/A resolution, the highest point of v, /c in Fig. 11.1(c) is at the 60°
angle and the lowest point is at the 30° angle with their values 0.9124 and 0.9105, respec-
tively, Showing a difference of only 0.019%. Again, the variation of v, /c is a continuous
function of the propagation angle. As the difference of speed is much smaller compared to
that of the IRT mesh of same resolution, the ET mesh at the 4/A resolution retains the near
circular shape of propagation of the E, field profile in Fig. 11.5f.

Results presented in Figs. 11.5d and 11.5f can be further explained by a closer examina-
tion of the evolution of field near the point source. Figures 11.5¢ and 11.5g show the field
close to the point source with an overlay of the mesh used during the simulation. It can be
seen from Fig. 11.5e that, the points surrounding the point source in the IRT mesh are not
equidistant. As a result, the calculated field at the direction of the farthest point moves faster
than that of the closest points. As the points closest to the source are at 0° and 90° and the
farthest point is at 45°, the maximum v),/c is found at 45° and minima can be found along
angles of 0° and 90°.

However, for the ET mesh, all six points surrounding the source are equidistant, as
shown in Fig. 11.5g. The closest point to the source is at 30° at the middle of an edge of the
element. The six equidistant points are located at 0°, 60°, 120°, 180°, 240° and 300° and
along these angles the maximum values of v, /c can be found. The minimum values of v, /c
can be interpolated at a point on the outer edge of surrounding elements at 30°, 90°, 150°,
210°, 270° and 330°.

The above discussion highlights the accuracy of the method when used with the ET
mesh. Even a low resolution ET mesh of 4/A produces an acceptable solution, where the
4 /A IRT mesh is numerically unusable, even in the smallest possible computational domain.

In a more practical situation use of only ET meshes may not be able to represent the
whole device to be analyzed. A small number of other irregular types of elements may have
to be introduced into the mesh system to represent arbitrary shape more conveniently. These

non ET elements can introduce some additional numerical dispersion into the simulation.
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As long as most of the elements are close to equilateral, the overall numerical dispersion of

the entire computational domain will remain considerably small.

11.1.4 Comparison with the FDTD Method

To compare the proposed method with the IRT and the ET mesh with regular FDTD, first
the numerical dispersion relation for regular FDTD for 2D was considered from [12]. Equa-
tions derived for the IRT and ET meshes were compared with the regular FDTD dispersion
relation. Then the regular FDTD method was implemented in 2D and a comparison was
performed to confirm the derived theory.

To compare the numerical dispersion of the proposed method with that of the more
widely used FDTD method, Eq. 11.5 can be further simplified for both the IRT mesh of
Fig. 11.1(a) and the ET mesh of Fig. 11.1(b).

For the IRT mesh, the nodal data of Fig. 11.1(a) can be applied to Eq. 11.5 and the

equation can be simplified as

1 (eja)é _e_jw§>2 _ iz [(e—jfc%cos(p _ejl?%cosq)) . (e—jf(%cosq) _ejfc%costl))
a
+ (e—jf(%sinq) _ejf(%sinq)) . (e—jf(%sinq) _ejk%sin¢>i|

o [ (2] = [ (e« o (e ) (18)

Similarly, the nodal data from Fig. 11.1(b) was applied on Eq. 11.5 and simplified as

[Vipz Sin (%tﬂ - [Sin (KCTWPH g [0.577 - sin (k0.866asin ¢)]>

+ [0.577- (cos <w> —cos(l~<0.866asin(]))ﬂ2 (11.9)

Two parts of Eq. 11.8 are underlined in red and blue and similarly, three parts of Eq. 11.9

are underlined with red, blue and cyan colors respectively. As can be seen, the part under-
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lined with red is common to both the equations. The constants of the blue underlined parts
are different in the two equations. The cyan underlined part in Eq. 11.9 is absent in Eq. 11.8.
Due to this extra element in Eq. 11.9, the proposed method with the ET mesh shows a more

stable solution for all possible angles, compared to Eq. 11.8.

Fig. 11.6 E, field profile after 2000 time steps with the FDTD method (in 2D)

In the work of Hagness and Taflove [12], the numerical dispersion relation for the FDTD
method has been given, which is identical to that the proposed method when used with the
IRT mesh, as shown in Eq. 11.8. Therefore, the numerical dispersion characteristics of the
FDTD method will be similar to that of the proposed method when used with the IRT mesh.

To prove the similarity of the propagation with IRT mesh and the FDTD method, the
FDTD method was implemented and a simulation was performed with a resolution of 4/A
(keeping all the other parameters same as shown in Section 11.1.3). Figure 11.6 shows the
E, field profile after 2000 time steps. It can be observed that, both Figs. 11.5d and 11.6
show similar rounded square propagation for the FDTD and the proposed method with the
IRT mesh respectively. With the ET mesh with the same resolution, the proposed method
however, retains the near circular shape in Fig. 11.5f, confirming the superiority of the

method proposed here.
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11.2 Numerical Dispersion for Three-dimensional

Formulation

For convenience of derivation of the numerical dispersion repletion for three-dimensional

formulation, Egs. 7.9 can be rewritten as,

{a—]\;"}T) (11.10a)
a—]\i"}T> (11.10b)
{aa—yk}T> (11.10¢)
a—]\Z”}T> (11.10d)
{aa_zl}T> (11.10¢)
%}1{#}{%}3 (11.10f)

In a similar way to the 2D numerical dispersion calculation in Section 11.1 - Egs. 11.1,

in Egs. 11.10, the field components for the space node of the main and the auxiliary meshes
are denoted with k and [ subscripts, respectively. The field components for the members of
M and N are denoted with (m) and (n) superscripts, respectively. The angle brackets ( )
are used to denote the centroid of the current element and the square brackets | | are used
to denote the current time.

A monochromatic source was assumed for the TE mode of propagation where E and H

field components can be expressed as
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e}%)() _ Exoej(wﬂ")—z&xxk—ﬁyyk—fﬂk) (11.11a)
e%){) _ Eyoej(wt(”)ffx)ck*ﬁy}’k*ﬁzzk) (11.11b)
6’&112) —Ey ej(a)t(")—lfxxk—lfyyk—’izzk) (11.11¢)
h%; _ onej(wt(’">—ﬁxxl—l?yyz—fzzz) (11.11d)
h%; _ Hyoej(wt("’)ffoz*fyyz*szz) (11.11e)
h%; _ Hzoej(a)t('”>—ﬁxxg—lfyyz—fza) (11.11f)

where, K = XK, 4 JK, 4 ZK; is the numerical wave vector, @ is the frequency of the source
and Eyo, Eyo, Ey0, Hyo, Hyo and Hy are the amplitudes of the E,, Ey, E;, Hy, H, and H, field
components, respectively.

Applying Egs. 11.11 on Eq. 11.10a and Eq. 11.10b the expression of Hyg, Hyo, Hyo, Exo,

Eyo and E can be obtained as,

L (Baleimany {3} g ermany {327

Ho= L. . (11.12a)
u { ejme)} {dQ<m>}
dt
- T - T
(et ma 2] ir )
1. -
K {eijz(m>} {d%i'")}
B [ AL 0N T _jear SN\ T
| (Bo{emany {GhlT — g {eimang {201

Moo= (11.12¢)
Z ‘LL {eijt(m)} {dQ(m) }T
i
m T » T
(HZO {e_jE'Arl} {%_];],l} — Hyyp {e_JL('AI‘z} { aa’\z’l } )

1
€ ArM) dow r
(o) (5

Hy = (11.12b)

(11.12d)
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(o ) i m)

Ep=—-- (11.12e)
6 (o}

. (Hyo [ R} {@} — Hy {e7/54} {%’:}W

Y {e]wm " }{dQ<n>}

Here, Axk@ = Xp(i) — X(1)» AYk(i) = Yk(i) — V) AZk(,') = k(i) — 21> Ary = (Axy, Ayg, Azk),

(11.12f)

Axy iy = X1(3) = Xy AViiy = Vi) — Yy » D2y = 2y — 2y At = (Axy, Ay, Az;), and Atgm) =
() gl Ar) =) g and & = (R, &y, &)

Replacing the value of Hyg and Hyg from Egs. 11.12a and 11.12b in Eq. 11.12f,

EZO.{eijt<")} {di_in)} {erAt m)}{dgh }
Eo ({eﬁ«-m} (I o) (VT
{ejk-Ark}{aaNyk} {e JKArz}{%_IZZ}T> .

9

2
Vp

Eyo{efjgm,} {%_]ZI}T> .{efjg-Ark} {38_1\21«}1 (11.13)

Here, v, = \/L”—g
. T i T
Multiplying {e /&4t } {%} with Eq. 11.12d and {47} {%—ZZI } with Eq. 11.12e

and then adding them the following expression can be obtained.

Y0 {e’jK'Ar’} {%—Ay[l}T =—Ey {e’j&“’} {8a_1\ZQ}T (11.14)
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Applying Eq. 11.14 into Eq. 11.13 the numerical dispersion relation for the 3D formu-
lation of the proposed FETD can be obtained,

+ {e_jK'Ark} {ag_z?f}T . {e_jK'Arl} {88_1\;1}1 (11.15)

Similar to Section 11.1 for omnidirectional propagation in an isotropic medium, Eq. 11.15

can be written as

(11.16)

Here, & = (&, &y, k;) = (Kcos@sin¢, KsinOsin¢, Kcos¢) = K- (cosO - sin¢, sin 6 -
sing,cos¢) =kK-®and ® = (cosO -sing, sinH -sin¢@, cos ).

In a way similar to Section 11.1, Eq. 11.16 can be used with Newton’s iterative method to
obtain the numerical wave vector k. The normalised propagation velocity, v,/c = 27/ Knal

can be calculated using the final converged value for specific angles of propagation 6 and

.
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Fig. 11.7 Two coupled element of the IRT3D and ET3D mesh systems, respectively. The
element from the main mesh is shown in red and the element from the auxiliary mesh is
shown in blue colours, respectively

11.2.1 Calculation of Numerical Dispersion

To measure the numerical dispersion for the 3D formulation of the proposed FETD method,
Newton’s iterative method was implemented in Python using Eq. 11.16. The code can be
used to measure the numerical dispersion for any type of tetrahedron. To investigate the nu-
merical dispersion performance, the isosceles right angled tetrahedral mesh (introduced in
Section 8.1) was used. To compare the performance of the IRT3D mesh with “Equilateral
Tetrahedral” (ET3D) mesh, the code was used to calculated the numerical dispersion per-
formance of the the ET3D mesh. Figure 11.7 shows the coupled mesh arrangement for the
IRT3D and the ET3D meshes, respectively. In both the Figs. 11.7a and 11.7b, the element
of the main mesh is shown in red while the element from the auxiliary mesh is shown in
blue colours, respectively.

Figure 11.8 presents a side by side comparison of normalised phase velocity v, dis-
tribution for the IRT3D and the ET3D meshes for 5/A, 10/A and 30/A, respectively. It
can be noted that the Figs. 11.8a, 11.8c and 11.8e are showing the normalised v,(6,¢)
distributions of the IRT3D mesh for the resolutions 5/A, 10/A and 30/A, respectively. Fig-
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Fig. 11.8 Side by side comparison of normalised v,, of the IRT3D and the ET3D meshes for
resolution 5/4, 10/A and 30/, respectively
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ures. 11.8b, 11.8d and 11.8f are showing the normalised v,,(60, ¢) distributions of the ET3D
mesh for the resolutions 5/, 10/A and 30/A, respectively.

It can also be seen from figure pairs (11.8a, 11.8b), (11.8c, 11.8d) and (11.8e, 11.8f)
that each of the pairs are plotted with the same scale in amplitude. Which also kept the
colour scheme of the surface plot to be the same. All the figure pairs presented in Fig. 11.8
shows that for all resolution the variation of normalised v, in ET3D mesh is lower than the
IRT3D mesh. Hence, the numerical dispersion of the ET3D mesh is lower that the IRT3D
mesh for all resolution. This result is consistent with the finding in Section 11.1.1 for the
2D formulation.

To measure the improvement of numerical dispersion with ET3D mesh over the nor-
malised v, distribution was calculated with the Python code for resolutions from 5/A to
200/ A for both ET3D and IRT3D meshes. Mean and the standard deviation for each reso-
lution was calculated. Figure 11.9 shows the comparison between of the mean and Standard
deviation of ET3D and IRT3D meshes.

As it can be seen in Fig. 11.9a, the mean of the normalised v, is almost the same (for
ET3D mesh, the mean is slightly higher than the IRT3D mesh). But the standard deviation of
for the two meshes in Fig. 11.9b is quite different. The standard deviation of the normalised
vy, for the ET3D mesh is significantly lower than the same for the IRT3D mesh. Which
suggest that although the average propagation speed on both the meshes will be almost the
same, the directional variation of the ET3D mesh is significantly less than the IRT3D mesh.
In other words, the numerical dispersion of the ET3D mesh is significantly lower than the
IRT3D mesh. This result also agrees with the analysis in Section 11.1.2 for 2D formulation.

As the numerical dispersion of the ET3D mesh is significantly lower than the IRT3D
mesh the resolution reduction factor introduced in Section 11.1.2 can be calculated for the

3D formulation in a similar manner.

11.2.2 Calculation of Resolution Reduction Factor

To calculate the resolution reduction factor for IRT3D and ET3D mesh, first the functional

relation between the resolutions of IRT3D and ET3D mesh should be evaluated. To find
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Fig. 11.9 Mean and Standard Deviation of the ET3D and the IRT3D meshes from 5/4 to
200/ resolutions
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the relation of the resolutions of the IRT3D mesh and the ET3D mesh, the resolutions of
each mesh time can be described as two sets RESyrr3p and RESgt3p respectively, in a way
similar to Section 11.1.2, RRF relation for 3D can be derived.

Figure 11.10 shows the relation between the ET3D and IRT3D mesh for the 3D case.

As can be seen, the relation is a linear function.

100

B D @
o o o

Resolution of ET3D Mesh (Sample/A)

n
o

0 50 100 150 200
Resolution of IRT3D Mesh (Sample/A)

Fig. 11.10 Resolution Relation of the ET3D and the IRT3D meshes for resolution 5/A to
500/2

Therefore, “Resolution Reduction Factor (RRF)” introduced in Section 11.1.2, Eq. 11.6
is a constant for all resolutions when IRT3D and ET3D meshes are considered. From the

line in Fig 11.10 the RRF was calculated to be 1.903 for all the resolutions.

11.2.3 Comparison with the FDTD Method

To compare the numerical dispersion performance of the proposed FETD method with the
FDTD method, the numerical dispersion relation for the 3D FDTD method was considered.

Equation 11.17 [12, 25] shows the numerical dispersion relation for the FDTD method.

won ()] = (55)] + [gon (52)] 4

2
~ 2
1 . [(kAz
{A—Zﬂn( 5 )} (11.17)
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Fig. 11.11 Side by side comparison of normalised v, of the 3D FDTD and the proposed 3D
FETD scheme with the IRT3D and the ET3D meshes at 10/A resolution

Here, k = )Efcx + ﬁl}y + 27(2 is the numerical wave vector, Ax, Ay and Az are the divisions
in x, y and z directions, respectively.

Similar to Sections 11.1, 11.2 and [12, 25], a iterative code was generated in Python to
calculate the normalised phase velocity for different resolution. The result obtained from
the Python code for the 3D FDTD method was compared with the result obtained in Sec-
tion 11.2.1 for the IRT3D mesh and the ET3D mesh.

Figure 11.11c presents the normalised phase velocity distribution at 10/A for the 3D
FDTD method, the proposed FETD3D method with IRT3D mesh and the propose FETD3D
method with ET3D mesh, respectively.

It should be noted that the normalised v, distribution for the 3D FDTD (Fig. 11.11a)
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and proposed method when used with the IRT3D mesh (Fig. 11.11b) are exactly the same.
But the normalised v,, distribution for proposed 3D FETD with ET3D mesh is more stable
(Fig. 11.11c) than the previous two. Therefore, the numerical dispersion of the 3D FDTD
method and the proposed FETD method with IRT3D mesh is exactly the same and the
numerical dispersion of the proposed method with ET3D mesh is better than the previous
two.

To investigate it farther, the Python program for normalised v,, calculation was used to
generate mean and standard divination of the normalised v, for resolutions from 5/4 to
200/A to compare the results with the results presented in Fig. 11.9. The results of the
comparison is presented in Fig. 11.12.

In Fig. 11.12, the FDTD results for mean and standard deviation of the normalised v, are
plotted with “+” (Red Coloured Plus) symbols. It can be noted in Figs. 11.12a and 11.12b,
the mean and standard deviation of the 3D FDTD method and the proposed 3D FETD
with IRT3D mesh coincides with each other, although the mean of normalised v, of the
proposed method with ET3D mesh shows a slight improvement, but the standard deviation
of normalised v, of the proposed method with ET3D mesh shows significant improvement
compared to the 3D FDTD method.

As the standard deviation of the 3D FDTD and the proposed method with IRT3D mesh
are same for all resolution, the RRF for the proposed method with ET3D mesh when com-

pared with the 3D FDTD with cubic grid is 1.903 as it was found in Section 11.2.2.
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Chapter 12

Theoretical CPU Performance

For any numerical method speed of execution is a crucial matter. The speed of design,
development and analysis using the method depends on the speed on execution. For a time
domain analysis tool like the FDTD [14], the proposed FETD method, the time domain
methods discussed in [17, 27, 33—40] and all other available theoretically and commercially,
CPU performance is one of the most important factor that directly relates to its success.

The reason the FDTD method introduced in 1966, for which it is still the most dominant
method for time domain electromagnetics, is the FDTD method is designed to be fastest in
execution time for each Yee’s Cell. No other method introduced after FDTD could outper-
form it. The time domain analysis is a time consuming task as for each time-step, the entire
computational domain has to be evaluated using the governing equations of the method in
use. Usually the time-step size is very small compared to the duration of evaluation. There-
fore, a method slower in calculating each time-step will slow down the entire simulation
significantly even if the speed difference is very small; i.e., if a method takes 1 min to cal-
culate 1 time-step and another method takes 1.1 mins and if both method needs to calculate
1000 time-steps, the first method will compete the entire simulation in 1000 mins and the
second method will require 1100 mins. The difference is 100 mins, which is a significant
issue.

As aresult, a theoretical speed comparison with the FDTD method is required to demon-

strate the usefulness of the software as a design tool and also check the commercial prospect
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of the proposed method.

In this chapter the CPU performance comparison is carried out considering Equilateral
mesh (both 2D and 3D) for the proposed method, square (for 2D) and cubic (for 3D) grid
for the FDTD method, resolution reduction factor (RRF) (Sections 11.1.2 and 11.2.2),
CPU optimised formulation and Intel Haswell CPU general purpose instructions and Single
Instruction Multiple Data (SIMD) instructions sets [85] for both two-dimensions and three-
dimensions.

The Equilateral meshes were considered because, it improves the numerical perfor-
mance of the mesh much better than the FDTD methods in both two and three-dimensions.
Therefore, the equivalent resolution for the proposed method with equilateral meshes are
much lower than that of the FDTD. Which means similar output can be obtained from a
much lower resolution. The equivalent resolution for the proposed method can be found by
dividing the FDTD resolution with the RRF of that resolution (discussed in Sections 11.1.2,
11.1.4,11.2.2 and 11.2.3).

To compare the proposed FETD method with the FDTD in Sections 11.1.4 and 11.2.3,
the square and cubic grids, respectively were considered to compare the numerical disper-
sion performance. To maintain the continuity of the analysis and to consider the numerical
advantage shown in Chapter 11, the square (for 2D) and cubic (for 3D) are also used in this
chapter for the FDTD method. Besides, the continuity of the analysis the square and cubic
grid allows maximum CPU optimisation of the governing equations.

The CPU optimised formulation for both the FDTD and the proposed FETD method
were used to have a fair comparison of performance. For CPU optimisation all repeated
calculations were performed prior to the execution of the governing equations and stored in
memory. Thereby reducing the number of operation required to minimum for both methods.

The Intel instruction sets were used because the Intel CPU’s are the most widely used
CPUs in desktops, workstations and even in supercomputers (427 out of top 500 supercom-

puters used Intel CPUs) [86] these days.



12.1 CPU Performance for Two-dimensionals Formulation 123

12.1 CPU Performance for Two-dimensionals Formulation

To compare the CPU performance of the FDTD and the proposed FETD method in two-
dimensions the governing equations for the 2D formulation has to be optimised for the CPU
for both the 2D FDTD method and proposed 2D FETD method. In this section only the
governing equations in Egs. 2.7 for TE wave will be taken for derivation and calculation of
the CPU optimised formulation because, the TE and TM (Eqgs. 2.7 and 2.8, respectively)
governing equations are disjoint and similar steps are required to find the CPU optimised
formulation of the TM governing equations.

CPU optimised version of a governing equation will always try to reduce CPU time by
avoiding costly CPU operations i.e. division, multiplication etc. as much as possible. Costly
operations will only be considered when there is no other way to reduce the number of CPU
cycles (Latency).

This chapter also utilised the Single Instruction Multiple Data (SIMD) instructions pro-
vided in the Intel 64-bit x86 Haswell microprocessors. SMID instructions are special in-
structions developed by CPU Intel which performs the same operation on multiple sets of
data with the same latency of a general purpose instruction (applies it on only one set of
data). For example, general purpose ADD operation could add a pair of integers in 3 CPU
cycles. On the other hand the SIMD ADD operation could perform the same operation on
8 pairs of integers with the same 3 CPU cycles on a Haswell chip. This is advantageous for
a computationally heavy method like the proposed method as the SIMD instructions allow
further parallelisation of the method in sub equation level. SIMD instructions are widely

used for performance enhancement of computationally heavy algorithms [87-93].

12.1.1 CPU Optimised Formulation of the FDTD in Two-dimensions

The discretised form TE propagation governing equations for the FDTD method in 2D has

been presented in [12, 25] as,
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As the square grid is considered for the 2D formulation, the CPU optimal 2D formulation

of the TE governing equations can be written as,

+1/2 ~1/2
Hx|?,j+{/z =Ai jr1j2 [Exllj—Exlij ] + Hx|Zj+{/2 (12.22)
n+1/2 n—1/2
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Here, Ax=Ay=A, A; j = ﬁtm‘ and B; ; = ﬁij.
Equations 12.2 do not perform any time consuming division operations. It should be
noted that Egs. 12.2 avoid performing any repetitive calculation by storing A; ; and B; ; into
the memory. All the equations are composed of addition, subtraction and multiplication
operations which are less time consuming. Therefore, the formulation is CPU optimised.

Similar optimisation can be performed on Egs. 2.8 to obtain the CPU optimised form.
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Table 12.1 Compute Operations and Latencies for 2D FDTD Method with General Purpose
Instructions

Equ. Add Sub Mult Total
Ins. | Late. | Ins. | Late. | Ins. | Late. | Ins. | Late.

122a | 1 3 1 3 1 5 3 11
122b | 1 3 1 3 1 5 3 11
122¢ | 1 3 3 3 1 5 5 17
Total for E — H: 6 22
Total for H — E: 5 17
Total for One Time-step: 11 39

Latency for General Purpose Instructions

Table 12.1 shows the number of instructions required for each equations in Egs. 12.2 when
only the general purpose instructions are used for calculation. The table also list the latency
(no. of clock cycles) required for each and operation and show the theoretical minimum
latency required by each equation for execution. The total latency shows the time required
for calculating one time-step on a single Yee’s cell.

It can be noticed that the FDTD method in 2D requires only 3 general purpose instruc-
tions with a total latency of 11 cycles for both Eq. 12.2a and 12.2b. Total Eq. 12.2¢ requires

5 instructions and the minimum latency is 17 cycles.

Latency for General Purpose and SIMD Instructions

Table 12.2 presents the performance of the 2D FDTD method when SIMD instructions are
used alongside the general purpose instruction set. In can be noticed that only two sub-
traction can be replaced with one SIMD subtraction in Eq. 12.2c. There is no change in
Eqgs. 12.2a and 12.2b as they only use one instance of addition, subtraction and multiplica-

tion. Therefore, execution latency for Eq. 12.2¢ is reduced by only 3 cycles.
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Table 12.2 Compute Operations and Latencies for 2D FDTD Method with General Purpose
and SIMD Instructions

Equ. Add Sub SIMD Sub Mult Total
Ins. | Late. | Ins. | Late. | Ins. | Late. | Ins. | Late. | Ins. | Late.

122a | 1 3 1 3 0 3 1 5 3 11
122b | 1 3 1 3 0 3 1 5 3 11
122¢c | 1 3 1 3 1 3 1 5 4 14
Total for E — H: 6 22
Total for H — E: 4 14
Total for One Time-step: 10 36

12.1.2 CPU Optimised Formulation for Proposed FETD in Two-dimensions

The discretised form TE propagation governing equations for the proposed FETD method
in 2D has been presented in Egs. 2.13. Although only the equilateral mesh is considered,
no optimisation is performed for the specific shape of the elements. Because, the reason of
using FE based method is to have the flexibility to modify the shape of the element to have
accurate representation of the structure. Therefore, the optimisation will only consider the
minimisation of the CPU instructions by pre-calculating and storing repeated operations.
Similar to Section 12.1.1. Although the formulation in Egs. 2.13 allows unequal division
of time-step, for optimisation calculation equal division of time-step is considered. The
reasons are, firstly, the FDTD method always carried out equal division for E field and H
field calculation. To have a fair comparison for the space discretisation, it is assumed that
the time discretisation should remain the same. Therefore to consider the output presented
in Section 11.1.1 and 11.1.2 for CPU performance calculation equal division is required.

The CPU optimal formulation for proposed FETD method in 2D can be represented as,
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memory.

Latency for General Purpose Instructions

dt

(12.3a)

(12.3b)

(12.3¢c)

dQ2> can be stored into the

Table 12.3 presents the the instructions and latency for Egs. 12.3. It can be noted that for

Eqgs. 12.3a and 12.3b require a total of 29 cycles latency each. This is much higher than

that for the 2D FDTD, where equivalent Eqs. 12.2a and 12.2b require only 11 cycles each

as shown in Table 12.1. For Eq. 12.3c the comparison is even wider as it requires 53 cycles

compared to Eq. 12.2c, which requires only 17 in Table 12.1. Theoretically, the proposed 2D

FETD is 2.846 times slower than 2D FDTD method when only general purpose instructions

are used and the number of cells/elements are kept equal in both methods.

Table 12.3 Compute Operations and Latencies for 2D FETD Method with General Purpose

Instructions

Equ. Add Sub Mult Total
Ins. | Late. | Ins. | Late. | Ins. | Late. | Ins. | Late.

123a | 3 3 0 3 4 5 7 29
123b | 3 3 0 3 4 5 7 29
123c | 5 3 1 3 7 5 13 53
Total for E — H: 14 58
Total for H — E: 13 53
Total for One Time-step: 27 | 111
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Latency for General Purpose and SIMD Instructions

Table 12.4 shows the theoretical performance of the proposed 2D FETD when both general
purpose and SIMD instructions are used for implementation. It can be noted that, Eqgs. 12.3
scale better than Eqgs. 12.2 when SIMD instructions are used to optimise the performance
of both the methods. Egs. 12.3a and 12.3b each requires only 19 cycles compares to 29 in
Table 12.3. Eq. 12.3c scales even better reducing the latency from 53 in Table 12.3 to 27 in
Table 12.4.

Therefore, combining general purpose instructions with SIMD instructions is desired for
the proposed method. On the contrary the SIMD implementation of the 2D FDTD method
sees very little improvement.

Although with SIMD instruction added the proposed 2D FETD method become sig-
nificantly faster compared to the general purpose implementation, Theoretically it is still
slower than both the SIMD and non-SIMD 2D FDTD implementations by a factor of 1.806
and 1.667, respectively when the number of elements considered to be equal for both the

methods.
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12.1.3 Comparing Proposed FETD and FDTD considering RRF in Two-

dimensions

As we have demonstrated in Section 11.1.4 that, when the numerical dispersion is consid-
ered the resolution in for the 2D FDTD method is not equal to the resolution of the 2D
FETD method, when ET mesh is used with the proposed 2D FETD. With ET mesh and
proposed FETD the similar accuracy in numerical dispersion can be achieved with lower
density mesh. Therefore, to have a fair comparison the resolution reduction factor for two-
dimensions presented in Section 11.1.2 should be considered.

To compare the CPU latency performance of the proposed method and the FDTD2D
method and to consider the RRF, a programme was developed in Python which calculates
the CPU latency of one time-step for the proposed FETD2D method without the SIMD im-
provements using results from Table 12.3 and calculate CPU latency with SIMD improve-
ments using results from Table 12.4. It also calculated the CPU latency without and with
SIMD improvements for the FDTD2D method using the results from Tables 12.1 and 12.2,
respectively. The program implements the RRF of Eq. 11.6 as a subroutine and uses the
input FETD2D resolution to calculate the equivalent FDTD2D resolution by the following

equation,

YEpTD — RRF(I’ET> *TET (124)

The output of the subroutine for Eq. 12.4 is used by the program to calculate the CPU
latencies (without and with SIMD improvement) for the FDTD2D method.

The performance can be compared by calculating the ratio of the FDTD2D CPU latency
over FETD2D CPU latency.

The program was used to calculate the CPU latency of one time-step for different size
of computational domain at different FETD2D resolutions. Figure 12.1 presents the result
obtained from the calculations. To make calculation simple, only square computational

domains was considered and only multiples of wavelength was considered as dimensions of
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domains. For analysis domain size is represented as (aA,al) where, a € N.

Figure 12.1a shows affect of increasing resolution on the CPU latency ratio. The reso-
lution is defined as “sample/node per wavelength” or sample/A. This format of resolution
has been chosen because, the characteristics apply to all resolution as the sample per wave-
length are increased. The resolution used in the x-axis of Fig. 12.1a is the rgr in Eq. 12.4.
As mentioned earlier the equivalent resolution for the FDTD was calculated using Eq. 12.4
and was for the simulation. But has been plotted against rg7. This ensures the comparison
for equivalent result (or error level based on STD). This approach has been followed for the
SIMD comparison and also for the 3D analysis. As can be seen, the ratio increases with
the increase in resolution for all size of computational domain. It can also be noticed that
for bigger computational domain the ratio is decreasing. It also can be noted that the reduc-
tion of speed is saturating as the domain size is increased. This phenomenon can be better
illustrated in Fig. 12.1.

In Fig. 12.1, the relation between the size of the domain and the CPU latency ratio is
shown. As can be seen, the ratio initially decreases and settles down as the reduction slows
down. This happens for all the resolutions.

Similar relations can be observer when SIMD enhancements are considered. Figure 12.2
shows the results when SIMD enhancement is considered. Similar to Fig. 12.1a for all
domain size the CPU latency ratio increases with the resolution.

Figure 12.2 shows that with the increasing domain size similar to Fig. 12.1, the CPU
latency radio decreases and saturated at for all the resolutions.

In fact the only difference between Figs. 12.1 and Figs. 12.2 is the increase in the CPU
latency ratio for the SIMD implementation. The SIMD performance is on an average 1.57
times better than non-SIMD performance. In both occasions the CPU latency performance
of the proposed FETD2D method is far better than the FDTD2D method because for all res-
olutions used in Figs. 12.1 and 12.2 the CPU latency ratio is always higher than 1 meaning

higher than the speed of the FDTD2D when RRF and equivalent resolution is considered.
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12.2 CPU Performance for Three-dimensionals Formula-
tion

Similar to the two-dimensional CPU performance analysis in Section 12.1 a CPU optimisa-
tion has to be performed on both the FDTD and the proposed FETD 3D governing equations.
In this section Eqs. 7.9 will be used to optimise and derive the CPU optimised form of the

FETD3D method.

12.2.1 CPU Optimised Formulation of the FDTD in Three-dimensions

The discretised form governing equations for the FDTD method in 3D has been presented

in [12, 25] as,

SR .Y Elf i =Bl o BBl 12.5
x|,',j,k __Iiijk Ay B Az (12.52)
~1/2
+H7
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To calculate the minimum number of CPU instructions required for the calculation of
a single time-step, all 6 equations in Egs. 12.5 have to be optimised for the CPU in a way
similar to Section 12.1.1. The CPU optimal formulation of the 3D FDTD method can be

presented as,

Hy

+1/2
= (B~ Bl ) = (BBl pe) | 0260

n—1/2

+Hl;

Hy

n+1/2
k=B (Bl gk = Bl ngn) = (Bl = Bllisop)] - (1260)

n—1/2

HH;

n+1/2
HfT ) = (B o Bl aoe) = (Bl jppu— Bliaage)] (1260

n—1/2

+HZ|jjj7k

E

+1/2 n n n n
Zj,k =B [(HZli,j+l/2,k_HZ’i,j—l/Z,k) - <Hy|i,j,k+1/2 _Hy|i,j,k—l/2>} (12.6d)

n—1/2

+Exlj
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+1/2
Bl =B (e = ol i n) = (Bl g — el ag0) | (0260)

n—1/2
i,J.k

+Ey|

n+1/2
Eql;jx " =B [<H>”?+1/2.,j,k _Hy’?—l/z,j,k) - (HX‘ZJH/z,k _HX’Zj—l/z,kﬂ (12.6f)
n—1/2
+Ezli
Here, A = #,A,’k ;and B = e-A;  can be stored in the memory for each node in the grid.
i,], i,],

It can be noted that the Egs. 12.6 avoid all redundant operations by storing them onto the
memory. It should also be noted that the equations are composed of CPU efficient addition,

subtraction and multiplication.

Latency for General Purpose Instructions

Table 12.5 shows the instructions required for each equation in Eqgs. 12.6 when general
purpose instruction of Intel Haswell architecture. Unlike the 2D formulation in Egs. 12.2

all equations in Eqs. 12.6 requires 5 instructions and 17 cycles each.

Table 12.5 Compute Operations and Latencies for 3D FDTD Method with General Purpose
Instructions

Equ. Add Sub Mult Total
Ins. | Late. | Ins. | Late. | Ins. | Late. | Ins. | Late.

12.6a | 1 3 3 3 1 5 5 17
12.6b | 1 3 3 3 1 5 5 17
12.6¢c | 1 3 3 3 1 5 5 17
12.6d | 1 3 3 3 1 5 5 17
12.6e | 1 3 3 3 1 5 5 17
12.6f | 1 3 3 3 1 5 5 17
Total for E — H: 15 51
Total for H — E: 15 51
Total for One Time-step: 30 | 102
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Table 12.6 Compute Operations and Latencies for 3D FDTD Method with General Purpose
and SIMD Instructions

Equ. Add Sub SIMD Sub Mult Total
Ins. | Late. | Ins. | Late. | Ins. | Late. | Ins. | Late. | Ins. | Late.

12.6a | 1 3 1 3 1 3 1 5 4 14
12.6b | 1 3 1 3 1 3 1 5 4 14
12.6¢c | 1 3 1 3 1 3 1 5 4 14
12.6d | 1 3 1 3 1 3 1 5 4 14
12.6e | 1 3 1 3 1 3 1 5 4 14
12.6f | 1 3 1 3 1 3 1 5 4 14
Total for E — H: 14 42
Total for H — E: 14 42
Total Operation for One Time-step: 28 84

Latency for General Purpose and SIMD Instructions

Table 12.6 presented the latency distribution for the 3D FDTD method. As can be noticed,
unlike the 2D FDTD, theoretically all the Egs. 12.6 benefited from the use of SIMD instruc-
tions with the general purpose instructions. Compared to latency distribution presented in
Table 12.5 for only general purpose instructions, every equation in Table 12.6 gets a latency
reduction for the use of 1 SIMD subtraction instruction. Therefore, each of them gets a
small latency reduction. The total impact is significant as the total latency for calculating 1

time-step reducers from 102 to 84.

12.2.2 CPU Optimised Formulation for Proposed FETD in Three-dimensions

The discretised form of the proposed 3D FETD method has been presented in Egs. 7.9. Sim-
ilar to the 2D formulation in Section 12.1.2, no optimisation are performed for using only
the ET3D mesh. This is to preserve the capability to move the nodes of the tetrahedron to
produce any shape if necessary. All optimisations are done to reduce redundant computation
by performing them prior to the execution of the governing equations and storing them into

memory. The CPU optimised form of the governing equations can be presented as follows,
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(12.71)

) andD=1/ <8d€%> can be stored in the memory for each associ-

Table 12.7 Compute Operations and Latencies for 3D FETD Method with General Purpose

Instructions
Equ. Add Sub Mult Total
Ins. | Late. | Ins. | Late. | Ins. | Late. | Ins. | Late.

127a | 7 3 1 3 9 5 17 69
1270 | 7 3 1 3 9 5 17 69
12.7¢ | 7 3 1 3 9 5 17 69
127d | 7 3 1 3 9 5 17 69
12.7e | 7 3 1 3 9 5 17 69
127€ | 7 3 1 3 9 5 17 69
Total for E — H: 51 | 207
Total for H — E: 51 | 207
Total Operation for One Time-step: 102 | 414
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Table 12.7 list the latency distribution for the CPU optimised formulation for the pro-
posed 3D FETD governing equations in Eqgs. 12.7. As can be seen in the table, each of
the equations cause same latency similar to the 3D FDTD method presented in Table 12.5.
But each of the equations for the 3D FETD requires 69 CPU cycles compared to 17. The
main reason for the excessive use of the addition and multiplication operations. Excessive
use of general instructions made the total performance for each time-step much slower than
the 3D FDTD performance with general purpose instructions. The 3D FDTD theoretically
requires 102 CPU cycles compared to the proposed 3D method requiring 414. Therefore,
the performance of the proposed 3D method with general purpose instructions are almost 4
times slower than the 3D FDTD with general purpose instructions.

Table 12.8 presents the latencies associated with the proposed method with general pro-
pose and SIMD instructions together. It can be noted that when SIMD instructions are used
for additions and multiplications, the latency of all the equations in Eqs. 12.7 decrease sig-
nificantly from 69 CPU cycles to 27 CPU cycles. Therefore, the total reduction of latency
is more than 60% from 414 CPU cycles in Table 12.7 to 162 in Table 12.8.
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Although the reduction is more significant compared to the 3D FDTD method in Ta-
ble 12.5, the CPU latency for the proposed 3D method with the SIMD enhancements is still
almost twice slower compared to the 3D FDTD method with similar enhancement when
the number of elements/cells are equal for both the methods. As it was mentioned before,
the proposed method does not employ any optimisation for the shape of the mesh used.
Whereas the 3D FDTD method is optimised for the cubic grid. This is the primary cause of

the slower performance.

12.2.3 Comparing Proposed FETD and FDTD considering RRF in Three-

dimensions

To make the method faster than the 3D FDTD method a technique should be applied which
reduces the number of elements without sacrificing the quality of the result. Similar to the
2D FETD in Section 11.1.2, the resolution reduction factor in Section 11.2.2 provides a
way to reduce the number of elements on a ET3D mesh. As we mentioned at the beginning
of this chapter, only equilateral meshes are going to be used. This section will discuss the
affect of considering RRF with the proposed method.

As mentioned in Section 11.2.2 the RRF is 1.903 for all resolutions for ET3D mesh and
the cubic FDTD grid, this will allow us to reduce the resolution by almost half. But the
actual reduction of number of elements would much higher as the number of elements will
be a cubic function of the effective resolution.

To analyse the affect of the RRF on the speed of the proposed method a Python code
was developed. Since the RRF is insensitive of resolution, for this analysis the resolution
for the proposed 3D FETD was considered to be 10/A. Therefore, the resolution for the 3D
FDTD method was 19. The domain size was determined interns of number of division in
each direction. For simplicity, a cubic domain was considered.

The program generated required number of elements necessary for a cubic domain
with ET3D mesh and calculated the latency using the information presented in Table 12.7

and 12.8. It also generated the 3D cubic grid with necessary number of cells and calculated
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the CPU latency using information from Table 12.5 and 12.6.

A theoretical CPU performance ratio can be calculated by dividing the CPU latency of
the 3D FDTD method by the CPU latency of the proposed 3D method.

Figure 12.3 shows the outputs of the Python code!. As can be seen in Fig. 12.3a, the
CPU performance ratio is much higher at when the number of division is much lower. It
decrease with a saturation curve and settles down around 1.71 at higher resolutions when
only general purpose instructions are considered with the RRF.

Figure 12.3b shows the performance with SIMD instructions. Similar to Fig. 12.3a, the
CPU performance ratio is higher at the beginning and settles around 3.6 at higher resolution.

Although both Fig. 12.3a and 12.3b shows higher performance compared to the 3D
FDTD method, the an implementation with SIMD instructions are more likely to hold the
CPU performance advantage when implemented for real world usage.

For this performance analysis only the advantage of better numerical dispersion of the
proposed FETD is considered to illustrate possible CPU time advantage of the method over
the FDTD method.

Moreover, the FETD method can use irregular mesh for many problems required no.
of node points for the FETD method can be much less than the FDTD method which uses
regular rectangular grid to discretise the problem domain. This advantage of the proposed

was not studied here.

I'The small increase in performance at the FETD resolution 170 is due to a round off issue. As resolutions
are integers the Python code used round() function from the numpy package to round off the equivalent
resolution for the FDTD calculation. As the RRF is 1.903, the round off function started to chose higher value
from the FETD resolution 170. Hence, both the plot shows a small performance increase at 170.



Part IV

Future Plan and Conclusions



Chapter 13

Future Works

The FE-based method presented in this thesis shows significant improvement in both accu-
racy and CPU performance over the FDTD method by showing faster executing time. To
achieve the level of performance the method only utilised the resolution reduction factor
for both 2D and 3D implementations. But to utilise full potential of the method proposed
further developments are necessary. Specially to improve the speed farther, increase the
accuracy and reduce the memory requirement of the method further development is needed.
To convert the proposed method into a faster, more efficient and more accurate replacement

for the FDTD method following future research can be carried out.

13.1 Unstructured Mesh

The method presented in this thesis has used structured grid. To utilise the full potential of
the FE mesh of the proposed method it is essential to use unstructured mesh with the method.
An unstructured mesh could make the method more efficient by reducing the number of
elements in materials where the wavelength is larger. It might be able to make dense and
corse mesh as per requirement of the analysis more efficiently then the FD counterpart.
Therefore, improve the efficiency of the method even higher.

Unlike other FE-based methods, the proposed method was developed keeping perfor-

mance and accuracy as the top priority. As a result, there are a few requirements of method
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that has to be satisfied by the unstructured mesh. Therefore, an off-the-shelf meshing li-
brary or algorithm may not be attached to the method without any preconditioning. The

requirements are as follows,

The Mesh: The mesh has to be as it is a requirement by the first order implementation of
the method. At present there is no meshing library which produces a mesh like the
mesh used in this work similar to the meshes discussed in Chapter 3 and 8 for 2D
and 3D, respectively. Therefore, mesh generated by any off the shelf library has to be
preprocessed before using with the method. The mesh used is also one of the reasons

for the higher CPU performance of the proposed method.

Equilateral or Near Equilateral Elements: The shape of the element is crucial for both
2D and 3D. Specially the numerical dispersion performance heavily depends on the
shape. As has been discussed in Chapter 11, Sections 11.1.1 and 11.2.1, equilateral
elements provide much better numerical dispersion characteristics that might allow
simulation at a lower resolution (discussed in section 11.1.2 and 11.2.2). Although
in many practical situations it might not be possible to have all equilateral elements,
having most of the elements equilateral or near equilateral will allow the similar ad-
vantages. Thereby it will not only reduce the error level of the simulation but also

reduce the CPU time and memory resulting in faster simulation.

Double Mesh System: To make the calculation explicit, a double mesh system consisting
of the main and auxiliary mesh (Chapters 3 and 8) was developed using the regular
meshes in this thesis. Similar double mesh system has to be developed for the un-
structured mesh by generating the auxiliary mesh by connecting some inner points
(i.e. centroid) of the elements. Although it may sound trivial, but with unstructured

mesh generating an auxiliary mesh might be quite tricky.

Gradual Change in Density: From Fig. 11.1 it can be noted that with the increase in res-
olution the average speed of propagation is also increasing. With unstructured grid

in use if the difference in resolutions between the dense and course regions are high,
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the speed of propagation will abruptly change. Thereby, causing an impedance mis-
match and will cause spurious reflection. Therefore, any change in resolution has to

be gradual enough to make reduce the mismatch in impedance negligible.

The unstructured mesh is very important because it will not only make discretisation of
the structure easier and more accurate but also allow the user to define dense and course
according to his necessity. For example, EM wave inside a denser material (Silica) requires
higher density of points to represent it accurately compared to the same in a lighter mate-
rial (Air). Therefore, it is desirable to have smaller size elements in dense materials and
larger elements in lighter materials. This can only be achieved efficiently by adopting a
unstructured meshing algorithm for the method. The result, will be farther reduction of total

number of elements making the proposed method even faster in execution.

13.2 Variable Time-stepping

With the use of unstructured mesh, there will be small and large elements in the same mesh.
Therefore, to maintain stability the time-step of the simulation has to be calculated with
the smallest element in the domain. In many occasions the number of small elements will
be small compared to the total number of computational domain. This choice of smallest
possible time-step might be wasteful in-terms of CPU time. As most of the elements are
course, a more sensible choice will be to select a larger time-step. But that will cause
instability in the smaller elements.

To avoid instability with larger time-step a variable time-stepping mechanism has to be
developed, where smaller elements will use small time-step multiple times before the entire
mesh uses a large time-step to go forward in time. This was the smaller elements (inferior
in number) will perform required number of time-steps while the larger elements will be
spared from executing over and over. Hence, this technique could save significant CPU

time.
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13.3 Partial Mesh Solution for Pulse Propagation

In the special case of pulse propagation, the computational domain is excited with time
limited pulse which normally propagates in one or more specific direction depending on
the structure of the device. An intelligent technique can be developed which will track the
propagation of power inside the computational domain and have the ability to switch on an
off elements for computation depending on the movement of the pulse in side the computa-
tional domain. This could cut down majority of the calculation as for pulse propagation the

power normally stays in one or more small areas of the entire domain.

13.4 Higher Order Implementation

Higher order implementation of the proposed technique could increase the speed and accu-
racy of the method even higher as higher order implementation will allow bigger elements.

Thereby, it might reduce the error level in the simulation farther.



Chapter 14

Conclusion

The principal objective of this research work was to develop a finite element based technique
to solve the electromagnetic time domain problem in a fast and efficient manner which can
be considered as a realistic alternative to the standard FDTD method. All the objectives
mentioned in the motivation section of the introductory chapter have been fulfilled in this
research. To develop the technique the accuracy of result and CPU performance were given
the top most priorities. To develop an explicit and data parallel formulation the Maxwell’s
equations in their differential form was considered which is similar as in the FDTD method.

The explicit formulation of the equations were discretised with using linear finite ele-
ments (triangles for 2D and tetrahedrons for 3D). As the Maxwell’s equations are coupled a
unique coupled dual mesh system was introduced in this thesis in Chapters 3 and 8. Hence
the number of elements required were reduced to half for 2D and 1/5 times for 3D when
compared with full mesh systems.

Several benchmarking simulations were performed and reported in Chapters 6 and 10 to
show the effectiveness and of the method compared to other numerical techniques like the
FEM method for modal analysis. To show the strength of the method complex metamaterial
simulation was performed and the obtained result was compared with the published result.
For reflection and interference performance in 3D nano power splitter was simulated and
the results were analysed in Section 10.3.

To analyse the accuracy of the method the numerical dispersion relation of both the 2D
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and 3D implementation was derived from the governing equations in Chapter 11. It has
been shown in this chapter that for both 2D and 3D equilateral elements for the proposed
method provide significant advantage in terms of numerical dispersion. In these chapters
a new parameter called resolution reduction factor was introduced and it was shown by
simulation using both the proposed method and the FDTD method that a lower resolution
simulation with the proposed method is more accurate when equilateral elements are used
(Sections 11.1.1, 11.1.4 and 11.2.1). The resolution reduction factors for both 2D and 3D
are measured and discussed in Sections 11.1.2 and 11.2.2.

In Chapter 12 a theoretical analysis was performed on the CPU performance of the
proposed method for both 2D and 3D implementations. Theoretical CPU performance of
the proposed method was compared with the theoretical CPU performance of the FDTD
method. To do this analysis CPU latency information was obtained from latest CPU docu-
mentation from Intel [85]. In this chapter it was shown that when the resolution reduction
factor is considered the CPU performance of the proposed method become much faster than
that of the FDTD method. When Single Instruction Multiple Data (SIMD) instructions are
used alongside the general purpose instructions, the method become much faster than the
FDTD method.

At the end of the research higher CPU efficiency was achieved for both 2D and 3D by
only considering the resolution reduction factor. As the proposed method is an FE-based
method, all advantage of Finite Elements can be incorporated with the method. At the
end of the research probable direction for further research and development was pointed
out in Chapter 13. All the proposed improvement in the chapter will utilise the FE-roots
of the method to increase the speed of simulation even faster by reducing the number of
computational elements by incorporating intelligent techniques which are only possible to
implement in FE based method and not applicable in FD based FDTD method. Thus this
thesis clearly shows the way to make the proposed method the faster, more efficient and

more accurate future replacement for the FDTD method.
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