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Abstract

The thesis develops optimal control methods for designing distributed coopera-

tive control schemes in multi-agent networks. First, the model of a completely

connected multi-agent network is presented, consisting of identical dynamically

decoupled agents controlled by a centralized LQR (Linear Quadratic Regula-

tor) based controller. The structure of the solution, as well as controller’s

spectral and robustness properties are presented. A special case of centralized

control where the optimal solution for the whole network can be constructed

from the solution of single agent LQR system is given. The problem is ex-

tended to distributed control where the special structure is imposed onto the

information flow between agents and only local interaction is considered.

A systematic method is given for computing the performance loss of various

distributed control configurations relative to the performance of the optimal

centralized controller. Necessary and sufficient conditions are derived for which

a distributed control configuration pattern arising from the optimal centralized

solution does not entail loss of performance if the initial state vector lies is a

certain subspace of state-space which is identified. It is shown that these con-

ditions are always satisfied for systems with communication/control networks

corresponding to complete graphs with a single link removed. The procedure

is extended for the purposes of analysing the performance loss of an arbitrary

distributed configuration. Cost increase due to decentralisation is quantified

by introducing three cost measures corresponding to the worst-case, best-case

and average directions in which the initial state of the system lies.

Finally, a cooperative scheme is presented for controlling arbitrary formations

of low speed experimental UAVs (Unmanned Aerial Vehicles) based on a dis-

tributed LQR design methodology. Each UAV acts as an independent agent

in the formation and its dynamics are described by a 6-DOF (six degrees-of-

freedom) nonlinear model. This is linearised for control design purposes around

an operating point corresponding to straight flight conditions and simulated

for longitudinal motion. It is shown that the proposed controller stabilises

the overall formation and can control effectively the nonlinear multi-agent sys-

tem. Also, it is illustrated via numerous simulations that the system provides

reference tracking and that is robust to environmental disturbances such as

nonuniform wind gusts acting on a formation of UAVs and to the loss of com-

munication between two neighbouring UAVs.
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Chapter 1

Introduction

In this first chapter we briefly establish the context for the work developed in

this thesis. We also provide an overview of thesis objectives followed by the

thesis outline and the statement of contributions. Finally, we give the list of

publications which were prepared in the course of this work.

1.1 Motivation

Nowadays, many fields of human lives are being dominated by use of large,

complex systems which are made of identical or near-identical subsystems.

Cooperation between them plays a crucial role, so it is desired to develop an

understanding of the behaviour of such interconnected systems. Such systems

can be found in:

• Nature - motion of clusters of fish, insects, etc. moving together;

• Man-made systems - such as transportation systems, systems for surveil-

lance, etc.;

• Human body - such as intestinal system [KD05].

Cooperative control has emerged as a topic of significant interest to the con-

trols community as a way to control these complex systems. It can be related

to the areas where some type of repetition between the interconnected sub-

systems occurs. The main area of interest in cooperative control is how to

manipulate these subsystems called agents and information exchange between

1



them in order to provide coordinated behaviour [Jin07]. An agent can repre-

sent a cellular phone, an internet router, an airplane, or even a smart sensor

with microprocessor. It is desired to understand the behaviour of such a sys-

tem when the number of agents is very large, but also when control of such an

interconnected system is decentralized or distributed. Furthermore, intercon-

nection topology between the agents can have fixed structure or time-varying

structure depending on the type of system. Fixed interconnection structure

can be observed in flight formations, human body, etc., while some examples

of time-varying structure can be flock of birds, schools of fish, etc. [KD05].

Cooperative control poses many significant theoretical and practical issues.

The difficulties arising in analysing or designing complex systems are often

reduced when such systems are viewed as an interconnection of subsystems.

In this case, the problem of information exchange is constantly present due to

the limitations and failures in communication that can occur between agents

(e.g. bandwidth limitations, loss of connectivity, decision when and to whom

to communicate, etc.). Furthermore, instead of having a centralized coordina-

tion scheme that does not scale well with the number of agents, distributed

algorithms are often deployed. Then, only neighbour-to-neighbour interaction

is assumed to ensure convergence of all agents to a common goal. However,

while centralized control guarantees the optimal solution, in distributed con-

trol the information exchange is limited which usually results in the solution

that deviates from optimality.

Recently control of multi-agent systems has received considerable attention

due to its broad spectrum of applications, such as formation control ([JLM02],

[CW05]), satellite clustering [BLH01], flocking ([OS06], [TJP07]), distributed

sensor networks [CMKB04], air traffic control [TPS98], congestion control in

communication networks [PDL01], etc. Due to the very broad scope of is-

sues that can be identified in the area, cooperative control problems can be

provisionally divided into four groups [Sha07]:

1. Distributed control and computations is perhaps one of the most im-

portant aspects of cooperative control. Distributed control relying on

distributed computations, as well as on computations among the net-

work’s interacting components, is needed in order to achieve satisfac-

tory distribution of information between agents. This principle is widely

used in multivehicle motion planning in order to create the trajectories

to guide a number of vehicles to desired destination without colliding

2



with obstacles and between themselves. Also, by using the consensus

algorithm approach ([JLM02], [BHOT05], [OSFM07]), large collections

of vehicles can be synchronised with the use of local information pro-

vided by neighbouring agents, even in the case of time-varying network

topologies. Some other interesting areas where distributed control and

computations are widely applied include: nonlinear model predictive con-

trol (NMPC) [BM99], task assignment approaches in multivehicle motion

planning ([Mur00], [AMS07]), etc.

2. Adversarial interactions problems emphasise the fact that systems should

be able to plan their trajectory strategically even if agents operate in

hostile environments [ED02]. This can be formulated as a general opti-

misation problem for computing defender trajectories to intercept hostile

positions. Mixed integer linear programming (MILP) is a specific form

of problems here which can be extended to problem of forecasting adver-

saries under the lack of knowledge in opponents strategies [MSA07].

3. Uncertain evolution problems model agents operating in uncertain envi-

ronments via estimation and adaptation methods. Therefore, coopera-

tive control is widely used in situations where some model parameters

have to be estimated and hybrid modes have to be created [MD07]. For

example, process of construction of an evasion trajectory would benefit

from knowledge of the target assignments of vehicles. Since there is no

explicit communication between vehicles’ and targets, a vehicles assign-

ment must be estimated based on the assumed model. Another goal of

cooperative control is to enable the communication between agents dur-

ing the exploration of unknown environments, as well as reporting this

information back to humans ([CT04], [LCT+04]).

4. Complexity management methods attempt to reduce computational com-

plexity by introducing effective approximations (see e.g. [CGW91],

[AC03]). For example, by introducing a lattice structure, the set of all

possible states for linear systems with bounded disturbances and mea-

surement noise can be easily constructed [DVM04].

In this context, the main theme of the work is analysis of distributed control

methods, formulated as general optimal control problems, and their application

in systems consisting of a large number of mobile agents. Rather than focusing

on general dynamical systems, we consider the specific application area of

distributed formation control of UAVs .
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1.2 Thesis Objectives

The main objectives of this thesis are:

• To introduce the theoretical framework on which this thesis has been

developed. This includes the LQR-based control design and the repre-

sentation of LQR’s guaranteed robustness properties.

• To extend the framework in the form of centralized and distributed LQR

control to networks consisting of a large number of subsystems (agents)

known as multi-agent networks.

• To analyse the structure of centralized and distributed LQR solutions,

their spectral properties, as well as the robust properties of the central-

ized and distributed controllers.

• To present a method for comparing with respect to performance cost

the family of distributed LQR-suboptimal controllers with the optimal

centralized controller.

• To quantify the cost increase due to decentralization by introducing dif-

ferent cost measures.

• To apply the proposed control designs to the effective altitude control of

arbitrary formations of UAVs described by high-order dynamical systems

which are approximated by their linearised models.

• To show via numerical simulations that the proposed controllers are able

to stabilise the system and are robust to environmental disturbances and

to loss of communication between agents.

• To show that the proposed control designs can be used to successfully

stabilise the nonlinear model for a standard set of initial conditions.

• To summarise the results presented and outline future extensions and

possible research directions.

In the next section an outline of the thesis will be presented.
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1.3 Thesis Outline

This section gives chapter-by-chapter outline of the thesis:

• Chapter 1 - The first section of the chapter gives some background and

motivation to the topic. Then, the objectives of the thesis are sum-

marised which is followed by a statement of contributions. Finally, the

list of publications which were prepared in the course of this thesis is

given.

• Chapter 2 - In this chapter an overview of related work reported in the

literature is presented to set the stage for the main results derived in

subsequent chapters. In particular, we discuss up-to-date research in

the areas of cooperative and distributed control, and their application to

large-scale UAV networks.

• Chapter 3 - In this chapter some of the methods and techniques of what

is known as ”optimal control” are presented. The branch of optimal

control called linear optimal control is introduced for the control of a

linear system where all states are measured and available for feedback.

Hence full-state feedback design is applied, which gives a number of at-

tractive properties, such as good gain and phase margins, good tolerance

to nonlinearities, etc. Further, stability and robustness properties of the

optimal LQR are presented for the case of single-input systems, which

are then extended to the case of multi-input systems.

• Chapter 4 - In this chapter LQR theory is applied to multi-agent net-

works consisting of identical dynamically decoupled systems (agents).

Bidirectional communication is assumed to exist between each pair of

agents, and this type of problem is known as centralized optimal control

problem. The structure of centralized LQR solution is presented, which

is followed by spectral and robustness properties of the centralized LQR

controller. In the last section of this chapter a special case of centralized

LQR control is analysed where a different structure is imposed on the

augmented state weighting matrix. It is shown that in this case the solu-

tion of (large-scale) centralized LQR system can be constructed from the

solution of a single agent LQR system which is then illustrated through

an example.

• Chapter 5 - In this chapter the method for designing the distributed
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controller for dynamically decoupled multi-agent systems is presented: a

stabilising distributed controller can be found by solving a single LQR

problem whose size depends on the maximum vertex degree of the graph.

The effectiveness of this approach is illustrated through an example of

large-scale multi-agent network where individual agents are described by

double integrator dynamics. Next, the method for comparing the family

of distributed LQR-suboptimal controllers with the optimal centralized

controller has been presented. A procedure is extended for analysing

the performance loss of an arbitrary distributed configuration which is

illustrated via an example.

• Chapter 6 - In this chapter we present 6-DOF dynamical model of an

experimental RPV (Remotely Piloted Vehicle), namely X-RAE1. The

equations of motion of an aircraft are derived by using force and mo-

ment equations. Also, the external forces and moments are taken into

account which leads to a nonlinear model described by six equations of

motion. This model is then linearised and decomposed into two motions

for a specific set of flight conditions. In the last section we propose the

LQR control design for altitude control and disturbance rejection for the

linearised X-RAE1 model. Also, it is shown that the proposed LQR con-

troller can be used successfully to stabilise the nonlinear X-RAE1 model

for a standard set of initial conditions.

• Chapter 7 - This chapter provides an extension to Chapter 5 where the

LQR control design for X-RAE1 model is given. Distributed cooperative

scheme for controlling arbitrary formations of low speed experimental

UAVs is presented. Through the numerous simulations we investigate

whether the proposed controller is robust to environmental disturbances

such as nonuniform wind gusts acting on a formation and to the loss

of communication between a pair of agents. Also, the altitude control

problem was studied where each agent is given an external step command

to track.

• Chapter 8 - In the final chapter, the results presented in this thesis are

summarised and connections to other related areas are highlighted. In

addition, we provide future extensions and possible research directions

arising from this work.

Next, we give the statement of contributions.
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1.4 Statement of Contributions

In Chapter 3 we introduce the theoretical framework on which this thesis has

been developed. This includes the revision of relevant ideas from optimal

control, mainly LQR-based control and LQR’s robustness properties, and also

from graph theory. The presented results are relevant for the exposition in the

subsequent chapters, which represent the contributions of this thesis. A brief

statement of main thesis contributions is given in the following paragraphs:

1. We review the structure and spectral properties of the solution of the

(large-scale) centralized LQR system. We propose a special case of

centralized LQR control where by imposing a specific structure on the

weighting matrices, the solution can be constructed by solving a single

agent ARE (Algebraic Riccati Equation).

2. We review the structure and spectral properties of the solution of the

(large-scale) distributed LQR system. We show that the proposed dis-

tributed controller preserves the gain and phase margin properties which

are guaranteed in classical LQR control. We illustrate the effectiveness of

distributed LQR approach through an example of a multi-agent network

consisting of agents described by double integrator dynamics.

3. We develop the method for comparing with respect to the performance

cost the family of distributed LQR-suboptimal controllers with the opti-

mal centralized controller. We quantify the cost increase due to decen-

tralization by looking into worst-case, best-case and average deviation

from optimality. Additionally, necessary and sufficient conditions have

been derived for which a distributed control configuration pattern arising

from the optimal centralized solution does not entail loss of performance

if the initial state vector lies is a certain subspace of state-space which

is identified. We extend the procedure for analysing the performance

loss of an arbitrary distributed configuration which is illustrated via an

example.

Additionally, in Chapter 6 we review the derivation of 6-DOF nonlinear model

of an experimental RPV, X-RAE1, and its linearisation for a specific set of

flight conditions. We augment the existing model by actuator dynamical model

and by an additional state in order to show that the proposed design provides

altitude control. We propose LQR-based control design to stabilise the X-
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RAE1. Then, we extend the problem to distributed cooperative scheme for

controlling arbitrary formations of UAVs. Through the numerous simulations

we show that the proposed schemes are robust to environmental disturbances

such as nonuniform wind gusts acting on a formation and to the communication

loss between a pair of agents. In this context, we verify that the proposed

distributed LQR framework can be used to efficiently control a multi-agent

network comprising high order nonlinear dynamics for a specific set of initial

conditions.
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1.5 Publications

The following conference publications were prepared in the course of this thesis.

• I. Tomić and G. D. Halikias, Robustness properties of distributed config-

urations in multi-agent systems, 6th IFAC Symposium on System Struc-

ture and Control, IFAC-PapersOnLine, 49(9):86–91, 2016.

• I. Tomić and G. D. Halikias, Performance analysis of distributed control

configurations in LQR multi-agent system design, 11th UKACC Inter-

national Conference on Control, September 2016. In press.

• I. Tomić, E. Milonidis, and G. D. Halikias, LQR distributed cooperative

control of a formation of low-speed experimental UAVs, 11th UKACC

International Conference on Control, September 2016. In press.

1.6 Summary

In this chapter the motivation for the work carried out in this thesis was

presented to set the stage for the results derived in subsequent chapters. Ad-

ditionally, the thesis objectives were given, as well as the thesis outline and

the statement of contributions. The chapter was concluded by the list of pub-

lications.

Next, the literature review of the related work reported in the literature will

be given. In particular, up-to-date research in the areas of cooperative and

distributed control, and their application to large-scale UAV networks will be

discussed.
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Chapter 2

Literature Review

The work presented in this thesis falls in the general field of cooperative control

in multi-agent networks. The purpose of this chapter is to give a description of

the related work reported in the literature to set the stage for the main results

derived in subsequent chapters.

First, we give an introduction to the area of cooperative control in multi-agent

networks which is currently progressing in multiple fields. Then, a detailed

discussion on recent advances in distributed control techniques for multi-agent

systems is given. The discussion is focused mainly in the area of formation

control, as it is particularly relevant for the core simulation work of the thesis.

2.1 Cooperative Control in Multi-Agent Net-

works

As mentioned earlier, cooperation between agents is typically defined as a pro-

cess of working together towards the same end. Lack of cooperation between

the elements in a networked setting would certainly not lead to achieving the

goals that were set. Thus, there is a growing interest in defining the frame-

work that will enable large systems to exhibit such cooperative behaviour and

reach a certain level of agreement (consensus) that depends on the state of all

agents. For a detailed introduction into the area of cooperation and consensus

and their many, diverse applications see for instance the surveys by [RBA05],

[OSFM07] and [Mur07].
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Control of dynamical agents coupled to each other through an information

flow network has emerged as a topic of significant interest in recent years.

One of the possible realisations for such a system is to use consensus proto-

cols. The first formal study of consensus problems goes back to DeGrooth in

1960s ([DeG74]) and was related to development of the basic ideas of statistical

consensus theory in management science and statistics. Almost two decades

later the view proposed in [DeG74] was developed in different contexts, such

as fusion of sensor data ([LK89], [XBL05], [OSS05]), medicine ([WM97]), os-

cillators synchronisation ([JMB04], [SPL05], [PJ05]), or simulation of flocking

behaviour ([Rey87], [VCBJ+95]).

The initial work on consensus and cooperation in networked dynamical sys-

tems was based on bi-directional information exchange between neighbouring

agents, where the network topology is represented by using undirected com-

munication graph. Examples can be found in [Tsi84], [TBA86], [Rey87], and

[VCBJ+95]. Later, this work has been extended to accommodate directed

communication graphs for instance in [OSM04] and [RBA05]. Additionally,

[OSM04] introduced a protocol that allows nodes to perform asynchronous

update (not all of them at the same time).

Further generalisation of the problem allowed the inclusion of switching topolo-

gies and agent dynamics, as shown in [TJP03a], [TJP03b], and [JLM02].

Most of these papers are related to unconstrained problems where exter-

nal conditions are not considered. Usually, constrained consensus problems

are addressed by one of the following three approaches: leader-following ap-

proach ([Wan91], [FM04], [JME06]), virtual structure-based approach ([TL96],

[BLH00]), and behaviour-based approach ([BA98], [VSH99], [LBY03]). All

three approaches are systematically reviewed in [Kno11].

In addition to the study of the consensus and cooperative control for systems

with simple dynamics, for example single-integrator dynamics and double-

integrator dynamics, ([LDCH10], [Tun08]) consensus problem for nonlinear

systems was also considered by a number of authors. The main nonlinear sys-

tems dynamics studied in the consensus problem include nonholonomic mobile

robots ([DK07]), rigid bodies ([NL08], [Ren07]), complex networks ([ZLL06]),

etc.

The theoretical framework for solving problems in dynamical systems by using

consensus technology was proposed in [OSM03] and [OSM04]. Authors devel-
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oped protocols for reaching consensus in fixed, but also in switching network

topologies. In addition, presence of communication time-delays was taken into

account, along with the nature of the information flow (directed or undirected).

The beforementioned framework was of fundamental importance in design

of distributed algorithms for motion coordinated tasks such as rendezvous

in [CMB06], flocking in [OS06], and formation control in [Fax02], [OSM02],

[FM04]; as well as information processing tasks in sensor networks (see e.g.

[OSS05], [OS05], [SOSM05]).

A detailed discussion on recent advances in distributed control techniques for

multi-agent systems is given next. The overview is focused mainly in the area

of formation control, as the core simulation work of this thesis is related to

this particular topic.
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2.2 Distributed Control of Multi-Agent Sys-

tems

In [Sha07], the author highlights the fact that in a broad spectrum of appli-

cations, ranging from robotics and formation flight to civil engineering, dis-

tributed controllers with limited information of the system are increasingly

replacing centralized controllers which rely on the complete knowledge of the

system. Often the information exchange is captured as a graph, and many

researchers have obtained novel results by combining graph theory and control

approaches, see e.g. [BPD02], [LFM07].

Multi-agent systems are formed from a large number of dynamical subsystems,

such as unmanned aerial vehicles (UAVs), unmanned ground vehicles (UGVs),

unmanned underwater vehicles (UUVs), satellites, or mobile robots. In this

thesis we are interested in UAVs that can be defined as autonomous flying

vehicles equipped with sensing devices that have many potential military and

civil applications, but are also of great scientific significance in academic re-

search; however, results presented in this thesis can be applied to any other

type of multi-agent network.

In general, there are three possible control methods for multi-agent systems,

centralized, decentralized and distributed control. Comparison of all these

methods has been undertaken in [MV09] and conclusions tend to favour dis-

tributed control. The authors also provided an example of satellite formation

control in [MV08] where they showed that centralized solution provides opti-

mal performance, but it becomes infeasible as the number of satellites and the

distance between them increases. A completely decentralized solution where

each satellite has its own controller is more beneficial; however this approach is

usually not able to guarantee the required level of performance as positioning

criteria between satellites have to be considered. Distributed control architec-

ture is proposed as an alternative solution where additional communication

between neighbouring satellites is employed. All three control configurations

are depicted in Figure 2.1.

Distributed control approaches can be grouped into different categories de-

pending on the assumptions made on:

• The type of system that should be controlled (linear, nonlinear, continuous-
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Figure 2.1: Different types of controllers (The information flow is represented
by arrows.) [MV08]

time, discrete-time, etc.),

• The type of interaction between subsystems (dynamics, constraints),

• The model of information exchange, and

• The control design technique used.

Dynamically coupled systems are the most studied, see for example [WD73],

[CJKT02], [LCD04]. In this thesis we focus on decoupled systems as our lives

are affected by the enormous use of networks of independently actuated sys-

tems on a daily basis. Some examples are networks of vehicles in formation,

network of cameras used for surveillance, production units in power plants,

etc. In a descriptive way, dynamically decoupled multi-agent systems can be

defined as a collection of subsystems that can be independently actuated, but

share a common objective which forces them to interact with each other. Cou-

pling between subsystems is described by a communication graph, at each

node of which the models of the neighbouring nodes are used to predict its

behaviour.

Distributed control techniques are widely used in different areas of multi-agent

networks. Therefore, we narrowed our further overview to the topics of forma-

tion control and optimal control which is given next.
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2.2.1 Formation Control

The problem of coordinating a predefined multivehicle formation while moving

in space, known as formation control, is a topic of considerable interest to the

controls community. This is mainly due to its advantages over conventional

systems, such as a reduction of system cost, an increase in the efficiency and

robustness of the system, etc., see e.g. [SB00]. In general, we can identify

two different approaches in formation control depending on whether a group

reference exists or not. These two methods are known as formation tracking

and formation producing, respectively. For us it is more meaningful to study

formation control in the presence of a group reference that is assumed as the

objective for the whole group.

The analysis of a formation of interacting and cooperating identical subsys-

tems, where the communication topology of the network was modelled using

graph theory, was first proposed in [FM04]. Further, necessary and sufficient

stability conditions for a given communication topology were derived. This

framework was used in [PW09] to establish robust controller properties for

an arbitrary communication topology and any number of subsystems, whereas

previous solutions were adequate only for undirected communication networks.

The overview of existing literature in formation tracking is usually based on

the approaches used in stability analysis and these can be divided into four

different categories [RC11]:

1. Matrix theory approach - It is mainly based on the properties of the aug-

mentation of reducible or irreducible nonnegative matrices [QWH08].

More examples where this approach has been used can be found in

[CRL09], [RA08], [XWL09], etc.

2. Potential function approach - A controller is designed based on the gradi-

ent of the chosen potential function which can be defined as an extension

to flocking phenomenon. For more details see [OS06], [SWL09], [Do08].

3. Lyapunov-based approach - Where system stability is provided by finding

a proper Lyapunov function. Some examples found in the literature are:

[DF08], [GAP+09] and [PLS08].

4. Other approaches - Such as partial differential equations approach in

[FTBG06], neural networks approach in [DJ09], etc.
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2.2.2 Optimal Control

In contrast to classical control where the primary aim was to stabilise the plant,

optimal control provides analytical designs that are not supposed merely to be

stable, but to be the best possible (i.e. optimal) in some sense.

In distributed multi-agent networks optimal control is usually studied in the

context of convergence speed (i.e. how fast consensus is achieved) or cost func-

tion optimisation. For more details on convergence speed analysis the reader

is referred to [OSM04], [OT09] and [AB09]. Alternatively, a cost function can

be defined at the level of an agent or at the level of the whole network. In this

thesis, we are interested in global cost functions where the performance of the

whole group is considered.

Most of the research in the area of distributed multi-agent optimal control

is based on the concept of distributed model predictive control (DMPC) pre-

sented in [Kev05], [KBB05] and [KBB06]. This framework was simplified to

the case of identical unconstrained linear time-invariant systems and the ap-

plication of LQR-based theory to distributed control was introduced. This

allowed the emergence of a simple control approach that can be applied to a

class of systems for which existing methods are either not efficient of would not

be directly applicable. Next, we give examples from different areas where LQR

distributed control was successfully applied due to its guaranteed robustness

properties (see [SA76]).

In [CR10] an LQR-based method was proposed for optimal control of multive-

hicle systems with single-integrator dynamics in a continuous-time setting. In

[LG09], the authors analysed the influence of the topology of the interconnec-

tion graph on the closed-loop performance achieved by subsystems in a dis-

tributed LQR framework. In [DMEP11], the authors proposed a Linear Matrix

Inequality (LMI) based distributed LQR design with guaranteed LQR cost for

identical dynamically coupled systems. In this case, the solution depends on

the total number of agents, while in [BK08] (for a similar LQR cost function)

this was derived as a function of the maximum vertex degree. In addition, an

estimate of the bound on the maximum time delay that can be accommodated

was also obtained. In [WYGL13], it was shown that the distributed LQR con-

trol law guarantees not only optimal performance at the network level but also

a convergence rate for the group of subsystems. However, in many applications

full state information is not always available for controller design. Therefore,
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a procedure for designing distributed observer-based controllers has been de-

veloped in [GS14]. The problem of introducing delayed relative information

with respect to neighbouring agents to the classical local optimal control law

was considered in [SME13]. Authors demonstrated that for some cases the

introduction of delays leads to the better performance (in terms of the LQR

cost) than when a traditional decentralised approach is used.

An alternative approach to structured distributed controllers that has ap-

peared in the literature is given in [LFJ11] and [LFJ12]. By employing the

augmented Lagrangian method the structured optimal feedback gains can be

designed without the knowledge of a stabilising structured gain to initiate the

algorithm. Also, in [FZLW14] the authors used inverse optimal approach to de-

sign distributed cooperative control protocols for identical linear systems that

guarantee consensus and global optimality with respect to a positive definite

quadric performance index.

The distributed H2 and H∞ control problems for multi-agent systems were

analysed in [LDC11]. The authors showed that the H∞ performance limit of

the network controlled by a distributed controller is equal to the minimal H∞

norm of an individual agent, while in the H2 case the performance limit scales

with the size of the network.

The present work is inspired by [BK08] where the authors proposed an ap-

proach which leads to an elegant and powerful result: the synthesis of stabil-

ising distributed control laws can be obtained by using a simple local LQR

problem whose size depends on the maximum vertex degree of the graph.
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2.3 Summary

In this chapter up-to-date research in the areas of cooperative and distributed

control, and their application to large-scale UAV networks were discussed.

The main approaches in formation tracking were introduced, as well as the

application of distributed control techniques to the area of optimal control.

In the next chapter the fundamental and necessary methods and techniques

of optimal control will be introduced. The overview will be focused on linear

quadratic regulator problems and their stability and robustness properties.

These will be crucial in the application of optimal and suboptimal LQR-based

controllers to multi-agent network control in Chapter 4 and Chapter 5 which

represent the main contributions of this thesis.
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Chapter 3

Linear Quadratic Regulator

In this chapter some of the methods and techniques of what is known as ”opti-

mal control” are presented. In contrast to classical control where the primary

aim was to stabilise the plant, optimal control provides analytical designs that

are not supposed merely to be stable, but to be the best possible (i.e. optimal)

systems in some sense. For more details see [AM89].

We are assuming that the plant controlled is linear, as well as the controller

used. This branch of optimal control is known as linear optimal control and the

methods considered here are termed Linear Quadratic (LQ) methods. Further,

we are assuming that all states are measured and available for feedback. Hence

full-state feedback design is applied, which gives a number of attractive prop-

erties, such as good gain and phase margins, good tolerance to nonlinearities,

etc.

In the next few sections the necessary mathematical preliminaries are given

first. Then, linear quadratic regulator problem is introduced for the case of a

single linear system. Stability and robustness properties of the optimal LQR

are presented for the case of single-input systems, which are then extended

to the case of multi-input systems. The stability margins of the LQR con-

troller will be used in a future chapter to guarantee asymptotic stability of a

distributed LQR-based control scheme.
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3.1 Mathematical Preliminaries

In this section we summarise the mathematical notation and definitions used

throughout the thesis.

3.1.1 Notation

Notation 1. In denotes the identity matrix of dimension n, In ∈ Rn×n.

Notation 2. a ∈ Rn×1 denotes the column vector, such that a = [a1, . . . , an]T .

Notation 3. MT and aT denote the transpose of the matrix M and the vec-

tor a = [a1, . . . , an]T , respectively.

Notation 4. MH = M̄T denotes the conjugate transpose of the matrix M .

Notation 5. A⊗B denotes the Kronecker product of A and B. Let A ∈ Rm×n

and B ∈ Rp×q, then:

A⊗B =


a11B a12B . . . a1nB

a21B a22B . . . a2nB
...

...
. . .

...

am1B am2B . . . amnB

 ∈ Rmp×nq.

Notation 6. Let M ∈ Rn×n. Then, M [1 : i, 1 : j] denotes the block in M

consisting of first i rows of M and first j columns of M where i, j = 1, . . . , n.

Notation 7. Let M ∈ Rn×n. The spectrum of M is denoted as S(M) =

{λ1(M), λ2(M), . . . , λn(M)}. If the spectrum is real, λi(M) denotes the ith

eigenvalue of M indexed in decreasing order.
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3.1.2 Definitions

Definition 3.1.1. A matrix M ∈ Rn×n is called stable or Hurwitz matrix if

all its eigenvalues have negative real part, i.e. S(M) ⊆ C .

Definition 3.1.2. A matrix M ∈ Cn×n is called Hermitian if M = MH , where

MH is its conjugate transpose.

Definition 3.1.3. Let A ∈ Rn×n and B ∈ Rn×n. The matrix A will be sim-

ilar to B if there is an invertible matrix P ∈ Rn×n, such that A = P−1BP .

In this case, A and B have the same characteristic equation, and hence, the

same eigenvalues and corresponding algebraic multiplicities. This can be easily

proved as follows:

det(A− λI) = det(P−1BP − λI) = det(P−1BP − λP−1IP ) =

det(P−1(B − λI)P ) = det(P−1) det(B − λI) det(P ) =

det(P−1P ) det(B − λI) = det(B − λI).

Definition 3.1.4. [ZDG96] A finite dimensional linear time-invariant dynam-

ical system can be described by the following set of equations:

ẋ = Ax+Bu, x(0) = x0

y = Cx+Du (3.1)

where x ∈ Rn×1, u ∈ Rm×1, and y ∈ Rm×1 are the system state vector, system

input vector, and system output vector, respectively. Further, x(0) is the initial

state vector, while A, B, C and D are appropriately dimensioned real constant

matrices.

Definition 3.1.5. [ZDG96] The dynamical system ẋ(t) = Ax+Bu, x(0) = x0,

where A ∈ Rn×n and B ∈ Rn×m, is said to be controllable if for any initial

state x0, t1 > 0 and final state x1, there exist an input u(·) such that the

solution of the system satisfies x(t1) = x1.

Definition 3.1.6. [ZDG96] The dynamical system ẋ(t) = Ax + Bu,

y = Cx + Du, where A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n and D ∈ Rp×m,

is said to be observable if for any t1 > 0, initial state x0 can be determined

uniquely from the time history of the input u(t) and the output y(t) in the

interval [0, t1].
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Definition 3.1.7. The pair (A,B) is stabilisable if (A,B) is controllable or if

the uncontrollable eigenvalues of A, if any, have negative real parts,

i.e. S(A) ⊆ C .

Definition 3.1.8. The pair (A,C) is detectable if (A,C) is observable or if the

unobservable eigenvalues of A, if any, have negative real parts, i.e. S(A) ⊆ C .

Definition 3.1.9. [BK08] The class of matrices denoted as KNn,m(G) for a

graph G can be defined as follows:

KNn,m(G) ={M ∈ RnN×mN |Mij = 0 if (i, j) /∈ A,

(Mij = M [(i− 1)n+ 1 : in, (j − 1)m+ 1 : jm] if (i, j) ∈ A

where i, j = 1, 2, . . . , Nd}

where A is the adjacency matrix defined in Section 4.1 and N is the number

of agents.
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3.2 LQR Problem Description

Consider a collection of N dynamical agents with identical dynamics. The ith

agent is described by the continuous-time dynamical system:

ẋi(t) = Axi +Bui, xi(0) = xi0 (3.2)

where A ∈ Rn×n, B ∈ Rn×m and xi(t) ∈ Rn, ui(t) ∈ Rm are the state and

input vectors at time t, respectively.

The standard infinite time horizon LQR control problem for system (3.2) is to

find the control input that minimizes a quadratic cost function:

J
(
ui(t),xi0

)
=

∫ ∞
0

(
xi(t)

TQxi(t) + ui(t)
TRui(t)

)
dt (3.3)

with weighting matrices Q = QT ≥ 0 and R = RT > 0. The matrix Q can be

also expressed as Q = CTC where C is a p× n matrix, with p ≤ n. The fact

that R is strictly positive definite implies that there always exists a non-zero

cost associated with the control law, unless u ≡ 0 ∀t ∈ [0,∞]. The positive

semi definiteness of Q implies the potential irrelevance of some linear states

combination for the problem at hand [Pre02].

Given an initial condition xi0 vector, it can be shown (e.g. see [KS72]) that

the optimal control input is given by

ui = −Kxi (3.4)

where K is the LQR gain matrix given by

K = R−1BTP (3.5)

and P is the unique symmetric positive definite solution of the following ARE:

ATP + PA− PBR−1BTP +Q = 0. (3.6)

Equation (3.6) is nonlinear in P . The existence and uniqueness of a positive

definite stabilising solution (i.e. S(A − BR−1BTP ) ⊆ C ) is guaranteed by

the controllability of (A,B) pair and observability of (A,C) pair (see Defini-

tion 3.1.5 and Definition 3.1.6). Necessary and sufficient controllability and

observability conditions are well known and given in the theorems that follow.
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Theorem 3.2.1. [ZDG96] The following statements are equivalent:

1. (A,B) is controllable.

2. The controllability matrix Co =
[
B AB A2B . . . An−1B

]
has full

rank.

3. The matrix [A− λI,B] has full rank for all λ ∈ C.

4. There exist no eigenvector ξ of A (ξ 6= 0) such that ξTB = 0.

5. The controllability Gramian Wc(t) =
∫ t
0
eAτBBT eA

T τ dτ is positive

definite for any t > 0.

Theorem 3.2.2. [ZDG96] The following statements are equivalent:

1. (A,C) is observable.

2. The observability matrix Ob =
[
CT (CA)T (CA2)T . . . (CAn−1)T

]T
has full rank.

3. The matrix

[
A− λI
C

]
has full rank for all λ ∈ C.

4. There exist no eigenvector ξ of A (ξ 6= 0) such that Cξ = 0.

5. The observability Gramian Wo(t) =
∫ t
0
eA

T τCTCeAτ dτ is positive definite

for any t > 0.

If these conditions are satisfied, then the ith closed-loop system:

ẋi(t) = (A−BK)xi (3.7)

is asymptotically stable. The closed-loop block diagram of the optimal LQR

controller for system (3.2) is shown in Fig. 3.1.

ẋi = Axi +Bui

–K

xiui

Figure 3.1: Closed-loop LQR system
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In addition, when ui = −Kxi the cost function (3.3) will attain its minimum

for

J
(
ui(t),xi0

)
=

∫ ∞
0

(
xi(t)

T (Q+KTRK)xi(t)
)

dt. (3.8)

In order to compute the optimal cost J , consider the positive quadratic func-

tion V (t), such that V (t) = xi
T P̃xi, where P̃ is the solution of the Lyapunov

equation of the closed-loop system given by

P̃ (A−BK) + (A−BK)T P̃ +Q+KTRK = 0. (3.9)

Then, the decay rate of V (t) is

−V̇ (t) = − d

dt
(xi

T P̃xi) = −xiT P̃ ẋi − ẋiT P̃xi. (3.10)

By substituting (3.7) into (3.10) and using (3.9), one gets

− d

dt
(xi

T P̃xi) = −xiT
[
(A−BK)T P̃ + P̃ (A−BK)

]
xi

= xTi (Q+KTRK)xi. (3.11)

Comparison of the two sides results in (3.9) which is true for any xi. Therefore,

the minimum value of the cost can be evaluated as

J
(
ui(t),xi0

)
=

∫ ∞
0

(
xi(t)

T (Q+KTRK)xi(t)
)

dt = −xiT P̃xi
∣∣∣∞
0

= −xi(∞)T P̃xi(∞) + xi(0)T P̃xi(0). (3.12)

Since A−BK is Hurwitz, then xi(t)→ 0 for any xi0 ∈ Rn and the minimum

cost will be attained for

J = xi(0)T P̃xi(0) = xi0
T P̃xi0. (3.13)

Furthermore, by substituting K = R−1BTP and after some algebra (3.9) be-

comes:

P̃A− P̃BR−1BTP + AT P̃ − PBR−1BT P̃ +Q+ PBR−1BTP = 0 (3.14)

which, when compared with (3.6), is identically satisfied by P̃ = P . Thus, the
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optimal cost related to the solution of LQR problem will be

J = min

∫ ∞
0

(
xi(t)

TQxi(t) + ui(t)
TRui(t)

)
dt = xi0

TPxi0 (3.15)

where xi0 = xi(0).

The closed-loop system poles are directly dependent on the matrices Q and

R. In the case when controlled variables are not clearly identified, Q is chosen

in such way that term xi(t)
TQxi(t) represents the total energy in the system

i, while positive definite matrix R is multiplied by an adjustable parameter ρ

in order to achieve reasonable fast closed-loop poles without excessive values

of the control effort [Pre02]. A simple and reasonable choice for the matrices

Q and R in (3.15) is given by Bryson’s rule [FPEN01]. According to this rule

both Q and R have a diagonal structure where individual diagonal elements

are given by

Qii =
1

maximum acceptable value of x2
i

, i = 1, . . . , n

Rii =
1

maximum acceptable value of u2
i

, i = 1, . . . ,m.

Although Brysons rule usually gives good results, often it is just the starting

point for a trial-and-error iterative design procedure which aims to obtaining

desirable properties for the closed-loop LQR system.

Next, we discuss the assumptions made about the controllability of (A,B)

pair and observability of (A,C) pair. These can be relaxed to the notion

of stabilisability and detectability (see Definition 3.1.7 and Definition 3.1.8)

which is summarised in the theorem that follows.

Theorem 3.2.3. [ZDG96] Consider the time invariant system in (3.2) where

(A,B) pair is stabilisable. If the cost function is defined as (3.3) with Q =

CTC ≥ 0 and R > 0, the solution P to the ARE:

ATP + PA− PBR−1BTP +Q = 0 (3.16)

will exist and the optimal control is given by ui = −R−1BTPxi. Furthermore,

if (A,C) is detectable, then the closed-loop system is stable and P is positive

semi definite solution, i.e. P ≥ 0.

Proof. See [ZDG96].
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3.3 Gain and Phase Margins of the LQR

In this section the gain and phase margins for the single-input LQR systems

will be reviewed. These two concepts will be generalised to the case of multi-

input systems.

The gain margin of an internally stable feedback system is the largest amount

by which the loop gain can be changed while preserving the stability of the

system. By convention, a closed-loop system which is always stable, no matter

how large the gain becomes, has an infinite gain margin. On the other side,

the phase margin can be described as the minimum amount of negative phase

shift needed to make the part of the Nyquist plot, corresponding to ω ≥ 0, to

pass through −1+ i0 point [AM89]. Nyquist plot is used to access the stability

criterion proposed by Nyquist, based on the theory of functions of one complex

variable due to Cauchy. Cauchy’s theorem is concerned with mapping contours

in a complex s-plane which is described in more details later [DB00].

First, we will present some background results pertaining to the open-loop

and closed-loop transfer functions of LQR systems. Also, we will introduce

the concept of return difference transfer matrix and extend it further to the

concept of return difference equality/inequality.

3.3.1 Return Difference Equality and Inequality

In order to establish the gain and phase margins for single-input LQR systems

defined in Definition 3.1.4, we have to consider the open-loop system depicted

in Figure 3.2. The transfer function of the plant is given by

G(s) =
Y (s)

U(s)
= (sI − A)−1B (3.17)

where U(s) and Y (s) are the Laplace transforms of the control input u(t) and

the output y(t). Then, the open loop transfer matrix is

To(s) = K(sI − A)−1B. (3.18)
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B (sI − A)−1 K
u x y

Figure 3.2: Open-loop LQR system

The plant with the optimal LQR gain K is given in Figure 3.3.

ẋ = Ax+Bu

K

r + u x
−

Figure 3.3: Classical representation of state feedback LQR system

In order to establish the gain margin property of LQR, the classical repre-

sentation of the state feedback in Figure 3.3 is not suitable. Therefore, the

scheme can be redrawn as the unity feedback representation which is depicted

in Figure 3.4.

K (sI − A)−1B
ur + x

−

Figure 3.4: Unity feedback representation of state feedback LQR system

Then, introducing an external reference signal r the closed loop transfer matrix

is given by

Tc(s) = K(sI − A+BK)−1B. (3.19)

In order to derive the return difference transfer matrix we consider a breaking

point at the input side of the closed-loop LQR system in Figure 3.4. The new

scheme is depicted in Figure 3.5 and the open-loop transfer matrix from the

process’ input u to the controller’s output û is given by

L(s) = K(sI − A)−1B. (3.20)
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K (sI − A)−1B
û ur + x

−

Figure 3.5: State feedback open-loop gain

The return difference transfer matrix for the same system is defined as a dif-

ference of the signal before and after feedback loop and is given by

F (s) = I +K(sI − A)−1B = I + L(s). (3.21)

The discussion below is based on the optimal return difference relation which

is known as Kalman’s equality which is summarised in the proposition that

follows (for more details see [Lew86], [KS72], [GJ86]).

Proposition 3.3.1. For the LQR criterion in (3.3) the following equality holds

(I + L(−s)T )R(I + L(s)) = R + F (−s)TQF (s) (3.22)

where F (s) and L(s) are as described in (3.20) and (3.21), respectively. By

setting s in (3.22) to equal to jω and using the fact that for real-rational

transfer functions

F (−jω)T = F (jω)H , L(−jω)T = L(jω)H , F (jω)HF (jω) ≥ 0

the Kalman’s inequality can be derived which is one of many important conse-

quences of (3.22) and is given by

(I + L(jω))HR(I + L(jω)) ≥ R, ∀ω ∈ R. (3.23)

Proof. See [Hes05].

Proposition 3.3.1 will be used in next sections to derive gain and phase margin

properties for the single-input systems which is then extended to the multi-

input case.
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3.3.2 Single-Input Systems

For the single-input process L(jω) is a scalar transfer function. Therefore, if

we divide both sided of Kalman’s inequality (3.23) by the scalar R we get:

|1 + L(jω)| ≥ 1, ∀ω ∈ R. (3.24)

This implies that the Nyquist diagram of L(jω) will always remain outside a

circle of unit radius centred at −1 + i0. Also, the asymptotic stability of the

closed-loop system limits the number of counterclockwise encirclements of the

point −1 + i0 to the number of poles of the transfer function L(jω) lying in

<[s] ≥ 0. Further, two significant implications can be noted which are given

next:

• Positive gain margin - If gain is multiplied by a constant factor β > 1

the Nyquist plot expands radially and the stability is preserved as the

the number of counterclockwise encirclements of −1 + i0 stays equal to

the number of poles of the transfer function L(jω) lying in <[s] ≥ 0.

• Negative gain margin - If gain is multiplied by a constant factor

1 > β > 0.5 the Nyquist plot contracts radially; however, the num-

ber of encirclement still does not change and this corresponds to the

negative gain margin of 20 log10(0.5) = −6dB.

Therefore, the infinite gain margin property for the LQR is established, but

with the downside margin of 1
2
. Two possible Nyquist plots of L(jω) are given

in Figure 3.6. Note that, in Figure 3.6 (b) point A could cross −1 if gains

Figure 3.6: Nyquist plots of L(jω). (a) Stable open-loop transfer function.
(b) Open-loop transfer function with two unstable poles [Pre02]
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Figure 3.7: Illustration of LQR phase tolerance [Che14]

were reduced. However, this will not happen as long as multiplying factor β

is larger than 1
2
.

The phase margin is determined from the points on the ω ≥ 0 part of the

Nyquist diagram, that are at unit distance from the origin. The maximum

phase tolerance corresponds to the phase angles of the intersection points b

and b′ between unit circle M centred (0, 0) and unit circle N centred at (−1, 0)

which is depicted in Figure 3.7. The smallest angle that will allow points on

the unit circle that are outside the prohibited area to reach (−1, 0) by moving

in clockwise direction, is 60◦. Therefore, the phase margin is bounded from

below by 60◦.

Additionally, for the single-input case we can define the sensitivity function

S(s) and the complementary sensitivity function T (s) by

S(s) =
1

1 + L(s)
, T (s) =

L(s)

1 + L(s)
, (3.25)

respectively. The Kalman’s inequality in (3.23) guarantees following:

|S(jω)| ≤ 1, ∀ω ∈ R (3.26)

|T (jω)− 1| ≤ 1, |T (jω)| ≤ 2, < [T (jω)] ≥ 0, ∀ω ∈ R. (3.27)

In order to provide a good disturbance rejection the sensitivity function should

be small. Also, for a good reference tracking and good noise rejection the

complementary sensitivity function should be close to one [Hes05].
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The gain and phase margins are not the only robustness indicators. As an

additional measure of how much the system is robust module margin can be

used, which defines the minimal distance between the Nyquist curve and the

critical point (−1, 0). Module margin corresponds to the inverse of the infinity

norm of the sensitivity function and it quantifies how sensitive is the closed-

loop system to variations of the considered plant. Additionally, good module

margin implies good gain and phase margins and sometimes it can be seen as

a better robustness indicator [GKL03].

Next, the gain and margin analysis is extended to multi-input systems.

3.3.3 Multi-Input Systems

Results obtained for single-input case can be extended to multi-input systems,

such that for each control channel the theory will guarantee good performance

for gain margins between 1
2

and∞ and for the phase margin greater than 60◦.

The starting point is still the return difference or Kalman’s inequality in (3.23)

from which we have:

F (jω)HRF (jω) ≥ R, ∀ω ∈ R. (3.28)

where F (jω) = I +K(jωI − A)−1B is the return difference transfer matrix.

If R = ρI, where ρ is an adjustable positive parameter, it can be proved (see

[SA76]) that

F (jω)HF (jω) ≥ I. (3.29)

Then, (3.29) implies that there is at least 60◦ of phase margin in each input

channel, while the gain in each channel can be increased indefinitely without

losing stability with a margin of at least 6dB against gain reductions. For

more details we refer the reader to [SA76].

For more general R the complete analysis of gain and phase margins in multi-

input systems is given in [AM89]. These results are omitted here as we assume

the diagonal structure of R throughout the thesis, which corresponds to the

results in [SA76] which are presented here.

Additionally, let σ(F ) be any singular value of F . Then, it can be easily shown
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that [AM89]:

σ[F (jω)] ≥ 1 (3.30)

which implies that the minimum singular value of F (jω), σ[F (jω)], is bounded

from below by 1 for all ω ∈ R. This property is not easily revealed for the case

of general matrix R. For more details we refer the reader to [AM89]. Next, we

give an example on multivariable feedback system robustness properties.

Numerical Example - Multivariable Feedback System Robustness

Properties

Consider the linear system specified by(
ẋ1

ẋ2

)
=

(
−1 0

0 −1

)(
x1

x2

)
+

(
1 b12

0 1

)(
u1

u2

)
(
y1

y2

)
=

(
x1

x2

)
. (3.31)

If the following feedback compensation is used:

u1 = −x1 + uc1

u2 = −x2 + uc2 (3.32)

the closed-loop system becomes:(
ẋ1

ẋ2

)
=

(
−2 −b12

0 −2

)(
x1

x2

)
+

(
1 b12

0 1

)(
uc1

uc2

)
. (3.33)

The return difference matrix, F (s) = I +G(s), is given by

F (s) =

(
s+2
s+1

b12
s+1

0 s+2
s+1

)
(3.34)

and thus

|I +G(s)| − 1 =
2s+ 3

(s+ 1)2
. (3.35)

The Nyquist diagram of 2s+3
(s+1)2

is depicted in Figure 3.8. In terms of SISO

robustness properties, the system has an infinite upward gain margin, a nega-

tive gain margin of −1
3

and a phase margin of ±106◦. However, the analysis
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Figure 3.8: Nyquist diagram of 2s+3
(s+1)2

does not take into account the effect of b12, which when too large leads the

closed-loop system to instability. Hence, the minimum singular value of return

difference matrix has to be examined.

Let assume that b12 = 50 in (3.33), and LQR weights are defined as R = 1 and

Q = 3

(
2601 −50

−50 1

)
. Then, the closed-loop matrix becomes

Acl = A−BR−1BTK = −2I.

The return difference matrix is given by

I +G(s) =

(
s+2
s+1

0

0 s+2
s+1

)
(3.36)

and the minimum singular value of return difference matrix is

σ[I +G(jω)] =

(
w2 + 4

w2 + 1

) 1
2

> 1 (3.37)

which satisfies (3.30). For more details on intermediate calculations the reader

is referred to [LSA81].
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3.4 Summary

This chapter provided an overview of fundamental results in the field of optimal

control, particularly in the area of linear quadratic regulator problems. The

presented results will be relevant for the exposition in the following chapters,

which represent the contributions of this thesis.

The results presented here will be extended to the LQR multi-agent control in

the next chapter. By assuming that the network consists of identical dynami-

cally decoupled systems, an optimal LQR controller will be defined to control

the system. This problem is known as centralized optimal control problem and

the properties of its solution will be analysed. Also, necessary preliminaries

from the area of graph theory will be given.
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Chapter 4

Centralized Optimal Control

Problem

In this chapter the LQR theory is applied to the network of identical dynam-

ically decoupled systems (agents) defined in Section 3.2. The communication

between agents is represented by using graph theory tools. Therefore, some

preliminaries in the area of graph theory are given first. Bidirectional com-

munication is assumed to exist between each pair of agents, and this type of

problem is known as centralized optimal control problem for undirected net-

works.

Next, the structure of centralized LQR solution is presented, which is followed

by spectral and robustness properties of the centralized LQR system. These

are illustrated through an example of (low-scale) multi-agent system that is

stabilised by using a centralized LQR controller.

In the last section of this chapter a special case of centralized LQR control

is presented where a different structure is imposed on the augmented state

weighting matrix. It is shown that in this case the solution of (large-scale)

centralized LQR problem can be constructed from the solution of a single agent

LQR system as long as the stability of the plant is preserved. Alternatively, in

the case of an unstable plant, the stabilising solution can be found by solving

two low-dimensional ARE’s. Both cases are illustrated via an example.
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4.1 Graph Theory Preliminaries

The set of N identical dynamical subsystems in (3.1) forms a communication

network of subsystems, called agents. The underlying network is represented

as a graph, described by the pair

G = (V , E) (4.1)

where V is the set of nodes (or vertices), V = {1, 2, . . . , N}, and E ⊆ V × V is

the set of edges, E ⊆
{

(i, j) : i, j ∈ V , j 6= i
}

. If i, j ∈ V and (i, j) ∈ E , then

i and j are said to be adjacent (or neighbours) which is denoted as i ∼ j. A

graph G is called connected if there exists a path between any two nodes of the

graph. We assume that there is no edge from a node to itself (i.e. no self loops)

and that the edge between nodes i and j is undirected. For an undirected graph

(i, j) ∈ E implies that (j, i) ∈ E , i.e. the communication between two nodes

(or agents) is bidirectional.

The number of neighbours of each node, di for i = 1, 2, . . . , N , is called its

degree or valency. Therefore, the degree matrix ∆(G) of a graph G is a diagonal

matrix, which (i, i) entry is the degree of node i. Let dmax(G) denote the

maximum node degree of the graph G. An undirected graph is said to be

complete if every pair of distinct nodes is connected by a unique edge. In this

case, all nodes will have the same degree, di = N − 1, where N is the number

of nodes (agents) and i = 1, . . . , N .

Any undirected graph can be represented by its adjacency matrix, A(G), which

is a matrix with 0 − 1 elements. Let Ai,j ∈ R be the (i, j) element of A(G),

then the following is true:

Ai,i = 0, ∀i = 1, 2, . . . , N,

Ai,j = 0 if (i, j) /∈ E ∀i, j = 1, 2, . . . , N, i 6= j,

Ai,j = 1 if (i, j) ∈ E ∀i, j = 1, 2, . . . , N, i 6= j. (4.2)

Note that for undirected graphs, the adjacency matrix is symmetric (AT (G) =

A(G)).

Another way of describing a graph is through its Laplacian matrix, L(G). The
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graph Laplacian matrix is defined as follows:

L(G) = ∆(G)−A(G). (4.3)

The following properties of Laplacian matrices of graphs and their spectra were

established by several authors (see for example [Kel67], [AM85], [Moh91]):

1. For undirected graphs, L(G) is positive semi definite and symmetric ma-

trix. Therefore, L(G) has only real eigenvalues.

2. The spectrum of L(G) is denoted as: S(L(G)) = {λ1(L(G)), . . . , λN(L(G))},
where the eigenvalues are arranged in decreasing order, i.e. λ1(L(G)) ≥
λ2(L(G)) ≥ . . . ≥ λN−1(L(G)) ≥ λN(L(G)).

3. Every Laplacian matrix is singular and its smallest eigenvalue λN(L(G)) =

0 and a corresponding eigenvector is (1, 1, . . . , 1)T . The algebraic multi-

plicity of its zero eigenvalue implies the number of connected components

in the graph. So, λN(L(G)) = 0 and λN−1(L(G)) > 0 if and only if G is

connected.

4. The second smallest eigenvalue, λN−1(L(G)), plays the special role in

graph theory. It is known as the algebraic connectivity of the graph, that

is closely related to the classical connectivity parameters of graphs (the

vertex connectivity and the edge connectivity).
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4.2 Centralized LQR Problem Definition

In this section the concept of LQR control will be extended to the existence of

(large-scale) augmented system which consists of N subsystems with identical

dynamics. Then, the dynamics of these N subsystems, indexed as 1, 2, . . . , N ,

considered in total, are described by

ẋ(t) = Aax+Bau, x(0) = x0 (4.4)

where the column vectors x(t) = [x1(t)
T , x2(t)

T , . . . , xN(t)T ]T and u(t) =

[u1(t)
T , u2(t)

T , . . . , uN(t)T ]T collect the states and inputs of the N systems,

while Aa = IN ⊗ A and Ba = IN ⊗B, with A and B defined as in (3.2).

The LQR problem for the system (4.4) is described through the cost function

which contains terms for weighting the difference between ith and j th system

states, as well as the ith system state and input:

J
(
u(t),x0

)
=

∫ ∞
0

( N∑
i=1

(
xi(t)

TQiixi(t) + ui(t)
TRiiui(t)

)
+

N∑
i=1

N∑
j=1

((
xi(t)− xj(t)

)T
Qij

(
xi(t)− xj(t)

)))
dt. (4.5)

Equation (4.5) can be rewritten using the more compact notation as

J
(
u(t),x0

)
=

∫ ∞
0

(
x(t)TQax(t) + u(t)TRau(t)

)
dt (4.6)

where the matrices Qa and Ra have the following structure:

Qa =


Qa11 Qa12 . . . Qa1N

Qa21 Qa22 . . . Qa2N
...

...
. . .

...

QaN1
QaN2

. . . QaNN

 (4.7)

and

Ra = IN ⊗R (4.8)
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with

Qaii =
N∑
k=1

Qik, for i = 1, . . . , N,

Qaij = −Qij, for i, j = 1, . . . , N, i 6= j,

Qii = Qii
T ≥ 0 and Rii = Rii

T > 0 for ∀i,

Qij = Qij
T = Qji ≥ 0 for ∀i 6= j. (4.9)

The following assumptions apply throughout this section for Q = QT ≥ 0 and

Qa as in (4.7).

Assumption 4.2.1. (Local stabilisability and observability) The pair

(A,B) is stabilisable and the pair (A,C) is observable, where C is any matrix

such that CTC = Q.

Assumption 4.2.2. (Global stabilisability and observability) The pair

(Aa, Ba) is stabilisable and the pair (Aa, Ca) is observable, where Ca is any

matrix such that Ca
TCa = Qa.

Remark 4.2.1. Note that the local stabilisability of (A,B) implies the global

stabilisability of (Aa, Ba), due to the block diagonal structure of Aa and Ba,

which is not necessarily true for the case of local and global observability.

Correspondingly, given the initial conditions, x0, the control input:

u = −Ra
−1Ba

TPax (4.10)

minimises the cost function (4.6) subject to ẋ(t) = Aax + Bax, x(0) = x0,

where Pa is the symmetric positive definite stabilising solution of the following

large-scale ARE:

Aa
TPa + PaAa − PaBaRa

−1Ba
TPa +Qa = 0. (4.11)

Positive-definiteness of Pa is the consequence of global observability. The prop-

erties of the solution and its structure are summarised in the theorem that

follows.

Theorem 4.2.1. [BK08] Assume the weighting matrices (4.9) of the (large-
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scale) LQR problem (4.4)-(4.5) are chosen as

Qaii = Q1 for i = 1, . . . , N and

Qaij = Q2 for j = 1, . . . , N, i 6= j. (4.12)

Let Pa ∈ RnN×nN be the stabilising solution of (4.11) whose individual blocks

are denoted as Paij = Pa[(i−1)n+1 : in, (j−1)n+1 : jn] with i, j = 1, . . . , N .

Then, the following are true:

1.
∑N

j=1 Paij = P for all i = 1, . . . , N , where P ∈ Rn×n is the symmetric

positive definite solution of the ARE associated with a single system LQR

problem:

ATP + PA− PBR−1BTP +Q1 = 0. (4.13)

2.
∑N

j=1Kaij = K for all i = 1, . . . , N , where K = R−1BTP is the gain

matrix of a single system LQR problem.

3. All off-diagonal blocks of Pa, namely Paij for i 6= j, are equal symmetric

negative semi-definite matrices, denoted as Pa12 ≤ 0. Furthermore, the

matrix Pa12 is the negative semi-definite solution of ARE:

ATclPa12 + Pa12Acl +NPa12XPa12 −Q2 = 0 (4.14)

where Acl = A− BR−1BTP and X = BR−1BT . Note that (4.14) is the

ARE corresponding to an LQR problem for the stable system (Acl, B)

with weighting matrices Q2 and NR.

4. The (large-scale) LQR gain matrix Ka is of the form:

Ka =


Ka11 Ka12 . . . Ka12

Ka12 Ka11 . . . Ka12
...

...
. . .

...

Ka12 Ka12 . . . Ka11

 (4.15)

where Ka11 and Ka12 depend on N , A, B, Q1, Q2 and R.

5. The unique symmetric positive definite solution to (4.11) has the struc-
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ture:

Pa =


Pa11 Pa12 . . . Pa12

Pa12 Pa11 . . . Pa12
...

...
. . .

...

Pa12 Pa12 . . . Pa11

 (4.16)

in which the diagonal blocks can be expressed as: Pa11 = P − (N−1)Pa12.

Properties of the presented centralized solution, together with gain margins of

centralized LQR system are given next.

4.2.1 Spectral and Robustness Properties of the

Centralized LQR Solution

The next corollary of Theorem 4.2.1 follows from the gain margin properties

of the LQR, which are described in Section 3.3.

Corollary 4.2.1.1. The system (A − BR−1BTP,B) in (4.14) will remain

stable if the gain matrix is multiplied by any constant factor β, such that β > 1
2
.

Therefore, A−BR−1BTP + βNBR−1BTPa12 will be Hurwitz or stable matrix

for any β > 1
2
.

Remark 4.2.2. The constant factor β in Corollary 4.2.1.1 can be considered

to be equal to 0 and the system will remain stable, as A−BR−1BTP is stable

by itself using (3.7).

Remark 4.2.3. There exists a class of systems for which β can be any positive

real number, i.e. β ≥ 0, but stability has to be tested for the interval (0, 1
2
].

This follows from the fact that the stability of A− BR−1BTP does not neces-

sarily guarantees the stability of A−BR−1BTP + βNBR−1BTPa12. For more

information see [BK08].

These properties of the (large-scale) centralized LQR system will be used in

Chapter 5 to analyse the stability and the robustness properties of the pro-

posed distributed LQR design. The preliminary result which characterises

the spectrum of the closed-loop matrix for the (large-scale) centralized LQR

system is given next:
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Theorem 4.2.2. Let Acl = A − BR−1BTP be the closed-loop matrix of the

(single system) LQR problem in (3.2)-(3.3) with state and control weighting

matrices Q and R, respectively. Let P be the symmetric positive definite solu-

tion of (3.6). Also, let Acla = Aa −BaRa
−1Ba

TPa be the closed-loop matrix of

the (large-scale) centralized LQR problem in (4.4)-(4.6) with state and control

weighting matrices Qa and Ra, respectively, and Pa is the symmetric positive

definite solution of (4.11) that can be decomposed into N2 blocks of dimension

n× n as

Pa =


Pa11 Pa12 . . . Pa12

Pa12 Pa11 . . . Pa12
...

...
. . .

...

Pa12 Pa12 . . . Pa11

 . (4.17)

Then, the spectrum of Acla, i.e. S(Acla), is given by

S(Acla) = S(Acl) ∪ S(Acl1−2) ∪ . . . ∪ S(Acl1−2)︸ ︷︷ ︸
(N-1) times

(4.18)

where Acl1−2 = A − BR−1BT (Pa11 − Pa12), in which Pa11 and Pa12 are n × n
blocks of Pa defined in (4.17).

Proof. By substituting (4.17) into Acla = Aa −BaRa
−1Ba

TPa, the closed-loop

matrix of the (large-scale) centralized LQR system becomes:

Acla =


A−XPa11 −XPa12 . . . −XPa12
−XPa12 A−XPa11 . . . −XPa12

...
...

. . .
...

−XPa12 −XPa12 . . . A−XPa11

 (4.19)

where X = BR−1BT . Matrix in (4.19) can be transformed into block lower-

triangular form through the similarity transformation Aclt = TAclaT
−1, where

the transformation matrix T is given by

T =



I −I 0 . . . 0

0 I −I . . . 0
...

...
. . . . . .

...

0 0 . . .
. . . −I

0 0 . . . . . . I


. (4.20)
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It can be shown that after a number of straightforward algebraic calculations

the transformed closed-loop matrix, denoted as Aclt, becomes

Aclt =



A−XPa1−2 0 0 . . . 0

0 A−XPa1−2 0 . . . 0
...

...
. . . . . .

...

0 0 . . . A−XPa1−2 0

−XPa12 −2XPa12 . . . −(N − 1)XPa12 A−XP


where Pa1−2 = Pa11−Pa12 and P = Pa11 +(N−1)Pa12 is the symmetric positive

definite solution to a (single system) LQR problem. Since eigenvalues of a

matrix are preserved under similarity transformations (see Definition 3.1.3)

equation (4.18) follows.

Results presented in Section 4.2 are illustrated through an example of multi-

agent LQR system which is given next.

4.2.2 Numerical Example: Centralized LQR Multi-

Agent System

Consider a network of N = 4 agents whose interconnection structure is repre-

sented by the complete graph depicted in Figure 4.1.

1 2

3 4

Figure 4.1: Fully connected (low-scale) multi-agent network

The agents’ collective dynamics are given by

ẋ = Aa1x+Ba1u, x(0) = x0 (4.21)

where Aa1 = I4 ⊗ A1 and Ba1 = I4 ⊗B1 with A1 and B1 defined as

A1 =

 −1 0 2

−2 −3 −4
1 0 −1

 , B1 =

 1 1

0 2

−1 3

 . (4.22)
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The stabilising solution of the above (large-scale) centralized LQR problem is

denoted as Pa1 whose structure is given in (4.16). The state matrix of the

closed-loop large-scale system is Acla1 = Aa1 − Ba1R
−1
a BT

a1
Pa1 , while P1 and

Acl1 = A1−B1R
−1
1 BT

1 P1 are the stabilising solution and the closed-loop matrix

of the corresponding single-agent LQR problem, respectively.

The cost function defined in (4.6) initially uses the following weights for the

state information: Qaii = Q1 = I3, Qaij = Q2 = I3, while the weight on the

control effort is set as R1 = I2, Ra = I2⊗R1. For more details on the structure

of state and control weighting matrices see (4.7)-(4.9). By solving the optimal

LQR problems the following stabilising solutions are obtained:

P1 =

 0.513 −0.103 −0.020

−0.103 0.166 −0.099

−0.020 −0.099 0.392

 and Pa1 =

 Pa11 Pa12 Pa12

Pa12 Pa11 Pa12

Pa12 Pa12 Pa11


in which

Pa11 =

 1.411 −0.382 −0.030

−0.382 0.661 −0.373

−0.030 −0.373 0.897

 ,

Pa12 =

 −0.299 −0.093 −0.017

−0.093 −0.165 0.091

−0.017 0.091 −0.169

 .

Results are reproduced for four additional sets of weighting matrices. In par-

ticular, in the second simulation the difference in the system’s states is more

heavily weighted relative to the individual agent’s states, while in the third

simulation this is reversed. Then, the weight on control effort is changed in

the same manner. The eigenvalue distribution for each simulation is shown in

Table 4.1 in which Acl1−2 = A1 −B1R
−1
1 BT

1 (Pa11 − Pa12).

The example shows that the stabilising effect of the centralized LQR design

is independent of the LQR weighting matrices selection. Thus this can be

selected freely in order to achieve the global performance objective. Further,

the example supports theoretical results on the spectrum of closed-loop system

presented in Theorem 4.2.2, as well as the properties of diagonal and off-
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Table 4.1: Eigenvalue distribution in the centralized LQR system for a different
choice of weighting matrices

Weighting
matrices

S(Acl1) S(Acl1−2) S(Acla1 )

Q1 = I3
Q2 = I3
R1 = I2

–2.127
–3.402 + i1.528
–3.402 – i1.528

–2.843
–4.724
–7.523

–2.127
–2.843 (3 times)
–3.402 ± i1.528
–4.724 (3 times)
–7.523 (3 times)

Q1 = 0.1I3
Q2 = I3
R1 = I2

–1.427+i1.392
–1.427–i1.392
–2.899

–2.705
–4.899
–6.424

–1.427±i1.392
–2.705 (3times)
–2.898
–4.899 (3times)
–6.424 (3times)

Q1 = 10I3
Q2 = I3
R1 = I2

–3.273
–5.052
–11.436

–3.396
–5.562
–13.731

–3.273
–3.396 (3times)
–5.052
–5.562 (3times)
–11.436
–13.731 (3times)

Q1 = I3
Q2 = I3
R1 = 0.1I2

–3.273
–5.052
–11.436

–3.548
–9.460
–26.550

–3.273
–3.548 (3times)
–5.052
–9.460 (3times)
–11.436
–26.550 (3times)

Q1 = I3
Q2 = I3
R1 = 10I2

–1.427+i1.392
–1.427–i1.392
–2.899

–2.282
–2.645+i1.393
–2.645–i1.393

–1.427±i1.392
–2.282 (3times)
–2.899
–2.645+i1.393
(3times)
–2.645–i1.393
(3times)

diagonal block structure of Pa1 described in Theorem 4.2.1.
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4.3 Special Case of the Centralized LQR

Problem

In this section a special case of centralized LQR controller is considered by

imposing a different weighting structure on the states of the system. Main

results are illustrated through an example of multi-agent network consisting

of identical dynamically decoupled agents.

4.3.1 Problem Definition and Structural Properties of

its Solution

Consider the network of N agents whose dynamics are described as in (4.4).

The LQR problem for the system (4.4) and weighting matrices Qaa and Ra is

described by the cost function

J
(
u(t),x0

)
=

∫ ∞
0

(
x(t)TQaax(t) + u(t)TRau(t)

)
dt. (4.23)

Please note that when compared to the cost function in (4.6), a different struc-

ture is imposed relative to the structure defined by weighting matrix Qa. This

new weight matrix is denoted as Qaa and is given by

Qaa =


Qaa11 Qaa12 . . . Qaa1N

Qaa21 Qaa22 . . . Qaa2N
...

...
. . .

...

QaaN1
QaaN2

. . . QaaNN

 (4.24)

with

Qaaii =
N∑

j=1,j 6=i

Qij, for i = 1, . . . , N,

Qaaij = −Qij, for i, j = 1, . . . , N, i 6= j,

Qij = Qij
T = Qji ≥ 0 for ∀i 6= j. (4.25)

Assumptions made on local and global stabilisability and observability apply

throughout this section as well (see Assumption 4.2.1 and Assumption 4.2.2).

Therefore, the new (large-scale) centralized system can be described by the
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following ARE:

Aa
TPaa + PaaAa − PaaBaRa

−1Ba
TPaa +Qaa = 0 (4.26)

in which Paa is the symmetric positive definite stabilising solution. Properties

of the solution and its structure are summarised in Theorem 4.3.1, which is

followed by result which characterises the spectrum of the (large-scale) closed-

loop centralized LQR system in (4.23)-(4.26).

Theorem 4.3.1. Assume that the weighting matrix Qaa in (4.24) of the (large-

scale) LQR problem is constructed as

Qij = Q for i, j = 1, . . . , N, i 6= j. (4.27)

Let Paa ∈ RnN×nN be the unique symmetric positive definite solution to (4.26)

whose individual blocks are denoted as Paaij = Paa[(i−1)n+1 : in, (j−1)n+1 :

jn] with i, j = 1, . . . , N . Then, Paa is of the form:

Paa =


P1 + E − P1

N−1 + E . . . − P1

N−1 + E

− P1

N−1 + E P1 + E . . . − P1

N−1 + E
...

...
. . .

...

− P1

N−1 + E . . . . . . P1 + E

 (4.28)

in which P1 is the symmetric positive definite solution of the ARE associated

with a single-agent LQR problem:

ATP1 + P1A−
N

N − 1
P1BR

−1BTP1 + (N − 1)Q = 0 (4.29)

and E is the stabilising solution of the low-dimensional ARE:

ATE + EA−NEBR−1BTE = 0. (4.30)

Therefore, the solution of (large-scale) centralized LQR problem reduces to the

solution of two low-dimensional AREs.

Proof. The assumptions made in (4.27) and (4.28), and block-diagonal struc-

ture of Aa and Ba in (4.26) imply that the set of AREs in (4.26) reduces to a

single ARE equation. In order to reduce complexity of the proof, we assume
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that N = 3. Therefore, (4.26) can be expanded as: AT P̃1 +AP̃1 −AT P̃2 −AP̃2 −AT P̃2 −AP̃2

−AT P̃2 −AP̃2 AT P̃1 +AP̃1 −AT P̃2 −AP̃2

−AT P̃2 −AP̃2 −AT P̃2 −AP̃2 AT P̃1 +AP̃1

+

 2Q −Q −Q
−Q 2Q −Q
−Q −Q 2Q

−

−

 P̃1 −P̃2 −P̃2

−P̃2 P̃1 −P̃2

−P̃2 −P̃2 P̃1


 X 0 0

0 X 0

0 0 X


 P̃1 −P̃2 −P̃2

−P̃2 P̃1 −P̃2

−P̃2 −P̃2 P̃1

 =

 0 0 0

0 0 0

0 0 0


(4.31)

in which P̃1 = P1 + E, P̃2 = P1

2
− E and X = BR−1BT . After some algebra,

problem in (4.31) reduces to two low dimensional AREs:

ATP1 + P1A−
3

2
P1BR

−1BTP1 + 2Q = 0 (4.32)

and

ATE + EA− 3EBR−1BTE = 0. (4.33)

The fact that the pair (A,B) is stabilisable implies the stabilisability of

(A,
√

3/2B) and (A,
√

3B). Similarly, the detectability of (A,Q) implies the

detectability of (A, 2Q) and (A, 0) for a Hurwitz matrix A. Therefore, P1

and E are the stabilising solutions of (4.32) and (4.33), respectively, and the

solution of (large-scale) LQR problem can be constructed as:

Pc =

 P1 + E −P1

2
+ E −P1

2
+ E

−P1

2
+ E P1 + E −P1

2
+ E

−P1

2
+ E −P1

2
+ E P1 + E

 .

The proof can be easily generalised to networks of arbitrary size. Thus, for

the network of N agents it is necessary to solve two low-dimensional AREs

in (4.29) and (4.30). Then, the solution of (large-scale) LQR problem can be

constructed by using the structure in (4.28).

An extension to the Theorem 4.3.1 that takes into account the stability of

matrix A is given next.

Remark 4.3.1. For a stable (Hurwitz) matrix A (i.e. S(A) ⊆ C ) E is

n × n zero matrix. This implies that the solution of (large-scale) centralized

problem reduces to the solution of single ARE in (4.29) and the solution can

49



be constructed as:

Pc =


P1 − P1

N−1 . . . − P1

N−1

− P1

N−1 P1 . . . − P1

N−1
...

...
. . .

...

− P1

N−1 . . . . . . P1

 . (4.34)

For matrix A that has one or more unstable modes (i.e. S(A) * C ) the con-

structed solution, Pc, in (4.34) is no longer equal to the solution of large-scale

system, Paa. Also, Pc is not the stabilising solution based on Theorem 4.3.2. In

this case, the difference between Paa and Pc can be cancelled by the ’correction

factor’, E, that is the stabilising solution of (4.30). Then, for the network of

N agents the constructed solution is of the following structure:

Pc =


P1 + E − P1

N−1 + E . . . − P1

N−1 + E

− P1

N−1 + E P1 + E . . . − P1

N−1 + E
...

...
. . .

...

− P1

N−1 + E . . . . . . P1 + E

 . (4.35)

Therefore, for unstable matrix A the solution of (large-scale) centralized LQR

problem reduces to the solution of two low-dimensional ARE’s. Furthermore,

rank(E) equals the number of unstable modes (eigenvalues) of A.

Theorem 4.3.2. Let Acl1 = A− N
N−1BR

−1BTP1 be the closed-loop matrix of

the low-dimensional LQR problem described by the ARE in (4.29) where (N −
1)Q and

√
N
N−1R are state and control weighting matrices, respectively, and

P1 is the symmetric positive definite solution of (4.29). Similarly, let Aclaa =

Aa − BaRa
−1Ba

TPaa be the closed-loop matrix of the (large-scale) centralized

LQR problem in (4.26) with state and control weighting matrices Qaa and Raa,

respectively, and let Paa be the symmetric positive definite solution of (4.26).

Then, Paa has the following form:

Paa =


P1 − P1

N−1 . . . − P1

N−1

− P1

N−1 P1 . . . − P1

N−1
...

...
. . .

...

− P1

N−1 . . . . . . P1

 (4.36)

50



Further, the spectrum of Aclaa, i.e. S(Aclaa), is given by

S(Aclaa) = S(A) ∪ S(Acl1) ∪ . . . ∪ S(Acl1)︸ ︷︷ ︸
(N-1) times

. (4.37)

Proof. In order to prove the theorem we are using the same methodology as in

Theorem 4.1. Starting from the (large-scale) closed loop system, Aclaa = Aa−
BaRa

−1Ba
TPaa, and using the similarity transformation Aclaat = TAclaT

−1,

where the transformation matrix T is given by

T =



I −I 0 . . . 0

0 I −I . . . 0
...

...
. . . . . .

...

0 0 . . .
. . . −I

0 0 . . . . . . I


(4.38)

we get

Aclaat =



A−X1P1 0 0 . . . 0

0 A−X1P1 0 . . . 0
...

...
. . . . . .

...

0 0 . . . A−X1P1 0
1

N−1XP1
2

N−1XP1 . . . N−1
N−1XP1 A


(4.39)

where X1 = N
N−1BR

−1BT and X = BR−1BT . Since eigenvalues of a matrix

are preserved under similarity transformations (see Definition 3.1.3) equation

(4.37) follows.
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4.3.2 Numerical Example: Special Case of the

Centralized LQR Multi-Agent System

Consider the multi-agent network whose interconnection structure is depicted

in Figure 4.1. The agents’ collective dynamics is given by

ẋ = Aa2x+Ba2u, x(0) = x0 (4.40)

where Aa2 = I4 ⊗ A2 and Ba2 = I4 ⊗ B2 with A2 and B2 are defined initially

as

A2 =

 −1 0 −2

−2 −3 −4

1 0 −1

 , B2 =

 1 1

0 2

−1 3

 . (4.41)

The LQR cost function is defined as in (4.6) with

Qa2 =


3Q2 −Q2 −Q2 −Q2

−Q2 3Q2 −Q2 −Q2

−Q2 −Q2 3Q2 −Q2

−Q2 −Q2 −Q2 3Q2

 and Ra2 = I4 ⊗R2 (4.42)

where Q2 = I3 and R2 = I2. A2 is a stable (Hurwitz) matrix since S(A2) =

{−3,−1 ± i1.414}. Then, the stabilising solution of the (large-scale) LQR

system in (4.40) is of the following form

Paa2 =


P2 + E2 −1

3
P2 + E2 −1

3
P2 + E2 −1

3
P2 + E2

−1
3
P2 + E2 P2 + E2 −1

3
P2 + E2 −1

3
P2 + E2

−1
3
P2 + E2 −1

3
P2 + E2 P2 + E2 −1

3
P2 + E2

−1
3
P2 + E2 −1

3
P2 + E2 −1

3
P2 + E2 P2 + E2

 (4.43)

in which

P2 =

 1.098 −0.289 0.016

−0.289 0.496 −0.281

0.016 −0.281 0.696

 , E2 =

 0 0 0

0 0 0

0 0 0

 (4.44)
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are the solutions of the following AREs, respectively:

ATP2 + P2A−
4

3
P2BR

−1BTP2 + 3Q2 = 0

ATE2 + E2A− 4E2BR
−1BTE2 = 0. (4.45)

Therefore, for stable matrix A, stabilising solution of augmented multi-agent

system can be constructed by solving a low-dimensional ARE which supports

theoretical results presented in Theorem 4.3.1.

Next let consider different matrix A2, such that

A2 =

 −1 0 −2

−2 3 −4

1 0 −1


and S(A2) = {3,−1±i1.414} (i.e. A2 has one unstable mode). Then, solutions

of (4.45) are

P2 =

 20.116 −32.937 18.521

−32.937 56.543 −32.049

18.521 −32.049 18.702

 , E2 =

 1.500 −2.250 1.500

−2.250 3.375 −2.250

1.500 −2.250 1.500


and Paa2 is constructed as in (4.43). Moreover, rank(E) = 1 which corresponds

to the number of unstable modes of A2, as claimed in Remark 4.3.1.

Finally, let us consider anti-stable matrix A2 such that

A2 =

 1 0 2

2 3 4

−1 0 1


and S(A2) = {3, 1 ± i1.414} (i.e. A2 has three unstable mode). Similarly,

solutions of (4.45) are

P2 =

 1.626 −0.554 0.059

−0.554 2.205 −0.131

0.059 −0.131 0.566

 , E2 =

 0.086 −0.016 0.019

−0.016 0.160 0.060

0.019 0.060 0.096


and Paa2 is constructed as in (4.43). Again rank(E) corresponds to the number

of unstable modes of A2.
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4.4 Summary

In this chapter the framework for multi-agent LQR-based control was pre-

sented. By assuming bidirectional communication between each pair of agents,

an optimal solution was obtained. Spectral and robustness properties of the

solution were analysed. Also, a special case of centralized control was pre-

sented where the size of the problem that has to be solved reduces to a single

agent problem.

In the case of limited communication between agents the proposed centralized

framework becomes inadequate and distributed solutions have to be deployed.

Hence, the results presented here will be extended for the use in a distributed

multi-agent setting which will be given in the next chapter. Additionally, these

two different designs will be compared with respect to their performance cost.

54



Chapter 5

Distributed Optimal Control

Problem

In this chapter the method for designing the distributed controller for dy-

namically decoupled multi-agent systems introduced in [BK08] is presented.

The subsystems can be actuated independently, but share a common objective

which forces them to interact with each other. Coupling between subsystems

is described by a communication graph, at each node of which the models of

the neighbouring nodes are used to predict its behaviour. Such an approach

leads to an elegant and powerful result: A stabilising distributed controller

can be found by solving a single LQR problem whose size depends on the

maximum vertex degree of the graph. The effectiveness of this approach is

illustrated through an example of large-scale multi-agent network where indi-

vidual agents are described by double integrator dynamics.

Next, the method for comparing the family of distributed LQR-suboptimal

controllers that has been introduced in [BK08] with the optimal centralized

controller is presented. It is shown that for any distributed control configura-

tion which differs from a complete graph by a single link, there is no perfor-

mance loss if the initial state vector lies in a certain subspace of state-space.

Additionally, near-optimal schemes are identified. The procedure is extended

by analysing the performance loss of an arbitrary distributed configuration

which is illustrated through an example. The results presented allow the ap-

plication of the method described in [BK08] to decentralized control schemes

optimised with respect to controller structure.
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5.1 Distributed LQR Design Method

The collective dynamics of Nd identical and decoupled dynamical subsystems

can be described as

˙̃x(t) = Ãx̃+ B̃ũ, x̃(0) = x̃0 (5.1)

where x̃(t) = [x̃1(t)
T , x̃2(t)

T , . . . , x̃Nd
(t)T ]T and ũ(t) = [ũ1(t)

T , ũ2(t)
T , . . . ,

ũNd
(t)T ]T are the vectors which collect the states and inputs of the Nd sys-

tems, while Ã = INd
⊗ A and B̃ = INd

⊗ B, where A and B are defined

as in (3.2). Systems (4.4) and (5.1) differ only in the number of subsystems

(or agents). System (4.4) refers to the augmented centralized optimal problem

with N agents, while system (5.1) with tilted notation refers to the distributed

optimal problem with Nd agents.

The distributed optimal control problem is defined as [BK08]:

min
K̃

J̃
(
ũ(t), x̃0

)
=

∫ ∞
0

(
x̃(t)T Q̃x̃(t) + ũ(t)T R̃ũ(t)

)
dt

subj. to ˙̃x(t) = Ãx̃+ B̃ũ, x̃(0) = x̃0

K̃ ∈ KNd
n,m(G),

Q̃ ∈ KNd
n,n(G), R̃ = INd

⊗R (5.2)

where Q̃ = Q̃T ≥ 0 and R̃ = R̃T > 0 while the class of metrices denoted as

KNd
n,m(G) is defined in Definition 3.1.9.

The problem in (5.2) is considered as non-deterministic polynomial-time prob-

lem (or NP-hard problem). Instead of solving (5.2) the procedure for designing

a suboptimal distributed controller is proposed in Theorem 5.1.1. Before stat-

ing the theorem, we need to define the matrix that reflects the interconnection

structure in network, as well as the necessary eigenvalue properties, which are

given next.

Let M ∈ RNd×Nd be a symmetric and positive semi-definite matrix such that:

λi(M) >
Nmin

2
, ∀λi(M) ∈ S(M)\{0}. (5.3)

Please note that Nd denotes the number of agents in the distributed system,

while Nmin is the minimum size of the problem (number of agents) that has to

be solved in order to construct the stabilising distributed controller. Through-

out the whole thesis M will be defined by using the notion of the adjacency
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matrix, A(G), as

M = aINd
− bA(G), b ≥ 0 (5.4)

where a and b are adjustable parameters. In order to guarantee closed-loop

stability, the choice of a and b is restricted to

a− bdmax >
Nmin

2
(5.5)

or

a− bdmax ≥ 0 (5.6)

for the less strict stability case defined in Remark 4.2.3.

Lemma 5.1.1. Let A ∈ Rm×m, B ∈ Rn×n and C ∈ Rm×m. Consider two

matrices Aa ∈ Rnm×nm and Ca ∈ Rnm×nm, such that Aa = IN ⊗ A and Ca =

B ⊗ C. Then, S(Aa + Ca) =
⋃n
i=1 S(A + λi(B)C), where λi(B) is the ith

eigenvalue of B.

The procedure for designing the suboptimal distributed controller is given next.

Theorem 5.1.1. [BK08] Consider the (large-scale) LQR problem in (5.1) with

cost function:

J
(
ũ(t), x̃0

)
=

∫ ∞
0

(
x̃(t)T Q̃x̃(t) + ũ(t)T R̃ũ(t)

)
dt (5.7)

where Q̃ and R̃ are structured as in (4.7)-(4.9) with

Q̃ii = Q̃1 for all i = 1, . . . , Nd and

Q̃ij = Q̃2 for all j = 1, . . . , Nd, i 6= j.

Let Pmin be the symmetric positive definite solution of the ARE associated

with the centralized LQR problem (4.11), but of size corresponding to Nmin =

dmax(G) + 1 agents. Using Theorem 4.2.1, Pmin has the following structure:

Pmin =


Pa11 Pa12 . . . Pa12

Pa12 Pa11 . . . Pa12
...

...
. . .

...

Pa12 . . . . . . Pa11

 . (5.8)

Furthermore, Pa11 = P−(Nmin−1)Pa12, where P is the symmetric positive def-

inite solution to the (single agent) LQR problem (4.13) with weighting matrices
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Q̃1 and R.

Then, the distributed controller can be constructed as:

K̃ = INd
⊗R−1BTP −M ⊗R−1BTPa12 (5.9)

corresponding to the closed loop system:

Ãcl = Ã− B̃K̃ = INd
⊗ A+ (INd

⊗B)K̃ (5.10)

which is asymptotically stable.

Proof. The eigenvalues of the closed-loop system (5.10) are:

S(Ãcl) = S
(
INd
⊗ (A−XP ) +M ⊗ (XPa12)

)
(5.11)

where X = BR−1BT . Using Lemma 5.1.1, the spectrum becomes

S(Ãcl) = S
(
INd
⊗ (A−XP ) +M ⊗ (XPa12)

)
=

N⋃
i=1

S
(
A−XP + λi(M)XPa12)

)
. (5.12)

For λi(M) = 0, A − XP + λi(M)XPa12 is stable using Remark 4.2.2. If

λi(M) 6= 0, the spectrum will be stable as long as λi(M) > 1
2
, using

Corollary 4.2.1.1, which applies by (5.3).

Remark 5.1.1. Theorem 5.1.1 constructs one local controller which can be

used to control a collection of identical dynamically decoupled systems. Also,

it is enough to solve a low-dimensional LQR problem (Nmin = dmax(G) + 1)

from where the full-size distributed controller can be constructed.

Remark 5.1.2. By selecting matrix M properly, the robustness properties of

the large-scale centralized controller (described in Corollary 4.2.1.1) will be

preserved in the distributed design. Also, using Remark 4.2.3, for a special

class of systems, the restriction on the choice of M can be relaxed as

λi(M) ≥ 0, ∀λi(M) ∈ S(M). (5.13)

In order to calculate the performance cost of the proposed distributed con-

troller, the solution to Lyapunov equation associated with the problem has to

be found; this is summarised in the next proposition.
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Proposition 5.1.1. Consider the distributed controller designed as in Theo-

rem 5.1.1 with the asymptotically stable closed loop system (5.10). The mini-

mum cost is given by

J(ũ, x̃0) = x̃T0 P̃ x̃0 (5.14)

where P̃ is the unique solution of the following Lyapunov equation:

ÃTclP̃ + P̃ Ãcl + Q̃+ K̃T R̃K̃ = 0 (5.15)

with Ãcl = INd
⊗ A+ (INd

⊗B)K̃.

Proof. See [BK08].

The effectiveness of this approach is illustrated through an example which is

given next.

5.1.1 Distributed LQR Multi-Agent System -

Numerical Example

Consider a network of N = 100 identical, dynamically decoupled agents de-

scribed by double-integrator dynamics in both spatial dimensions:

ẍi = ux,i, ÿi = uy,i, i = 1, . . . , 100. (5.16)

The interconnection structure is depicted in Figure 5.5.

Figure 5.1: Large-scale distributed multi-agent network of N = 100 agents
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The collective dynamics in a state-space formulation are given by

˙̃x(t) = Ãx̃+ B̃ũ, x̃(0) = x̃0 (5.17)

where Ã = I100 ⊗ A and B̃ = I100 ⊗B with A and B defined as

A =


0.1 1 0 0

0 −0.1 0 0

0 0 0.1 1

0 0 0 −0.1

 , B =


0 0

1 0

0 0

0 1

 . (5.18)

Damping elements are added to the diagonal of matrix A such that local and

global stabilisability assumptions in Section 4 are satisfied. Then, the LQR

problem for a formation in Figure 5.5 is defined as

min
K̃

J̃
(
ũ(t), x̃0

)
subj. to ˙̃x = Ãx̃+ B̃ũ, x̃(0) = x̃0

where the cost function J̃
(
ũ(t), x̃0

)
is defined as in (5.7) with Q̃ (its diagonal

and off-diagonal blocks) and R̃ structured as Q̃ii = diag(5, 0, 5, 0), Q̃ij =

diag(−1, 0, −1, 0) and R̃ = I100 ⊗R in which R = I2.

The maximum degree within the network is dmax = 4. Therefore, the minimum

size of the problem that has to be solved in order to obtain a distributed

stabilising solution is Nmin = 5. By solving an ARE corresponding to the

centralized network of 5 agents, a stabilising solution of the following form will

be obtained using Theorem 4.2.1:

Pmin =


Pa11 Pa12 Pa12 Pa12 Pa12

Pa12 Pa11 Pa12 Pa12 Pa12

Pa12 Pa12 Pa11 Pa12 Pa12

Pa12 Pa12 Pa12 Pa11 Pa12

Pa12 Pa12 Pa12 Pa12 Pa11

 . (5.19)

Then, distributed gain matrix is constructed as

K̃ = I100 ⊗R−1BTP −M ⊗R−1BTPa12 (5.20)

where P = Pa11 + 4Pa12 and M = 4I100 − A (A is the adjacency matrix).

Matrix M is chosen to satisfy the less conservative stability conditions given

in Theorem 5.1.1.
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The simulation results are depicted in Figure 5.2 at different time instances.

Agents are initially disturbed by random disturbances and the control aim is

to recover the initial formation depicted in Figure 5.1. As the snapshots in

Figure 5.2 demonstrate, the formation is successfully recovered in steady state

and the controller used is indeed stabilising.

Figure 5.2: Snapshots of formation recovery simulation in the network of
N = 100 agents where each agent is described by double integrator dynamics

61



5.2 Optimal and Near-Optimal Distributed

Control Schemes

In this section a method for identifying optimal and near-optimal distributed

control schemes is proposed. The two control designs presented is Section 4.2

and Section 5.1 are compared with regards to their performance level. Pertur-

bation analysis is used to describe the effect of the edge(s) elimination from

the communication network. Please note that the next results are valid for

multi-agent systems consisting of at least four agents. Also, only bidirectional

communication is considered (i.e. undirected graphs) as in the real life multi-

agent networks the agent failure usually implies the loss of communication in

both directions.

5.2.1 Comparison of Centralized Controller and Dis-

tributed Controller

Consider the distributed suboptimal control problem given in Section 5.1 with

gain matrix

K̃ = INd
⊗R−1BTP −M ⊗R−1BTPa12 (5.21)

where the communication network is described by a complete graph, i.e. dmax =

Nd−1. Then, K̃ in (5.21) is equivalent to the centralized large-scale gain matrix

in (4.15) and optimality is preserved. Through the whole section we consider

the analysis of a system with the less strict stability condition. Therefore, ma-

trix M satisfies (5.6) with b = 1 and a = dmax and gain matrix of a complete

graph with Nd > 4 is given by

Ka =


R−1BTPa11 −R−1BTPa12 . . . −R−1BTPa12

−R−1BTPa12 R−1BTPa11 . . . −R−1BTPa12
...

...
. . .

...

−R−1BTPa12 . . . . . . R−1BTPa11

 (5.22)

where Pa11 = P − (Nd − 1)Pa12 . Edge(s) elimination from a fully connected

network can be considered as a perturbation on the centralized large-scale

problem. This is equivalent to a distributed communication network, where at

least one subsystem is not connected to at least one other subsystem. Elimi-

nation of the (i, j)th edge results in A(i, j) = A(j, i) = 0 and also cancels the
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corresponding blocks in Ka. The resulting Ka matrix will be called the per-

turbed gain matrix, K̃. For example, in the network of N agents elimination

of (1, 2) edge (i.e.(1, 2) /∈ E) is described by

K̃ =


R−1BTPa11 0 . . . −R−1BTPa12

0 R−1BTPa11 . . . −R−1BTPa12
...

...
. . .

...

−R−1BTPa12 . . . . . . R−1BTPa11

 . (5.23)

Then, two gain matrices in (5.22) and (5.23) will differ by ∆K, i.e. ∆K =

Ka − K̃. In the case of (1, 2) /∈ E , ∆K is given by

∆K =


0 −R−1BTPa12 . . . 0

−R−1BTPa12 0 . . . 0
...

...
. . .

...

0 0 . . . 0

 . (5.24)

The following result can now be established:

Theorem 5.2.1. Suppose that the assumptions of Theorem 5.1.1 hold and let

E = P̃−Pa where Pa is defined in (4.11) and P̃ is the solution of the Lyapunov

equation:

(Aa −BaK̃)T P̃ + P̃ (Aa −BaK̃) + K̃TRaK̃ +Qa = 0. (5.25)

Then, E = ET is the unique positive semi-definite solution of the following

Lyapunov equation:

ÃTclE + EÃcl + (∆K)TRa∆K = 0 (5.26)

in which Ãcl = Aa − BaR
−1
a BT

a Pa + Ba∆K is Hurwitz. In particular, E =

ET > 0 if and only if the pair (Aa − BaR
−1
a BT

a Pa,∆K) is observable.

Proof. The set of Lyapunov equations describing these two problems is

(Aa −BaKa)
TPa + Pa(Aa −BaKa) +Ka

TRaKa +Qa = 0 (5.27)

(Ã− B̃K̃)T P̃ + P̃ (Ã− B̃K̃) + K̃T R̃K̃ + Q̃ = 0. (5.28)

As the number of subsystems and their dynamics are identical for both prob-
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lems, the set can be rewritten as

(Aa −BaKa)
TPa + Pa(Aa −BaKa) +Ka

TRaKa +Qa = 0 (5.29)

(Aa −BaK̃)T P̃ + P̃ (Aa −BaK̃) + K̃TRaK̃ +Qa = 0. (5.30)

First note that since Aa−BaKa and Aa−BaK̃ are Hurwitz Pa ≥ 0 and P̃ ≥ 0.

The difference between these two solutions, E, is defined as E = P̃ − Pa.

Substitution of P̃ = Pa + E, Ka = R−1a BTPa and K̃ = Ka −∆K into (5.29)

and (5.30) gives

Aa
TPa + PaAa − PaBaRa

−1Ba
TPa +Qa = 0(

Aa
T − PaBaRa

−1Ba
T + (∆K)TBa

T
)
E + E

(
Aa −BaRa

−1Ba
TPa +Ba(∆K)

)
+ Aa

TPa + PaAa − PaBaRa
−1Ba

TPa +Qa + (∆K)TRa(∆K) = 0 (5.31)

Subtraction of equations in (5.31) gives the single Lyapunov equation

(
Aa

T − PaBaRa
−1Ba

T + (∆K)TBa
T
)
E+

E
(
Aa −BaRa

−1Ba
TPa +Ba(∆K)

)
+ (∆K)TRa(∆K) = 0 (5.32)

which has E as a solution. Equation (5.32) can be rewritten by using more

compact notation as:

ÃTclE + EÃcl + (∆K)TRa(∆K) = 0 (5.33)

where Ãcl = Aa − BaRa
−1Ba

TPa + Ba(∆K). Theorem 5.1.1 implies that Ãcl

is Hurwitz which in turn implies that E is uniquely defined and E = ET ≥ 0.

Using standard theory of Lyapunov equations E is positive definite if and only

if the pair (Ãcl,∆K) is observable, which is equivalent to the observability of

the pair (Aa −BaR
−1
a BT

a Pa,∆K). The result is established in Theorem 5.2.2.

Theorem 5.2.2. Consider the fully-connected multi-agent network consisting

of at least four agents. Then, if a single link is removed between any two

agents, E will be singular.

Proof. The assumption Nd ≥ 4 ensures that the assumptions of Theorem 5.1.1

are satisfied. Thus Ãcl is Hurwitz and E = ET ≥ 0. To show that E is singular

it suffices to show that the pair (Aa −BaR
−1
a BT

a Pa,∆K) is unobservable. For

notational simplicity assume temporarily that Nd = 4 and that link (1, 2) has
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been removed. The unobservability condition which needs to be established is

equivalent to the existence of λ ∈ C such that the matrix:(
Acla − λI

∆K

)
(5.34)

is rank deficient (see Definition 3.1.6) where Acla = Aa − BaR
−1
a BT

a Pa. This

can be written out in full as:

A−XPa11 − λI −XPa12 −XPa12 −XPa12
−XPa12 A−XPa11 − λI −XPa12 −XPa12
−XPa12 −XPa12 A−XPa11 − λI −XPa12
−XPa12 −XPa12 −XPa12 A−XPa11 − λI

0 −R−1BTPa12 0 0

−R−1BTPa12 0 0 0

0 0 0 0

0 0 0 0


where X = BR−1BT . Next we introduce the state-space transformation:(

Acla − λI
∆K

)
T1−−−−−→

(
T1(Acla − λI)T−11

∆KT−11

)
.

in which T1 is chosen as:

T1 =


I I I I

0 I 0 0

0 −I I 0

0 I I I

 , (5.35)

which gives

(A−XP )− λI 0 0 0

−XPa12 (A−XPdiff )− λI 0 0

0 0 (A−XPdiff )− λI 0

−3XPa12 0 0 (A−XPdiff )− λI

0 −R−1BTPa12 0 0

−R−1BTPa12 0 0 R−1BTPa12

0 0 0 0

0 0 0 0


(5.36)

65



where Pdiff = Pa11 − Pa12 . The matrix in (5.36) loses rank along the third

column if λ is chosen as an eigenvalue of the matrix A−X(Pa11 −Pa12) (using

Theorem 4.2.2). Since the rank of a matrix remains invariant under similarity

transformations the system (Ãcl,∆K) is unobservable in this case and hence

E is singular. The proof can be generalised for Nd ≥ 4 agents by extending

the transformation matrix T1 to the large-scale transformation matrix T1link:

T1link =

 T1 X

O I

 (5.37)

where O ∈ R(Nd−4)×(Nd−4) and I ∈ R(Nd−4)×(Nd−4) denote the zero and the unit

matrix, respectively, and X =


I . . . I

0 . . . 0

0 . . . 0

I . . . I

 ∈ R4×(Nd−4).

The result can also be generalised if an arbitrary (rather than link (1, 2)) is

removed (see subsequent discussion).

Remark 5.2.1. Theorem 5.2.2 is proved under assumption that link between

agents 1 and 2 is removed from the complete graph of any size. Removing a

different link will change the structure of ∆K, but eigenvalue distribution in P̃

and Ãcl will be unchanged using Definition 3.1.3 (i.e. all similar matrices have

the same spectrum). This can also be seen by considering the automorphism

group of a graph G that arises in the enumeration of nodes (known as labeling)

which is reviewed below.

Definition 5.2.1. [Cam01] An automorphism of a graph G is a permutation

in which the graph is mapped onto itself while preserving the edge-node connec-

tivity. Therefore, g is a permutation of the node set V, such that, for any two

nodes i and j we have ig ∼ jg (i.e. the image of the node i under the permu-

tation g is adjacent to the image of the node j under the same permutation) if

and only if i ∼ j.

Property 5.2.1. The automorphism group arises in the enumeration of graphs

(known as labeling). Therefore, the permuted graph can be obtained from the

original graph by relabeling its nodes. For example, Figure 5.3 shows the graph

G1 and its permuted graph G1p. Graph G1p is obtained from G1 by permuting

labels of node 2 and node 3. Then, the eigenvalues of the adjacency matrix of

graph G1 defined in Property 5.2.1, will be preserved in the adjacency matrix

of its permutation A(G1p).
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1 2

3 4

1 2

3 4

Figure 5.3: Graph G1 and its permuted graph G1p

Therefore, E is singular for any of Nd(Nd−1)
2

configurations corresponding to

complete graph of Nd agents with a single link removed. The analysis can be

extended to the case when more than one link is removed from a complete

network. Then, by using appropriate transformation matrices we can always

choose the direction where E is singular. For example, if two links are removed

from multi-agent network of Nd agents and maximum degree is dmax = Nd−1,

the corresponding transformation matrix is:

T2links =

 T2 X

O I

 (5.38)

where O ∈ R(Nd−4)×(Nd−4) and I ∈ R(Nd−4)×(Nd−4) denote the zero and the unit

matrix, respectively, and

T2 =


I I I I

0 I 0 0

0 I I 0

0 I I I

 , X =


I . . . I

0 . . . 0

0 . . . 0

I . . . I

 ∈ R4×(Nd−4). (5.39)

However, the complexity of the analysis will increase with the number of agents

and number of links to be removed. An numerical example is given in Sec-

tion 5.2.3.

Next, some properties of the solution of the (large-scale) distributed problem

described by Lyapunov equation (5.15) are presented.

Remark 5.2.2. The solution to the Lyapunov equation associated with dis-

tributed or perturbed LQR problem, P̃ , has a special structure due to the ex-

isting symmetry in the solution and degree of the individual nodes (number

of agents connected to the each node). For example, in the case of a com-

plete graph with four agents that is perturbed by (1, 2) edge elimination (see
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Figure 5.4), P̃ is given by

P̃ =


X α γ γ

α X γ γ

γ γ Y β

γ γ β Y

 . (5.40)

The diagonal blocks of P̃ will be equal for all nodes of the same degree

(i.e. nodes 1 and 2 have degree 2, while nodes 3 and 4 have degree 3; therefore

P̃11 = P̃22 = X and P̃33 = P̃44 = Y ). The off-diagonal blocks are characterized

by the degree of nodes connected by (i, j)th edge. As we are dealing with undi-

rected graph (i, j)th edge elimination is equivalent to (j, i)th edge elimination.

The corresponding blocks will be different if the edge connects two nodes of

degrees 2 and 3, respectively (i.e. nodes 2 and 3, nodes 2 and 4, nodes 1 and

3, nodes 1 and 4), and if it connects two nodes of the same degree (i.e. nodes

1 and 2 have degree 2, while nodes 3 and 4 have the same degree that is 3).

Therefore, P̃12 = α, P̃34 = β and P̃13 = P̃14 = P̃23 = P̃24 = γ.

1 2

3 4

Figure 5.4: Complete graph with Nd = 4 agents perturbed by (1, 2) edge
elimination
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5.2.2 Measures of Performance Loss for Distributed

Configurations

First, the Weyl’s inequalities are reviewed, as these are used in later work.

Theorem 5.2.3. (Weyl’s inequalities) [Wey12] Let A,B ∈ Cn×n be both

Hermitian and let {λj(A)}nj=1, {λj(B)}nj=1 and {λj(A+B)}nj=1 denote the set

of eigenvalues of A, B and A+B, respectively. The eigenvalues are arranged

in decreasing order, such as λ1 ≥ λ2 ≥ . . . ≥ λn. Then, for any 1 ≤ k ≤ n we

have

λk(A) + λn(B) ≤ λk(A+B) ≤ λk(A) + λ1(B). (5.41)

Due to the symmetry, the following is also true:

λk(B) + λn(A) ≤ λk(A+B) ≤ λk(B) + λ1(A). (5.42)

In the last part of this section we compare the cost of the distributed controller

obtained by the method outlined in Theorem 5.1.1 with the (optimal) cost of

the LQR centralized controller. Not surprisingly we have the following result:

Proposition 5.2.1. The cost imposed by the distributed LQR problem will be

always equal or higher than actual LQR cost imposed by the centralized design.

Proof. Although the result is obvious (the cost of the centralized optimal con-

troller cannot exceed the cost of the distributed controller) we give a direct

proof. The result is immediate if the distributed controller is not stabilising,

so assume that the distributed cost is finite. From Theorem 5.2.1 it is known

that P̃ = Pa + E with all matrices being symmetric positive semi-definite.

Applying Weyl’s inequality to P̃ = Pa + E gives:

λk(Pa) + λn(E) ≤ λk(P̃ ) for any 1 ≤ k ≤ n

where the eigenvalues are indexed in decreasing order. The required result

follows from Theorem 5.2.1 since λn(E) ≥ 0.

According to Proposition 5.2.1 the cost of the distributed LQR problem is

always greater than or equal to the cost of the optimal centralized controller.

A natural question arising is under what conditions the two costs are equal.

The following result gives necessary and sufficient conditions for equality of

the two costs:
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Theorem 5.2.4. The cost of a stabilising distributed controller defined in The-

orem 5.1.1 is equal to the cost of the centralized optimal LQR controller if and

only if the pair (Aa − BaR
−1
a BT

a Pa,∆K) is unobservable and x̃0 ∈ Ker(E)

where E = P̃ − Pa.

Proof. The cost of a stabilising distributed controller is:

J(ũ, x̃0) = x̃T0 P̃ x̃0 = x̃T0 Pax̃0 + x̃T0Ex̃0 (5.43)

in which the first term on the right-hand-side of the last equality represents the

optimal LQR cost of the centralized controller. Since E = ET ≥ 0, the term

x̃T0Ex̃0 is zero if and only if E is singular and x̃0 ∈ Ker(E), the first condition

being equivalent to the unobservability of the pair (Aa − BaR
−1
a BT

a Pa,∆K)

as shown in Theorem 5.2.2.

Remark 5.2.3. Theorem 5.2.2 and Theorem 5.2.4 can be extended along var-

ious directions. Consider first the case of near-optimal distributed configura-

tions for which the cost increase along specific directions ξ is small relative to

the optimal LQR cost. For these directions the pair (Aa − BaR
−1
a BT

a Pa,∆K)

is close to unobservability, in the sense that for certain λ0 ∈ C and ‖ξ‖ = 1

the norm of the vector(
λ0I − Aa + BaR

−1
a BT

a Pa

R
1/2
a Ka

)
ξ (5.44)

is small. Specifically, let E = ET > 0 be a solution of (5.26) with λmin(E) =

ε > 0. Then, the cost of the corresponding distributed controller (guaranteed

to be stabilising under the previous assumptions) is:

J(ũ, x̃0) = x̃T0 P̃ x̃0 = x̃T0 Pax̃0 + x̃T0Ex̃0 (5.45)

where the term x̃T0Ex̃0 ≥ ε‖x̃0‖2. In particular, if x̃0 is chosen to lie in the

eigenspace of E corresponding to its minimum eigenvalue, x̃T0Ex̃0 = ε‖x̃0‖2.

Therefore, for small values of ε and along these directions the cost increase from

the optimal level will be minimal. Next consider the case that E = ET ≥ 0 and

singular. Let λ1 ≥ . . . ≥ λm > λm+1 = . . . = λm+r > λm+r+1 = . . . = λn = 0.

In this case there is no cost increase along all directions in the null-space of

E. If x̃0 lies in the r-dimensional eigenspace corresponding to λm+1(E), then

the cost increase is exactly λm+1(E)‖x̃0‖2. Thus the sequence of eigenvalues
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of E indicate the progressive deviation from optimality if the initial state lies

in the corresponding eigenspace. A final measure of deviation from optimality

for each decentralized control scheme is average cost. Assuming that x̃0 is

uniformly distributed on the surface of an n-dimensional hyper-sphere we define

the average cost as the expected value:

µ(E) :=

∫
‖ξ‖=1

ξTEξ dS∫
‖ξ‖=1

dS
=

trace(E)

nNd

(5.46)

which may be considered as a measure of average cost increase due to decen-

tralization over all initial state directions.

5.2.3 Numerical Example: Performance Loss Analysis

for Different Distributed Configurations

Consider a network of N = 6 identical, dynamically decoupled agents repre-

sented by a complete graph. Their collective dynamics is given by

˙̃x(t) = Ãx̃+ B̃ũ, x̃(0) = x̃0 (5.47)

where Ã = I6 ⊗ A and B̃ = I6 ⊗B with A and B defined as

A =

 −1 0 −2

−2 −3 −4

1 0 −1

 , B =

 1 1

0 2

−1 3

 . (5.48)

The interconnection structure is depicted in Figure 5.5. The cost function

6 3

5 4

1 2

Figure 5.5: Fully connected (complete) multi-agent network of N = 6 agents

defined in (4.6) uses the following weights for the state information: Qaii =

Q1 = I3 and Qaij = Q2 = I3, while the weight on the control effort is Ra =

I6 ⊗ R with R = I2. By using the distributed control method proposed in
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Section 5.1 each agent is stabilised and for the configuration given in Figure 5.5

the cost is optimal due to the equivalence with centralized LQR problem. For

a given initial state vector x̃0, such that ‖x̃0‖ = 1, we get the stabilising

centralized LQR solution, Pa and therefore the optimal (minimal) cost. For

this case the cost measures are given in Table 5.1.

Table 5.1: Cost measures for optimal (centralized) LQR design

Minimum Cost Average Cost Maximum Cost

0.103 1.343 2.601

Next, we consider a number of different distributed configurations obtained by

removing one, two of three links from a complete graph in Figure 5.5. Using

results form Section 5.2.1 the number of different distributed configurations

reduces to 6 and these are depicted in Figure 5.6. Please note that number of

links removed could be larger than three. Then, the asymptotic stability will

be still achieved and same conclusions would apply.

The performance loss is measured by using alternative methods presented in

Remark 5.2.3 and results are given in Table 5.2. As an additional information,

the maximum and minimum degree are given for each configuration.

Table 5.2: Cost measures for suboptimal distributed LQR configurations

Cost Single cut Double cut Triple cut
Measure (dmax, dmin) (dmax, dmin) (dmax, dmin)

Minimum
0.103 (5,4) 0.104 (5,4) 0.103 (4,4)

0.104 (5,3) 0.104 (5,3)
Cost 0.105 (5,2)

Average
1.345 (5,4) 1.347 (5,4) 1.354 (4,4)

1.347 (5,3) 1.350 (5,3)
Cost 1.350 (5,2)

Maximum
2.609 (5,4) 2.609 (5,4) 2.630 (4,4)

2.618 (5,3) 2.618 (5,3)
Cost 2.627 (5,2)

It can be seen that all costs are highly dependent on how well network is con-

nected (i.e. they all increase as the minimum degree, dmin, drops for a fixed

dmax). Additionally, for each configuration there is at least one direction for
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6 3

5 4

1 2

a) Single cut,
dmax = 5, dmin = 4

6 3

5 4

1 2

b) Double cut,
dmax = 5, dmin = 4

6 3

5 4

1 2

c) Double cut,
dmax = 5, dmin = 3

6 3

5 4

1 2

d) Triple cut,
dmax = 4, dmin = 4

6 3

5 4

1 2

e) Triple cut,
dmax = 5, dmin = 3

6 3

5 4

1 2

f) Triple cut,
dmax = 5, dmin = 2

Figure 5.6: Different distributed configurations for the multi-agent network
consisting of N = 6 agents

which optimality is preserved compared to the centralized design. For exam-

ple in the case of triple cut with dmin = 2 E is singular (rank(E) = 9) which

implies the equality in costs for specific directions as claimed in Theorem 5.2.2

and Theorem 5.2.4. This does not necessarily imply that this direction coin-

cides with the direction of the eigenvector corresponding to λmin(Pa). Note

that when three links are removed in the case under consideration, equality

with λmin(Pa) occurs only for a configuration corresponding to a minimum and

maximum degree equal 4. Therefore, the minimum value among all minimal

costs occurs when all agents share the same degree and we have a so-called

regular network.

Additionally, we give the probability distribution of distributed cost deviation

from optimality in the case of a single link cut. The number of different initial
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state vectors, x̃0, that has been consider equals 10000 and for each of them

‖x̃0‖ = 1. Results are depicted in Figure 5.7. It is shown that there will exist

a number of initial state vectors that will result in E being singular matrix

and optimality will be preserved.

Figure 5.7: Probability distribution of the performance cost deviation from
optimality

5.3 Summary

This chapter provided a method for designing distributed controller for dynam-

ically decoupled multi-agent systems. The proposed controller was compared

with respect to the performance cost with the centralized solution. It was

shown that for specific distributed control configurations the optimality can

be preserved.

The main theoretical methods presented here will be applied to a high order

dynamical system in subsequent chapters. In the next chapter a nonlinear dy-

namical model of an experimental aircraft will be presented. Also, the need for

an adequate control system to provide the asymptotic stability of the aircraft

will be illustrated.
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Chapter 6

Application Example: LQR

Control of X-RAE1 UAV

In this chapter we present a six degrees-of-freedom (6-DOF) dynamical model

of an experimental RPV (Remotely Piloted Vehicle), namely X-RAE1. First,

we give a brief overview of the motions of an aircraft which is followed by the

description of three different coordinate systems used to develop the X-RAE1’s

equations of motion.

Next the 6-DOF nonlinear equations of an aircraft are developed. This model

is then linearised and decomposed into two motions for specific flight condi-

tions. Linearisation is performed by assuming small perturbations around the

operating point of the aircraft for the straight flight case at forward velocity

of 30m/s.

Finally, in the last section we propose an LQR control design for altitude

control and disturbance rejection for the linearised X-RAE1 model. Also, it is

shown that the LQR-based controller can be used to successfully stabilise the

nonlinear X-RAE1 model. The design is further extended to the multi-agent

distributed control case which is given in the subsequent chapter.

75



6.1 Motions of an Aircraft

The motion of an aircraft can be described by three translational motions

and three rotational motions which are coupled together. The translational

motions are:

1. Forward and backward translation across the longitudinal axis (x-axis),

2. Left and right translation across the lateral axis (y-axis), and

3. Up and down translation across the vertical axis (z-axis).

The rotational motions are:

1. Pitch - a rotational motion in which aircraft turns around the lateral

axis (y-axis) by raising or lowering the nose of the aircraft,

2. Roll - a rotational motion in which aircraft turns around the longitudinal

axis (x-axis) by raising one wing higher while the other wing dips lower,

and

3. Yaw - a rotational motion in which aircraft turns around the vertical

axis (z-axis) by moving the nose of the aircraft to the pilot’s left or right

side.

These movements are depicted in Figure 6.1 where the direction of arrows

indicates positive motion in each axis.

Figure 6.1: The three translational movements and the three rotational move-
ments [Elg13]
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6.2 Coordinate Systems and Axes Transfor-

mations

In order to develop the X-RAE1’s equations of motion the fundamental prin-

ciples of Newtonian mechanics are used. Before applying Newton’s laws to a

rigid body (aircraft) the suitable systems of axes are defined as well as the

process of converting from one system to another. These are: the Earth-fixed

coordinate system (an inertial axis system fixed to the Earth), the body-fixed

coordinate system (a system fixed to the aircraft) and the stability axis system

(a body fixed system defined with respect to the relative wind) [Elg13].

To describe the position and orientation of an aircraft relative to the Earth the

Earth-fixed coordinate system (xf , yf , zf ) is used. It is considered to be fixed

in space where xf -yf plane is normal to the local gravitational vector with

the xf -axis pointing north and the yf -axis pointing east. The zf -axis points

downward, completing the right-handed Cartesian system. The Earth-fixed

coordinate system is depicted in Figure 6.2 a) [Phi10].

Figure 6.2: Coordinate systems: a) Earth-fixed coordinate system b) Body-
fixed coordinate system [Phi10]

The aerodynamic forces and moments acting on the aircraft are most conve-

niently described in terms of the body-fixed coordinate system (xb, yb, zb). The

body-fixed coordinate system is the right-handed Cartesian system which has

its origin Ob located at the aircraft center of gravity. The xbObzb plain coincides

with the aircraft’s plane of symmetry. The xb-axis points forward toward the

nose of the aircraft. The yb-axis points in the direction of the right wing, while
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the zb-axis points downward. The body-fixed coordinate system is depicted in

Figure 6.2 b) [Phi10].

The stability axis system (x, y, z) coincides with the body-fixed coordinate

system that is rotated by the angle of attack α with its origin located at the

aircraft center of gravity. The x-axis points in the direction of the relative

wind onto the x-z plain of the aircraft, while the y-axis points in the direction

of the right wing. The z-axis points downward, completing the right-handed

Cartesian system.

In order to transform the data between different reference axes the Euler an-

gle formulation is used. The orientation of the body-fixed coordinate system

(xb, yb, zb) relative to the Earth-fixed coordinate system (xf , yf , zf ) is described

in terms of three consecutive rotations through three Euler angles. The three

Euler angles are: the bank angle Φ, the elevation angle Θ, and the azimuth

angle or heading Ψ. As these angles can be related to roll, pitch, and yaw, we

will be referring to them as the roll angle, the pitch angle, and the yaw angle,

respectively. A positive roll angle Φ is when the aircraft rolls to the right (i.e.

the right wing points downward). A positive pitch angle Θ is when the aircraft

nose pitches up. A positive yaw angle Ψ is when the nose of the aircraft points

to the right.

With reference to Figure 6.3, (xf , yf , zf ) coordinate system is first rotated

about the zf -axis through an angle Ψ to the coordinate system (x1, y1, z1).

Then, (x1, y1, z1) coordinate system is rotated about y1-axis through an angle

Θ to the coordinate system (x2, y2, z2). Finally, (x2, y2, z2) coordinate system is

rotated about x2-axis through an angle Φ to the coordinate system (xb, yb, zb)

[Phi10]. The three rotations depicted in Figure 6.3 can be combined into one

transformation matrix. Then, the rotation matrix used to transform the com-

ponents of any vector from body-fixed coordinates to Earth-fixed coordinates,

RF
B, is given by

RF
B =

 cθcψ sφsθcψ − cφsψ cφsθcψ + sφsψ

cθsψ sφsθsψ + cφcψ cφsθsψ − sφcψ
−sθ sφcθ cφcθ

 (6.1)

where sφ = sin(Φ), cφ = cos(Φ), sθ = sin(Θ), cθ = cos(Θ), sψ = sin(Ψ), and

cψ = cos(Ψ).

Further, by inverting the rotation matrix RF
B we get the new rotational matrix
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Figure 6.3: True views of the three Euler angles shown following the standard
conventions of engineering graphics and descriptive geometry [Phi10]

RB
F that can be used to transform the components of any vector from Earth-

fixed coordinates to body-fixed coordinates. Due to orthogonality the inverse

of the rotational matrix in (6.1) is its transpose. Therefore, RB
F = (RF

B)
T

.
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6.3 Aircraft Equations of Motion

Before deriving the equations of motion of an aircraft, we give the overview of

the assumptions made. These assumptions are used throughout the chapter.

The aircraft is assumed to be a rigid body that has a symmetry about x-

z plane. The mass of the aircraft is assumed to be constant at all times.

Further, the rotation, as well as the curvature of the Earth are neglected, and

the atmosphere is assumed still with respect to the Earth.

The derivation of the equations of motion for a rigid symmetric aircraft is

usually attributed to Bryan [Bry11]. His model has been a basis for the further

development of the equations that are given in standard text books, such as

[Coo97], [ER95], [Bla91], etc.

Next, we will present the derivation of force and moment equations, i.e trans-

lational and rotational dynamics together with external forces and moments

considered. These will be summarised in the end with the full set of the equa-

tions of motion and notations used.

6.3.1 The Force Equations - Translational Dynamics

First, the inertial acceleration components that are the result of externally

acting forces to the aircraft are defined by using Newton’s second law. This law

defines a force to be equal to the change in momentum per unit time. Taking

into account that the mass of the aircraft, m, is assumed to be constant at all

times the law reduces to:

F = m

(
dVT
dt

)
F

(6.2)

where VT is the velocity vector defined with respect to the Earth.

It is well-known that Newton’s second law is only valid with respect to the

Earth-fixed coordinate system. Therefore, for derivation in body-fixed axes,

the aircraft’s rotation with respect to the Earth-fixed coordinate system has

to be taken into account. The rate of change of the velocity vector in the

Earth-fixed frame is given by

V̇TF
= V̇TB

+ ΩB × VTB
(6.3)
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where VTB
, V̇TB

, ΩB are the velocity vector, the rate of change of the velocity

vector, and the angular velocity vector, respectively. Please note that all three

vectors are defined with respect to the body-fixed coordinate system.

The components of velocity vector in the body-fixed coordinate system, VTB
,

along the body axes (xb, yb, zb) are denoted (U, V,W ) where U , V , W are

forward, side and downward velocity along the xb-axis, yb-axis and zb-axis,

respectively. Similarly, the components of angular velocity in the body-fixed

coordinate system, ΩB, along (xb, yb, zb) are denoted (P,Q,R) where P , Q, R

are roll, pitch and yaw angular velocity along the xb-axis, yb-axis and zb-axis,

respectively.

Then, (6.3) can be rewritten as: U̇

V̇

Ẇ


F

=

 U̇

V̇

Ẇ


B

+

 QW −RV
RU − PW
PV −QU


B

. (6.4)

Each of the velocity components comprise a linear term and two additional

terms due to rotational motion. By substituting (6.4) into (6.2), three force

equations can be derived as:

X = m(U̇ +QW −RV )

Y = m(V̇ +RU − PW )

Z = m(Ẇ + PV −QU) (6.5)

where X, Y , and Z are the resultant components of total force, F , acting on

the rigid body along the axes xb, yb, and xb, respectively.
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6.3.2 The Moment Equations - Rotational Dynamics

Next, we consider the moments produced by the forces acting on the rigid

body of mass m. The moment equations are determined by applying Newton’s

second law which states that the time change of angular momentum of the

aircraft is equal to the applied moments acting on the aircraft:

Ms =
dH

dt
(6.6)

where Ms is the vector of all externally applied moments. Then, Ms =

(L,M,N)T , where L, M and N are rolling moment, pitching moment and

yawing moment, respectively.

The components of angular momentum vector, H , along the axes xb, yb and zb

are denoted (Hx, Hy, Hz), respectively. For a rigid body H in the body-fixed

coordinate system is defined as the product of the inertia matrix J and the

angular velocity vector ΩB, such as

HB = JΩB =

 Ix −Ixy −Ixz
−Ixy Iy −Iyz
−Ixz −Iyz Iz


 P

Q

R

 (6.7)

where Ix, Iy, Iz are the moments of inertia about xb, yb and zb, respectively,

while Ixy, Iyz, Ixz are the products of inertia about xb and yb axes, yb and zb

axes, and xb and zb axes, respectively. As the aircraft is assumed to be a rigid

body that has a symmetry about xb-zb plane Ixy = Iyz = 0.

By taking into account the aircraft’s rotation with respect to the Earth-fixed

coordinate system, the rate of change of the angular momentum vector, Ḣ , in

the Earth-fixed frame is given by

ḢF = ḢB + ΩB ×HB. (6.8)

Therefore, the three moment equations of motion with respect to the body-

fixed coordinate system are given by

L = IxṖ − (Iy − Iz)QR− Ixz(PQ+ Ṙ)

M = IyQ̇+ (Ix − Iz)PR + Ixz(P
2 −R2)

N = IzṘ− (Ix − Iy)PQ+ Ixz(QR− Ṗ ). (6.9)
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The set of equations in (6.9) describe rolling motion, pitching motion and

yawing motion, respectively [Coo97].

6.3.3 External Forces and Moments

Together, two set of equations in (6.5) and (6.9) define 6-DOF equations of

motion for a rigid body with the uniform mass distribution. In order to develop

the equations of motion further the terms on the left-hand side of each equation

are described with respect to the acting forces and moments. In general, these

can be classified into three categories:

1. Gravitational terms (FG, MG),

2. Aerodynamic terms (FA, MA), and

3. Power (thrust) terms (FT , MT ).

Each of the categories is briefly explained in the following sections (for more

details see [Coo97]).

Gravity Forces and Moments

In Earth-fixed coordinate system, the representation of the gravitational force

vector FG is:

FGF
=

 0

0

mg

 , (6.10)

as the gravitational force is proportional to the mass m acting in z-direction. In

the equation above g refers to the magnitude of the acceleration of gravity. By

using the transpose of the rotational matrix defined in (6.1), the gravitational

force vector in body-fixed coordinate system becomes

FGB
=

 FGx

FGy

FGz


B

= mg

 − sin Θ

sin Φ cos Θ

cos Φ cos Θ

 (6.11)

where Φ and Θ are the roll angle and the pitch angle, respectively.
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The time derivatives of the Euler angles (Φ̇, Θ̇, Ψ̇) can be related to the body-

fixed components of the angular velocity vector (P,Q,R) which will be given

later.

Since the origin of the aircraft in the body-fixed coordinate system coincides

with the centre of gravity there is no weight moment about any of the axes.

Therefore, MG = (LMG
,MMG

, NMG
)T = 0T .

Aerodynamic Forces and Moments

The usual procedure for finding the aerodynamic force and moment terms is to

assume that these are dependent on the disturbed motion variables and their

derivatives. This is expressed as a function comprising the sum of a number

of Taylor series, where each Taylor series involves one motion variable (U , V ,

W , P , Q, or R) or its derivative. For more details see [Hop70].

For simulation purposes, the aerodynamic force and moment terms were de-

rived by using the velocity of the aircraft with respect to the Earth VT , the

angle of attack α and the sideslip angle β, which are depicted in Figure 6.4

[Elg13].

Figure 6.4: Graphical representation of the velocity vector VT , the angle of
attack α and the sideslip angle β [Elg13]

As the atmosphere is assumed to be still, the relative wind velocity is −VT .

The orientation of air velocity vector with respect to the body coordinate

system is given through the angle of the attack and the angle of sideslip which
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can be defined as

α = tan−1
W

U

β = sin−1
V

VT
. (6.12)

Further, the aerodynamic force vector can be expressed as

FA =

 L

D

Y

 =
1

2
ρV 2

T S

 CL

CD

Cy

 (6.13)

where

• L, D, Y are the aerodynamic force vector components named lift, drag

and side force, respectively;

• ρ is the air density;

• S is the reference area of the aircraft;

• CL, CD, Cy are lift, drag and side force coefficients, respectively.

The lift force is normal to the component of the velocity vector on the longi-

tudinal xb-zb plane, the drag force is parallel to the component of the velocity

vector on the longitudinal xb-zb plane, while the side force acts along the

yb-axis. Their projections onto xb, yb and zb are denoted as FAx , FAy , FAz ,

respectively, and these will be evaluated later.

Similarly the aerodynamic moment terms can be derived as

MA =

 LA

MA

NA

 =
1

2
ρV 2

T S

 bCl

cCm

bCn

 (6.14)

where Cl, Cm, Cn are rolling, pitching and yawing moment coefficients, respec-

tively, and b and c are the wing span and the mean aerodynamic chord of the

wing, respectively. For more details see [McC11].
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Thrust Forces and Moments

The thrust, T , is assumed to act on the xb-zb plane along a thrust line with

eccentricity eT from the centre of gravity and angular displacement εT from

x-axis in body-fixed coordinate system which is depicted in Figure 6.5 [Elg13].

Figure 6.5: Graphical representation of the thrust T [Elg13]

The thrust produces the forward force along the xb-axis, FTx , the downward

force along the zb-axis, FTz , and the pitching moment across the yb-axis due to

the eccentricity of the thrust line, MT . Please note that all gyroscopic effects

are neglected, as well as the rolling moment caused by the torque moment of

the engine. Then, the thrust force and moment terms are given by

FTx = T cos εT

FTz = −T sin εT

MT = TeT . (6.15)
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6.3.4 Complete Set of the Equations of Motion of X-

RAE1

By combining the gravitational forces (6.11) into the inertial terms of (6.5)

and (6.9), equations (6.5) and (6.9) can be rewritten as:

m(U̇ +QW −RV + g sin Θ) = FAx + FTx = X

m(V̇ +RU − PW − g cos Θ sin Φ) = FAy = Y

m(Ẇ + PV −QU − g cos Θ cos Φ) = FAz + FTz = Z (6.16)

and

IxṖ − (Iy − Iz)QR− Ixz(PQ+ Ṙ) = LA = L

IyQ̇+ (Ix − Iz)PR + Ixz(P
2 −R2) = MA +MT = M

IzṘ− (Ix − Iy)PQ+ Ixz(QR− Ṗ ) = NA = N. (6.17)

Additionally, we have to take into account that aerodynamic forces and mo-

ments L, D and MA are estimated with reference to the point A.C. at distance

h0 from the centre of gravity (see Figure 6.6). Then, the following equations

Figure 6.6: Longitudinal aerodynamic forces and moments and thrust repre-
sentation for X-RAE1
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can be derived:

FAx =
1

2
ρV 2

T S(CL sinα− CD cosα)

FAy =
1

2
ρV 2

T SCy

FAz =
1

2
ρV 2

T S(−CL cosα− CD sinα). (6.18)

The complete set of the equations of motion of X-RAE1 with respect to the

body-fixed axes can be presented now:

1) Translational equations of motion:

U̇ = RV −QW − g sin Θ + [q̄S(CL sinα− CD cosα) + T ]/m

V̇ = PW −RU + g cos Θ sin Φ) + (q̄SCy)/m

Ẇ = QU − PV + g cos Θ cos Φ + [q̄S(−CL cosα− CD sinα)]/m (6.19)

2) Rotational equations of motion:

Ṗ Ix − ṘIxz = QR(Iy − Iz) + PQIxz + q̄SbCl

Q̇Iy = PR(Iz − Ix)− (P 2 −R2)Ixz + q̄ScCm+

q̄S(CL sinα− CD cosα)h0 + TeT

ṘIz − Ṗ Ixz = PQ(Ix − Iy) +QRIxz + q̄SbCn. (6.20)

As the Euler angles Φ, Θ and Φ are not the integrals of P , Q and R we have

to introduce new motion quantities:

3) Euler angle dynamics:

Φ̇ = P +Q tan Θ sin Φ +R tan Θ cos Φ

Θ̇ = Q cos Φ−R sin Φ

Ψ̇ = (R cos Φ +Q sin Φ)/ cos Θ. (6.21)

Differential equations (6.21) will complete the equations of motion, as these

will yield the aircraft’s orientation as a function of time in terms of Φ, Θ and Ψ

[Phi10]. Equations (6.19)-(6.21) together with the angle of attack α = tan−1 W
U

form the full 6-DOF nonlinear dynamic model of X-RAE1 where:

• U , V , W are forward, side and downward velocities along the xb-axis,

yb-axis and zb-axis, respectively;
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• P , Q, R are roll, pitch and yaw angular velocities around the xb-axis,

yb-axis and zb-axis, respectively;

• Φ, Θ, Ψ are roll, pitch and yaw angles;

• T is the thrust;

• CL, CD, Cy are lift, drag and side force coefficients;

• Cl, Cm, Cn are rolling, pitching and yawing moment coefficients;

• Ix, Iy and Iz are moments of inertia about the corresponding body axes;

• Ixz is the product of inertia;

• q̄ = 1
2
ρV 2

T = 1
2
ρ(U2 + V 2 +W 2) is the dynamic pressure;

• m, g, S, eT , h0, ρ, b and c are known parameters.

X-RAE1’s layout and its control surfaces are depicted in Figure 6.7. Next,

Figure 6.7: X-RAE1 layout [Mil87]

the nonlinear model presented above is linearised and the LQR-based control

scheme proposed is Chapter 5 is used to stabilise the system. In addition,

it is shown that the proposed controller can be used to control effectively

the nonlinear X-RAE1 system for a standard set of initial conditions. The

proposed design will be extended to the case of multi-agent network control in

Chapter 7.
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6.4 Linear Model of X-RAE1

In order to design a linear controller, the nonlinear model described by the

nine equations of motion in (6.19)-(6.21) is linearised and decomposed into

two motions, longitudinal and lateral, respectively.

6.4.1 Longitudinal and Lateral Equations of Motion

The longitudinal motion is the motion where the aircraft only moves in the

x-z plane which is equivalent to translation along the x-axis, translation along

the z-axis, and rotation about the y-axis. Therefore, the equations describing

the longitudinal motion are:

FAx + FTx = m(U̇ +QW −RV + g sin Θ)

FAz + FTz = m(Ẇ + PV −QU − g cos Θ cos Φ)

MA +MT = IyQ̇+ (Ix − Iz)PR + Ixz(P
2 −R2)

Θ̇ = Q cos Φ−R sin Φ. (6.22)

On the other side the lateral motion is the motion out of the x-z plane which

is equivalent to the translation along the y-axis, the rotation about the x-axis,

and the rotation about the z-axis. The lateral motion is described by the set

of equations which are:

FAy = m(V̇ +RU − PW − g cos Θ sin Φ)

LA = IxṖ − (Iy − Iz)QR− Ixz(PQ+ Ṙ)

NA = IzṘ− (Ix − Iy)PQ+ Ixz(QR− Ṗ )

Θ̇ = Q cos Φ−R sin Φ

Ψ̇ = (R cos Φ +Q sin Φ)/ cos Θ. (6.23)

The two sets of equations in (6.22)-(6.23) are not decoupled as such. However,

decoupling is possible for the linearised model under specific flight conditions

which is presented in the following sections.
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6.4.2 Perturbed Equations of Motion

Linearisation is performed by assuming small perturbations around the oper-

ating point of the aircraft and by considering specific aerodynamic properties

[Elg13]. If the lower case notation denotes the deviation of each motion quan-

tity from the trim value, i.e. dU = u, and the zero subscripts denote trimmed

conditions about which the small perturbations are performed, the equations

of motion (6.16), (6.17) and (6.21) can be written as:

dX = m [u̇+W0q +Q0w −R0v − V0r + (g cos Θ0)θ]

dY = m [v̇ + U0r +R0u−W0p− P0w − (g cos Θ0 cos Φ0)φ+ (g sin Θ0 sin Φ0)θ]

dZ = m [ẇ + V0p+ P0v − U0q −Q0u+ (g cos Θ0 sin Φ0)φ+ (g sin Θ0 cos Φ0)θ]

dL = Ixṗ− (Iy − Iz)(R0q +Q0r)− Ixz(Q0p+ P0q + ṙ)

dM = Iy q̇ + (Ix − Iz)(R0p+ P0r) + Ixz(2P0p− 2R0r)

dN = Iz ṙ − (Ix − Iy)(Q0p+ P0q) + Ixz(R0q +Q0r − ṗ)

φ̇ = p+ q tan Θ0 sin Φ0 + r tan Θ0 cos Φ0 + [(Q0 cos Φ0 −R0 sin Φ0) tan Θ0]φ

+
[
Q0 sin Θ0 +R0 cos Φ0(1 + tan2 Θ0)

]
θ

θ̇ = q cos Φ0 − r sin Φ0 − (Q0 sin Φ0 +R0 cos Θ0)φ

ψ̇ = r cos Φ0/ cos Θ0 + q sin Φ0/ cos Θ0 + [(Q0 cos Φ0 −R0 sin Φ0)/ cos Θ0]φ

+ [(Q0 sin Φ0 +R0 cos Φ0) tan Θ0/ cos Θ0] θ (6.24)

where dX, dY , dZ, dL, dM and dN are the total differentials of the aero-

dynamic and thrust forces and moments.

As an example we give the differential dX of the aerodynamic and thrust

forces along the x-axis assuming that X = X(U,W,Q, η, η̇, δT ):

dX =
∂X

∂U
u+

∂X

∂U̇
u̇+

∂X

∂W
w+

∂X

∂Ẇ
ẇ+

∂X

∂Q
q+

∂X

∂Q̇
q̇+

∂X

∂η
η+

∂X

∂η̇
η̇+

∂X

∂δT
δT .

The partial derivatives of the aerodynamic forces and moments with respect

to the motion quantities (U , V , W , P , Q, R) are called stability derivatives,

while the partial derivatives of the aerodynamic forces and moments with re-

spect to the control deflections and settings (η elevator deflection, δT throttle

setting, ζ rudder deflection and ξ aileron deflection) are called control deriva-
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tives. The evaluation of aerodynamic and thrust derivatives as well as moments

and products of inertia is omitted here as this is the result of previous research

in [Mil87], [Als04] and [Elg13].

As we are interested only in longitudinal motion, in particular the straight

flight conditions at constant velocity of 30m/s, the simplified perturbed equa-

tions for this type of motion are presented next.

6.4.3 Linearised Model for the Straight Flight

For a straight, steady, symmetric and horizontal flight at a constant velocity

VT0 = 30m/s, the following trimmed values are considered:

U0 = VT0 cosα0,

W0 = VT0 sinα0,

V0 = P0 = Q0 = R0 = 0,

Θ0 = α0, and

Φ0 = Ψ0 = 0. (6.25)

Then, the set of longitudinal perturbed equations reduces to:

m [u̇+W0q + (g cos Θ0)θ] =
∂X

∂U
u+

∂X

∂W
w +

∂X

∂Ẇ
ẇ +

∂X

∂Q
q +

∂X

∂η
η +

∂X

∂δT
δT

m [ẇ − U0q + (g sin Θ0)θ] =
∂Z

∂U
u+

∂Z

∂W
w +

∂Z

∂Ẇ
ẇ +

∂Z

∂Q
q +

∂Z

∂η
η +

∂Z

∂δT
δT

Iy q̇ =
∂M

∂U
u+

∂M

∂W
w +

∂M

∂Ẇ
ẇ +

∂M

∂Q
q +

∂M

∂η
η +

∂M

∂δT
δT

θ̇ = q. (6.26)

The trim values α0, η0 and δT0 as well as the values of the aerodynamic and

thrust derivatives have to be evaluated. The complete analysis for straight hor-

izontal flight at VT0 = 30m/s is given in [Elg13] and [Mil87] and the trim values

are shown in Table 6.1. The linear state-space longitudinal model derived from

this analysis is following:

ẋ = Ax+Bu, x(0) = x0 (6.27)
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Table 6.1: Trim conditions for a nominal velocity of 30m/s

Angle of attack α0 = −0.0867 rad

Elevator η0 = −0.0054 rad

Throttle δT0 = 0.6854 or 68.54%

where x =
(
u w q θ

)T
, u =

(
η δT

)T
are the state and input vectors

of the ith system at time t, respectively, and

A =


−0.142 −0.227 2.493 −9.771

−1.033 −4.476 28.639 0.837

−0.042 −2.744 −15.351 −0.134

0 0 1 0

 , B =


−1.136 1.444

−13.060 0

−137.157 −2.036

0 0

 .

Next, the system in (6.27) is augmented with height dynamics for altitude

control. The height equation in Earth-fixed coordinates is given by

Ḣ = U sin Θ−W cos Θ. (6.28)

Then, the perturbed height dynamics become

ḣ = sin Θ0u− cos Θ0w + VT0θ (6.29)

which reduces to

ḣ = −0.087u− 0.996w + 30θ. (6.30)

for a straight horizontal flight at VT0 = 30m/s.

Accordingly, we will show in Section 6.5 that LQR control design proposed

here provides the asymptotic tracking of step references.

In addition, the system in (6.27) is augmented by the dynamical model for the

elevator actuator. The actuator dynamics are represented by the linear second

order system whose transfer function is given by

Ha =
ω2
n

s2 + 2ζωns+ ω2
n

(6.31)

where ωn is the natural frequency and ζ is the dumping ratio. Then, in the
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state-space form we have:(
η̈

η̇

)
=

(
−2ζωn ω2

n

1 0

)(
η̇

η

)
+

(
ω2
n

0

)
ηd (6.32)

where ηd is the elevator demand. For the X-RAE1 system presented here values

for ωn and ζ are chosen to be 25 and 0.6, respectively.

Then, the final state-space representation of the linear X-RAE1 model that

will be used for simulation purposes is given as:

u̇

ẇ

q̇

θ̇

ḣ

η̈

η̇


=



−0.142 −0.227 2.493 −9.771 0 0 −1.136
−1.033 −4.476 28.639 0.837 0 0 −13.060
−0.042 −2.744 −15.351 −0.134 0 0 −137.157

0 0 1 0 0 0 0

−0.087 −0.996 0 30 0 0 0

0 0 0 0 0 −30 −625
0 0 0 0 0 1 0





u

w

q

θ

h

η̇

η



+



0 1.444

0 0

0 −2.036
0 0

0 0

625 0

0 0



(
ηd

δT

)
. (6.33)

The eigenvalues of the open-loop system (6.33) are {0,−0.032±i0.419,−9.953±
i7.044,−15± i20}. The system is not asymptotically stable, but stable in the

sense of Lyapunov with:

• Two stable aerodynamic modes:

1. Phugoid, a low-frequency lightly-damped mode (−0.032± i0.419);

2. Short period, a high-frequency heavily-damped mode (−9.953 ±
i7.044);

• A zero-eigenvalue mode introduced by the height dynamics.

System dynamics are simulated in Matlab R© and Simulink R© environment

[MR15]. We give the state responses (apart from η and η̇) in Figures 6.8-

6.10. The upper half of each figure represents the state response of the system

to a one-second-duration pulse to the elevator actuator input ηd and the lower
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half of each figure represents the state response of the system to an impulse

disturbance to the downward velocity w.

It is apparent, from the nature of the modes and the responses, that we need

to control the phugoid mode to avoid the low frequency oscillations and also

the short period in order to suppress rapidly the transient effects mainly on

the pitching rate q. The zero eigenvalue also causes in general a shift to the

operating point (see height response) in the presence of an impulse disturbance

to the states (i.e. a non zero initial state vector), hence the need for altitude

control. The design of an adequate control system based on LQR is presented

in the next section.

Figure 6.8: Forward and downward velocity responses of the open-loop linear
X-RAE1 system when a pulse is applied to elevator (solid line) and in the
presence of an impulse disturbance in w (dashed line)

Figure 6.9: Pitch rate and pitch angle responses of the open-loop linear X-
RAE1 system when a pulse is applied to elevator (solid line) and in the presence
of an impulse disturbance in w (dashed line)
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Figure 6.10: Height response of the open-loop linear X-RAE1 system when
a pulse is applied to elevator (solid line) and in the presence of an impulse
disturbance in w (dashed line)
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6.5 LQR Control Design

In this section we propose LQR control design for the linear X-RAE1 model

in (6.33). The LQR control aim is to minimise a quadratic control function

given by

J
(
ui(t),xi0

)
=

∫ ∞
0

(
xi(t)

TQxi(t) + ui(t)
TRui(t)

)
dt. (6.34)

The weighting matrices, Q are R, are chosen as:

Q =



0.7 0 0 0 0 0 0

0 1 0 0 0 0 0

0 0 0.05 0 0 0 0

0 0 0 1 0 0 0

0 0 0 0 1 0 0

0 0 0 0 0 1 0

0 0 0 0 0 0 5


, R =

(
10 0

0 10

)
. (6.35)

In order to find the LQR gain matrix K the following ARE has to be solved

that has P as its solution:

ATP + PA− PBR−1BTP +Q = 0. (6.36)

Equation (6.36) is solved by using Matlab R© ([MR15]). As Q ≥ 0, R > 0

and the standard assumptions made about stabilisability and observability of

positive definiteness given in Definition 3.1.7 and Definition 3.1.8 are satisfied,

it follows that P is positive definite solution of (6.36). Then, the optimal

control input is given by

u = −R−1BTPx = −Kx (6.37)

where

K =

(
−0.022 0.067 −0.371 −7.703 −0.315 0.296 4.988

0.238 −0.026 −0.031 −0.465 0.031 0.001 0.249

)
.

In order to simulate the model’s dynamics a simulation environment is created

by using Matlab R© and Simulink R©. Simulink R© model for linear X-RAE1 sys-

tem in (6.33) that is controlled by LQR proposed in this section is depicted in

Figure 6.11. For simulation purposes the disturbance in system (6.33) is intro-
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Figure 6.11: Simulink R© model for LQR control of linear X-RAE1 model

duced as an arbitrary impulse to the downward velocity variable w, which is

equivalent to the presence of environmental disturbances such as nonuniform

wind.

Next, it is shown that design proposed in Figure 6.11 stabilises the system

and that all states settle at 0 as time evolves. Forward and downward velocity

responses of linear X-RAE1 model are depicted in the upper half of Figure 6.12;

Pitch rate and pitch angle responses of linear X-RAE1 model are depicted in

the upper half of Figure 6.13; Elevator rate and elevator responses of linear

X-RAE1 model are depicted in the upper half of Figure 6.14.

It is shown that system is robust to environmental disturbances such as nonuni-

form wind. In addition, the system provides the altitude control by asymptotic

reference tracking to step commands which is depicted in the upper half of Fig-

ure 6.15. Also, we give the input signals (elevator setting and throttle) in the

upper half of Figure 6.16.

Next, we tested if the proposed LQR controller can also control effectively the

nonlinear X-RAE1 model. Simulink R© model for nonlinear X-RAE1 system de-

scribed by six equations of motion in (6.19)-(6.20) that is controlled by using

the identical LQR gain as in the linear case is depicted in Figure 6.17. Note
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Figure 6.12: Forward and downward velocity responses of linear and nonlinear
X-RAE1 model controlled by LQR in the presence of impulse disturbance and
step tracking demand

Figure 6.13: Pitch rate and pitch angle responses of linear and nonlinear X-
RAE1 model controlled by LQR in the presence of impulse disturbance and
step tracking demand

that nonlinear Simulink R© model in Figure 6.17 simulates both motions, longi-

tudinal and lateral. We are interested in straight flight conditions at constant

velocity of 30m/s for which these two motions are decoupled. Therefore, only

longitudinal motion is considered here and results closely match those obtained

in the linear case.

The same set of results is reproduced for the nonlinear system using identical

simulation parameters. Nonlinear system’s state responses, with the trim val-

ues subtracted, are depicted in the lower parts of Figures 6.12- Figure 6.14.

Despite substantial nonlinearity in the model, the controller was able to re-
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Figure 6.14: Elevator rate and elevator responses of linear and nonlinear X-
RAE1 model controlled by LQR in the presence of impulse disturbance and
step tracking demand

Figure 6.15: Height response of linear and nonlinear X-RAE1 model controlled
by LQR in the presence of impulse disturbance and step tracking demand

produce results that are almost identical to those obtained in the linear case

and also achieve disturbance rejection. Also, nonlinear system accommodates

the reference tracking to step commands which is depicted in the lower part

of Figure 6.15.
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Figure 6.16: Control inputs of linear and nonlinear X-RAE1 model controlled
by LQR in the presence of impulse disturbance and step tracking demand

Figure 6.17: Simulink R© model of LQR control of nonlinear X-RAE1 model
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6.6 Summary

In this chapter the derivation of 6-DOF nonlinear model of an experimen-

tal RPV, X-RAE1, and its linearisation for a specific set of flight conditions

were reviewed. Additionally, the LQR-based control design which provides the

asymptotic stability of the system was proposed.

In the next chapter these results will be extended to distributed cooperative

LQR-based scheme for controlling arbitrary formations which consist of X-

RAE1s. The proposed design will be derived by using distributed LQR design

methodology presented in Chapter 5.
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Chapter 7

Application Example:

Distributed LQR Control of

Multi-Agent Network

In this chapter we present a cooperative scheme for controlling arbitrary for-

mations of low speed experimental UAVs based on the distributed LQR design

methodology presented in Chapter 5. Each UAV acts as an independent agent

in the formation and its dynamics are described by a 6-DOF nonlinear model

which is then linearised for control design purposes around an operating point

corresponding to straight flight conditions. Both models, linear and nonlinear,

have been presented in Chapter 6.

First, the distributed LQR design for formation consisting of four UAVs is pre-

sented. It is shown that the proposed controller stabilises the overall formation

and can control effectively the nonlinear multi-agent system for a standard set

of initial conditions. Then, it is demonstrated via numerous simulations that

both systems, linear and nonlinear, provide altitude control and are robust to

environmental disturbances such as nonuniform wind gusts acting on a for-

mation. Additionally, the effect of partial loss of communication between two

neighbouring UAVs on the both multi-agent systems is illustrated.
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7.1 Distributed LQR Design for Formation

Control

A network of four dynamically decoupled X-RAE1s (agents) moving in a plane

is considered. The dynamics of the agents are fully described in equation (6.33)

in Chapter 6. The interconnection structure within the network is depicted in

Figure 7.1.

agent1 agent2

agent3 agent4

Figure 7.1: The interconnection structure within the multi-agent network

The distributed optimal control problem is defined as:

min
K̃

J̃
(
ũ(t), x̃0

)
=

∫ ∞
0

(
x̃(t)T Q̃x̃(t) + ũ(t)T R̃ũ(t)

)
dt

subj. to ˙̃x(t) = Ãx̃+ B̃ũ, x̃(0) = x̃0

Ã = I4 ⊗ A B̃ = I4 ⊗B

K̃ ∈ KNd
n,m(G),

Q̃ ∈ KNd
n,n(G), R̃ = INd

⊗R (7.1)

where A and B are as in (6.33), Q̃ = Q̃T ≥ 0 and R̃ = R̃T > 0 while the class

of matrices denoted as KNd
n,m(G) is defined in Definition 3.1.9.

Our control objective is to stabilise the formation, including each individual

agent moving on a plane by using the distributed suboptimal design presented

in Chapter 5 where the distributed gain matrix is given by

K̃ = I4 ⊗R−1BTP −M ⊗R−1BTPa12 . (7.2)

P is the stabilising solution of a single agent LQR problem; however it can

be also expressed as P = Pa11 + 2Pa12 using Theorem 4.2.1. Pa11 and Pa12 are

diagonal and off-diagonal blocks of the stabilising solution Pmin corresponding

to the minimum size centralized LQR problem that has to be solved. M is the
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symmetric and positive semi-definite matrix given by

M = 2I4 −A(G) (7.3)

where A(G) is the adjacency matrix representing the interconnection structure

depicted in Figure 7.1:

A(G) =


0 1 1 0

1 0 0 1

1 0 0 1

0 1 1 0

 . (7.4)

The minimum size centralized LQR problem that has to be solved corresponds

to Nmin = dmax(G) + 1 agents, where dmax represents the maximum vertex

degree of graph. Therefore, dmax of the interconnection graph in Figure 7.1

equals 2; thus the size of centralized LQR problem is Nmin = 3. For more

details we refer the reader to Section 5.1.

Then, the centralized LQR problem is defined as

min
Ka

J
(
u(t),x0

)
subj. to ẋ = Aax+Bau, x(0) = x0

where the column vectors x(t) = [x1(t)
T , x2(t)

T , x3(t)
T ]T and u(t) = [u1(t)

T ,

u2(t)
T , u3(t)

T ]T collect the states and inputs of the 3 subsystems, while Aa =

I3⊗A and Ba = I3⊗B, with A and B defined as in (6.33). The cost function

J
(
u(t),x0

)
is given by

J
(
u(t),x0

)
=

∫ ∞
0

(
x(t)TQax(t) + u(t)TRau(t)

)
dt (7.5)

with the weighting matrices Qa and Ra given by

Qa =

 3Q −Q −Q
−Q 3Q −Q
−Q −Q 3Q

 , Ra = I3 ⊗R (7.6)

and Q and R defined as in (6.35).

By solving ARE corresponding to the centralized network of Nmin = 3 agents:

ATaPmin + PminAa − PminBaR
−1
a BT

a Pmin +Qa = 0 (7.7)

105



a stabilising solution of the following form will be obtained:

Pmin =

 P11 P12 P12

P12 P11 P12

P12 P12 P11

 . (7.8)

Then, the distributed gain matrix K̃ in (7.2) will be of the following structure:

K̃ =


K11 K12 K12 0

K12 K11 0 K12

K12 0 K11 K12

0 K12 K12 K11

 (7.9)

where

K11 =

(
0.075 −0.110 0.613 12.683 0.527 −0.507 −8.688

−0.411 0.042 0.086 1.531 −0.006 −0.002 −0.677

)

and

K12 =

(
−0.027 0.022 −0.121 −2.490 −0.106 0.106 1.850

0.086 −0.008 −0.028 −0.533 −0.013 0.001 0.214

)
.

For the given gain matrix, K̃, the closed loop system:

Ãcl = Ã− B̃K̃ = I4 ⊗ A+ (I4 ⊗B)K̃ (7.10)

is asymptotically stable.

In order to simulate the formation’s dynamics a simulation environment is

created for both, linear and nonlinear case, by using Matlab R© and Simulink R©

which is given in the next section.
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7.2 Simulation Results

The Simulink R© model for LQR-based control of formation consisting of four

X-RAE1s is depicted in Figure 7.2. Detailed Simulink R© models for each in-

dividual agent (subsystem) are omitted from the figure in order to provide

simplicity in design, but these are identical to the models presented in Sec-

tion 6.5 (i.e. Figure 6.11 for the linear case and Figure 6.17 for the nonlinear

case).

Figure 7.2: Simulink R© model for LQR-based control of formation consisting
of four X-RAE1s

In the simulations which follow, the agents’ movement is illustrated by exam-

ining the deviation from nominal velocity VT0 = 30m/s, which is the horizontal

speed at which the model has been linearised. Further, the individual agents’

vertical positions (i.e. heights) are depicted for each agent. The remaining

state responses are plotted only for agent 1 as it is expected that all other

agents will reproduce results that closely match the ones presented.

First, the altitude control problem with the disturbances rejection is consid-

ered. Then, we assume partial loss of communication between two neighbour-

ing UAVs. Results are produced for both multi-agent systems, linear and

nonlinear.
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7.2.1 Altitude Control and Disturbance Rejection

For simulation purposes the disturbance in system is introduced as an arbitrary

impulse to the downward velocity variable wi of agent i, which is equivalent

to the presence of environmental disturbances such as nonuniform wind for a

collection of agents. Additionally, each agent is given a step command in order

to investigate if the system provides altitude control.

The first simulation illustrates the height response of the each agent in the

presence of environmental disturbances and step tracking demands for the case

of linear dynamics. Results are depicted in Figure 7.3. Then, Figure 7.4 depicts

Figure 7.3: Height responses of the linear LQR multi-agent system controlled
by the distributed controller in the presence of impulse disturbance and step
tracking demand

the deviation of each agent’s velocity from the nominal velocity of 30m/s in

the presence of environmental disturbances and step tracking demands for the

case of linear dynamics.

Figure 7.3 and Figure 7.4 demonstrate that in the case of linear dynamics

the distributed LQR controller stabilises the formation and agents are able to

recover their vertical positions. Note that the formation structure is lost with

respect to the horizontal agents’ positions. This can be prevented, if required,

by introducing an additional state variable for horizontal regulation. Also, the
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Figure 7.4: Velocity responses of the linear LQR multi-agent system controlled
by the distributed controller in the presence of impulse disturbance and step
tracking demand

proposed controller is able to provide asymptotic reference tracking to step

commands.

Next, the same set of results is reproduced for the nonlinear system using

identical simulation parameters. These are given in Figure 7.5 and Figure 7.6.

Despite substantial nonlinearity in the model, the controller was able to repro-

duce results that closely match those obtained in the linear case.

Additionally, the remaining state responses for agent 1 in the case of linear and

nonlinear dynamics are given, as it is expected that other agents’ responses

will closely match the results presented. These are depicted in Figures 7.7-7.9.

It is shown that design proposed in Figure 7.2 stabilises the system and that

all states settle at 0 in the steady-state, with an acceptable settling time.
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Figure 7.5: Height responses of the nonlinear LQR multi-agent system con-
trolled by the distributed controller in the presence of impulse disturbance and
step tracking demand

Figure 7.6: Velocity responses of the nonlinear LQR multi-agent system con-
trolled by the distributed controller in the presence of impulse disturbance and
step tracking demand

110



Figure 7.7: Forward and downward velocity responses of linear and nonlin-
ear agent 1 model controlled by distributed LQR in the presence of impulse
disturbance and step tracking demand to each agent in the formation

Figure 7.8: Pitch rate and pitch angle responses of linear and nonlinear agent
1 model controlled by distributed LQR in the presence of impulse disturbance
and step tracking demand to each agent in the formation

Figure 7.9: Elevator rate and elevator responses of linear and nonlinear agent
1 model controlled by distributed LQR in the presence of impulse disturbance
and step tracking demand to each agent in the formation
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7.2.2 Loss of Communication Between Agents

The case when the communication between two agents in the formation is

partially lost, is followed by the impulse disturbance in downward velocity is

considered next. The distributed LQR design described in Section 7.1 is used

to control the system.

First, the linear system is initially disturbed by an impulse in the downward

velocity of each agent. This is then followed by the failure of link communica-

tion between agent 1 and agent 2 (in both directions) at t = 5.9s and by the

impulse disturbance to agent 1 at t = 6s. The height and velocity responses

of the linear model are depicted in Figure 7.10 and Figure 7.11.

Figure 7.10: Height responses of the linear LQR system controlled by the
distributed controller in the presence of link failure between agent 1 and agent
2 followed by an impulse disturbance to agent 1

Results are reproduced for the nonlinear dynamics case for identical simulation

parameters. The height and velocity responses of the nonlinear model are

depicted in Figure 7.12 and Figure 7.13.

Additionally, the remaining state responses for agent 1 in the case of linear and

nonlinear dynamics are given next. These are depicted in Figures 7.14-7.16.
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Figure 7.11: Velocity responses of the linear LQR system controlled by the
distributed controller in the presence of link failure between agent 1 and agent
2 followed by an impulse disturbance to agent 1

Figure 7.12: Height responses of the nonlinear LQR system controlled by the
distributed controller in the presence of link failure between agent 1 and agent
2 followed by an impulsive disturbance to agent 1
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Figure 7.13: Velocity responses of the nonlinear LQR system controlled by the
distributed controller in the presence of link failure between agent 1 and agent
2 followed by an impulsive disturbance to agent 1

Figure 7.14: Forward and downward velocity responses of linear and nonlinear
agent 1 model controlled by distributed LQR in the presence of link failure
between agent 1 and agent 2 followed by an impulse disturbance to agent 1

It is shown that design proposed in Figure 7.2 stabilises the system and that

all states settle at 0 as time evolves. Therefore, the proposed distributed LQR

controller is robust to the loss of communication as long as the connectivity of

network is preserved.

To summarise the results presented in this chapter, it was shown that the
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Figure 7.15: Pitch rate and pitch angle responses of linear and nonlinear agent
1 model controlled by distributed LQR in the presence of link failure between
agent 1 and agent 2 followed by an impulse disturbance to agent 1

Figure 7.16: Elevator rate and elevator responses of linear and nonlinear agent
1 model controlled by distributed LQR in the presence of link failure between
agent 1 and agent 2 followed by an impulse disturbance to agent 1

proposed controller is able to provide asymptotic reference tracking to step

commands and is robust to environmental disturbances and to the communi-

cation loss between a pair of agents for both, linear and nonlinear, models.

The nonlinear model gives the results that closely match those obtained in the

linear case, which is due to the fact that the disturbances used enable operation

close to the assumed linearised model. Therefore, it was illustrated that the

linearisation is robust and that proposed controller guarantees the robustness

properties.
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7.3 Summary

In this chapter a real-life application of multi-agent network where distributed

LQR controller is used to stabilise the formation and provide altitude control

was given. Additionally, robustness properties of the design were illustrated

for different simulation conditions.

Next, we will give the concluding remarks of the thesis and we will provide a

number of future research directions.

116



Chapter 8

Conclusion

In this chapter, the results presented in the thesis are summarised and con-

nections to other related areas are highlighted. Additionally, the main con-

tributions of the work are provided, as well as future extensions and possible

research directions arising from this work.

8.1 Summary of the Thesis

In this thesis, optimal control methods for designing distributed cooperative

control schemes in multi-agent networks are explored. The tools from LQR

control theory are employed to analyse the family of distributed suboptimal

LQR controllers and their application to formation control of low speed exper-

imental UAVs.

In Chapter 1 the motivation for the work carried out in this thesis was pre-

sented to set the stage for the results derived in subsequent chapters. Ad-

ditionally, the thesis objectives were given, as well as the thesis outline and

the statement of contributions. The chapter was concluded by the list of pub-

lications. In Chapter 2 up-to-date research in the areas of cooperative and

distributed control, and their application to large-scale UAV networks were

discussed. The main approaches in formation tracking were introduced, as

well as the application of distributed control techniques to the area of optimal

control.

In Chapter 3 and Chapter 4 we examined the LQR theoretical framework on
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which this thesis has been developed and we described how this framework

can be used for centralized multi-agent network control. By investigating the

structural properties of the centralized solutions we obtained a special case

where the size of the problem (i.e. the size of ARE) that has to be solved

reduces to a single agent problem. Also, we briefly investigated the gain and

phase margin properties of the proposed design.

In Chapter 5 the distributed LQR framework was presented. The effectiveness

of the approach was illustrated via an example of a multi-agent network con-

sisting of agents described by double integrator dynamics. Then, the proposed

distributed controller was compared with respect to the performance cost to

the centralized control design and the cost difference was quantified by using

different cost measures. Necessary and sufficient conditions were derived for

which a distributed control configuration pattern arising from the optimal cen-

tralized solution does not entail loss of performance if the initial state vector

lies is a certain subspace of state-space which is identified.

Chapters 6 and 7 applied the main theoretical methods presented in previous

chapters to a high order dynamical system. The proposed distributed LQR

design was used to stabilise an experimental RPV, X-RAE1, described by 6-

DOF nonlinear model that was linearised for a specific set of flight conditions.

The problem was extended to the effective altitude control of arbitrary for-

mations of X-RAE1s. It was shown that the proposed schemes are robust to

environmental disturbances such as nonuniform wind gusts acting on a forma-

tion and to the loss of communication between a pair of agents. The results

were reproduced for the nonlinear model and it was shown that these closely

match the results obtained in the linear case.

The formation control example considered in this thesis has received consider-

able attention in the literature as stated in the literature overview presented in

Chapter 1. Formation control has been increasingly used in modern military

systems and it can be easily extended to cooperative surveillance problems,

rendezvous problems, etc. However, designs proposed in this thesis are not

limited to this application area. These can be successfully used in mobile sen-

sor networks, transportation systems such as intelligent highways, air traffic

control, etc.

This thesis provided a number of contributions which are summarised in the

following paragraphs:
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1. The structure and spectral properties of the solution of the (large-scale)

centralized LQR system were reviewed. A special case of centralized

LQR control was proposed where by imposing a specific structure on the

weighting matrices, the solution can be constructed by solving a single

agent ARE (Algebraic Riccati Equation).

2. The structure and spectral properties of the solution of the (large-scale)

distributed LQR system were reviewed. It was shown that the pro-

posed distributed controller preserves the gain and phase margin prop-

erties which are guaranteed in classical LQR control. The effectiveness

of distributed LQR approach was illustrated through an example of a

multi-agent network consisting of agents described by double integrator

dynamics.

3. The method for comparing with respect to the performance cost the fam-

ily of distributed LQR-suboptimal controllers with the optimal central-

ized controller was developed. The cost increase due to decentralization

was quantified by looking into worst-case, best-case and average devia-

tion from optimality. Additionally, necessary and sufficient conditions

have been derived for which a distributed control configuration pattern

arising from the optimal centralized solution does not entail loss of per-

formance if the initial state vector lies is a certain subspace of state-space

which is identified. The procedure was extended for analysing the perfor-

mance loss of an arbitrary distributed configuration which is illustrated

via an example.

Additionally, it was verified that the proposed distributed LQR framework

can be used to efficiently control a multi-agent network comprising high order

nonlinear dynamics for a specific set of initial conditions.
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8.2 Directions for Future Work

In closing, a number of future research directions are suggested:

• We presented a method for computing the performance loss of various

distributed configurations relative to the performance of optimal central-

ized controller. Cost increase was quantified with respect to the different

measures which are worst-case, best-case and average case deviations

from optimality. Therefore, it would be of great interest to investigate

how connectivity measures of the network obtained by removing a set of

links correlates with the LQR cost measures presented. Also, it would

be interesting to establish the precise relation between the maximum

and minimum degree of the network, on one, and the cost resulting by a

particular configuration on the other side.

• Another important question, both from a theoretical and practical point

of view, involves the information structure of the control problem. If

there is no access to the global information within the network setting,

i.e. if the full state vector is not available for feedback, the LQR control

design framework is no longer adequate (as not all states are measurable)

and dynamic estimation-based control schemes are needed. This issue

can be addressed by using a stochastic optimal state estimator (Kalman

filter). Due to the fact that there is duality between the Kalman filter-

ing problem and the LQR control problem, dual results of the filtering

problem to those of the LQR problem are expected, leading to the de-

composition of the global Kalman filter into a number of local Kalman

filters.

• This thesis investigates only LQR designs based on state feedback. Other

open questions in the problem setting encountered here concern designs

based on output feedback where the stability margins are no longer guar-

anteed. It is well known that by using loop transfer recovery (LTR)

methods the stability margins can be recovered partially. Therefore, it

is worth investigating if it is possible to construct stabilising distributed

controllers that use output feedback in the framework similar to the one

presented in this thesis.

• One of the assumptions made in the development of the distributed LQR

controller used in this work was that all agents within network are de-

scribed by identical dynamics. It would be of great interest to inves-
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tigate how the system will respond to the presence of perturbations in

the model. Additionally, one could ask how big these perturbations can

grow before the stability of whole multi-agent network breaks down. An

answer to this question is likely to be obtained by applying recent results

from robust control theory.

• In this work we considered one optimality criterion, i.e. quadratic norm,

that has proved to be inadequate in the presence of random disturbances

whose spectral characteristics are not known precisely. It could be ben-

eficial to consider alternative optimisation criteria, such as H∞ norm-

based which have proved effective in such cases and also in problems

characterised by significant model uncertainty. Therefore, an important

research question would be to investigate if these methods are still valid

for network problems of the type considered here.
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