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"Undoubtedly there are all sorts of languages in the world, yet none of them

is without meaning."”

1 Corinthians 14, v 10
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Abstract

This study investigates a jargon speaker, LT, whose connected speech is composed
almost entirely of neologisms. Despite the general intelligibility of his speech, LT is
able to produce discrete responses in picture naming tasks. Neologisms were
investigated for their phonemic content. Non word responses maintained the normal
English distribution of phonemes. Importantly, they also showed greater than chance
levels of target relatedness. Analysis of LT's responses to a set of stimuli controlled for
their consonant content allowed more detailed investigation of the nature of target and
error phonology. A strong influence of phoneme frequency was identified. Higher
frequency consonants showed a pattern of frequent but rather indiscriminate use. They
often appeared in target related contexts but were also frequently misused in contexts
where they were not required by the target phonology. Lower frequency consonants
were realised less often. However, their use was restricted to target related contexts and
they seldom appeared as error phonology.

Further investigation showed that LT's ability to realise target phonology was influenced
by the nature of the output task. A semantically primed reading condition resulted in a
significant increase in the number of correct responses. Neologistic output showed a
significant increase in the ability to realise target phonemes. Patterns of individual
consonant use also showed significant changes. High frequency consonants showed a
more refined distribution, appearing less frequently as error phonology. Low frequency
consonants increased their rate of use but continued to be restricted to target related
contexts.

The findings of the investigations are discussed. The results are best explained by
theories of neologism production which maintain a direct relationship between target
and neologistic phonology and which propose a single mechanism underlying the
production of both target related and abstruse neologistic output. Interactive activation
accounts of lexical processing appear to be well placed to explain LT's output and a
preliminary account is offered. Recommendations for the future investigation of
neologistic output are made.
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1. Introduction

Background

Aphasic speech which is characterised by the production of non word forms has been
known of for some time. Wernicke (1874) is popularly cited as being the first to describe
the association of rapid paraphasic speech errors with fluent production and poor error
awareness, symptoms which were later taken to be characteristic of Wernicke's aphasia
(Kertesz and Benson 1970, Brown 1972). Nevertheless, an earlier account in the literature
(Osborne 1833, referred to by Perecman and Brown 1981) described how the speech of
a young patient following a stroke consisted almost exclusively of meaningless strings

of sounds, "which caused him to be treated as a foreigner".

A number of further examples of the aphasic language disturbance which came to be
known as jargon aphasia were deécribed in the subsequent medical literature (see
Perecman and Brown 1985 for a review). Increasingly, these studies identified that the
characteristics of jargon output may vary across subjects. While the production of non
lexical forms (neologisms) may be the principal feature for some speakers, for others the
jargon draws more heavily on real words. Alajouanine (1956) therefore proposed a
classification system based on the nature of the spoken output. In paraphasic jargon (or
semantic jargon, Brown 1972, 1981), speech is characterised by the use of real word
items in semantically anomalous combinations. Thus although real words predominate,
the speaker's intention is obscure to the listener. This is amply demonstrated by the

following examples;

"Well, it has been suggested that there were certain oddities and restrictions, technically

the action of the student body, so to speak"
(reported by Weinstein 1981, the speaker had been asked about his health)

"Hangs around the place ... got two horses and a tail and the mouth changes from various

aspects of the bird"
(speaker RG, reported by Marshall, Pring, Chiat and Robson 1996, describing a dog).

In contrast, undifferentiated jargon (also called phonemic jargon, Perecman and Brown
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1981) is characterised by an almost complete absence of recognisable words. Spoken
output consists of streams of phonemes in which it is difficult to detect real word items
or even identify discrete non word utterances. Spoken output is therefore almost totally

unintelligible, for example;

"Yes /[baks ﬁzd 9 marn at 'dok '1jadamanr
'n>kaT  wan bAdQMIV\.L 'mzdi da‘wvw\a::é/

(speaker RMM, reported by Robsoh, Pring, Marshall, Morrison and Chiat, in press,

discussing an art exhibition which she had recently visited).

Asemantic jargon (labelled neologistic jargon by Kertesz and Benson, 1970) is also
characterised by the presence of fluently produced non word items. However, these can
be identified as discrete items within the output stream and usually occur within the
context of some real word output. For instance, speech may preserve function words and
contain some high frequency nouns (Ellis, Miller and Sin 1983) and there may be islands
of preserved speech (Perecman and Brown 1985). Neologistic speech may also show
preserved grammatical processes such as appropriate English morphology both for
neologisms and real word items (Buckingham and Kertesz 1976, Butterworth 1979,
1985). However, the frequent use of non word items typically in place of content words
(Green 1969, Lecours and Rouillon 1976, Buckingham and Kertesz 1976) will often

obscure the speaker's intended meaning. For example;

" A /bA-V\ b/UA/ a [/bak] is e,r_../‘ T
o boy o /skak/." / SSU/

(speaker RD, reported by Ellis et al 1983, describing a pictured scene in which a boy
scout is being chased by a bull).

While providing a useful descriptivé framework, the classification system offered by
Alajouanine (1956) makes little contribution to understanding the mechanisms underlying
the disordered output or the relationship between the subcategories. Indeed much debate
has focused on whether the categories represent discrete syndromes with differing
underlying causes or whether the classification system serves only to describe different

surface presentations of the same deficit.

13
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Perecman and Brown (1981) argue that undifferentiated and neologistic jargon are
distinguished by both anatomical and linguistic differences. This conclusion is challenged
by longitudinal studies which have monitored the pattern of language recovery in jargon
aphasia. Speakers who initially present with undifferentiated jargon have been shown to
evolve to a more neologistic presentation over time (e.g. Simmons and Buckingham
1992). These observations have led to the proposal that undifferentiated jargon represents

the severe end of a continuum of neologistic output (Simmons and Buckingham 1992).

Alajouanine (1956) argued that in fact all three categories of jargon lie on the same
continuum. This claim is supported by recovery patterns which show a further
progression from neologistic to semantic jargon (Kertesz and Benson 1970, Peuser and
Temp 1981). Peuser and Temp (1981) describe the semantic jargon of their subject as,
"characterised by repetition and slight variation of one sentence model". This might be
better described as empty, stereotyped jargon and is certainly in marked contrast to the
* surprising lexical and syntactic skills demonstrated by other speakers of semantic jargon
(for examples see Weinstein, Lyerly, Cole and Ozer 1966, Marshall et al 1996, Marshall,
Chiat, Robson and Pring 1996). Moreover, some neologistic speakers are observed to
evolve towards a pattern of empty, anomic speech without ever exhibiting the
characteristics of semantic jargon (e.g. Panzeri, Semenza and Butterworth 1987). This
casts some doubt over the existence of a continuum between the two forms of output.
While this aspect of the single syndrome hypothesis remains in doubt, it seems likely that
undifferentiated and neologistic jargon may exist as points along a continuum of non

word production.
Neurology

It has been observed on a number of occasions that jargon symptoms may be more
prevalent among older aphasic speakers. Perecman and Brown (1985) suggested that all
forms of jargon aphasia are rare in younger patients while Lecours, Osborn, Travis,
Rouillon and Lavallee-Huynh (1981) argued that undifferentiated jargon is particularly
associated with an older age group. Coppens (1991) reviewed a number of studies which
report a general age difference between Wernicke's and Broca's aphasia. He cautioned
that while there is general agreement that this age difference exists, it may arise from

artifacts such as selection biases rather than representing a genuine difference between
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the two aphasic populations.

Other studies have noted a tendency for the symptoms of jargon aphasia to be associated
with bilateral neurological damage. Lhermitte, Lecours, Ducarne and Escourolle (1973)
report that autopsy revealed bilateral lesions in their jargon speaker, despite the fact that
only left hemisphere involvement was indicated clinically. Similarly, Cappa, Miozzo and
Frugoni (1994) report a speaker whose neologistic jargon worsened significantly
following a subsequent right hemisphere lesion. In addition, bilateral lesions have been
associated with the symptoms of semantic jargon (Weinstein et al 1966), while Perecman
and Brown (1981) specifically argue that the extent of the right hemisphere lesion

determines the presence of phonemic jargon.

Where jargon aphasia has been attributed to lesions of the dominant hemisphere, it is
generally agreed that this consists of damage to the posterior superior temporal region
(Kertesz and Benson 1970, Brown 1972, Buckingham, Avakian-Whitaker and Whitaker
1978). Kertesz (1981) suggests that persistent and severe neologistic jargon aphasia is
typically associated with larger dominant hemisphere lesions involving temporal, parietal

and occipital damage.
Phonological properties of jargon -

A number of studies have attempted to characterise the phonological properties of jargon.
In particular, these have attempted to identify the preservation of normal phonological

information in the jargon speech.

Non word output has consistently been associated with normal intonation and prosody
(Buckingham and Kertesz 1974, 'Duchan, Stengel and Oliva 1980, Hanlon and
Edmondson 1996). Investigations of the phonemic properties of neologisms have led to
general agreement that neologistic productions utilise the full phonemic inventory of the
speaker's native language and tend to show some perseveration in their use of phonemes
(e.g. Green 1969, Buckingham and Kertesz 1976, Perecman and Brown 1981, Peuser and
Temp 1981). Perseveration of syllables (Hanlon and Edmondson 1996) and other
linguistic units such as consonant clusters have also been noted (Buckingham et al 1978,

Lecours et al 1981). There is rather less concordance as to whether the dvistribution of
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phonemes in neologisms corresponds to the normal frequency distribution for the
speaker's language. Peuser and Temp (1981) analysed the jargon output of two speakers,
one classified as a semantic jargon speaker and the other presenting with neologistic
speech. These authors concluded that both forms of jargon showed an atypical frequency
distribution in their use of phonemes. Similarly, Perecman and Brown (1981) conducted
a detailed analysis of the undifferentiated jargon of a single speaker and found that while
this covered the full phonemic inventory, the frequency with which sounds were used
differed from normal speakers. These authors argued that a normal phoneme frequency
distribution would only ever be demonstrated by excluding neologisms from the analysis.
In contrast, investigations of other jargon speakers have indicated a normal phoneme
frequency distribution in neologistic output. Green (1969) found that while stereotypic
patterns of alliteration and assonance were evident in jargon episodes, all but one of the
English phonemes were present and in a frequency distribution consistent with normal
speech. In a recent replication, Hanlon and Edmondson (1996) found an intact phonemic
inventory and normal phoneme frequency distribution in the undifferentiated jargon of

a subject who presented with almost no real word output at all.

A further issue centres on whether the phonemic inventory is expanded in jargon by the
presence of non native phonemes. A number of authors have identified non native sounds
in jargon speech (e.g. Peuser and Temp 1981, Cappa et al 1994) while others have found
“ the phonemic inventory to be limited to the sounds of the speaker's native language (e.g.
Buckingham and Kertesz 1976, Hanlon and Edmondson 1996). Similarly, differences
exist as to whether neologistic jargon is restricted by the phonotactic constraints of the
speaker's premorbid language. A number of studies have shown that non word items are
generally phonotactically regular (Green 1969, Buckingham and Kertesz 1976, Duchan
et al 1980, Hanlon and Edmondson 1996). Christman (1992) investigated the syllabic
structure of neologisms and concluded that these matched both the syllable shapé and
sonority parameters of normal English words. However, some authors have noticed a
heavier than normal reliance on atypical phonemic combinations (Perecman and Brown
1981, Lecours et al 1981) and clear violations of phonotactic constraints have been noted

in other jargon speakers (Peuser and Temp 1981, Cappa et al 1994).

Non linguistic accounts of neologism production

16



Other work has focused more specifically on attempting to identify the underlying source
of non word production. Some early theories argued for the presence of a primary
impairment outside the language processing system. For instance, Bay (1964, in Kertesz
and Benson 1970) suggested that jargon aphasia was principally a behavioural disorder
independent of linguistic disturbance. Similarly, Rochford (1974) argued that jargon
speakers do not present with an aphasic language disturbance. He viewed the language
symptoms as occurring within a wider syndrome arising from a, "primary and
comprehensive state of pathological arousal and lack of control”. Other authors have
argued that while a central aphasia is present, other factors such as premorbid personality
are necessary for the presentation of a jargon aphasia, (Weinstein and Lyerly, 1976).
Authors who attributed all the features of jargon aphasia to a primary linguistic deficit
nevertheless differed in their opinion about the precise nature of the deficit; Wemicke
(1874) argued for a loss of sensory word images while Brain (1965) viewed jargon as
arising from central aphasia combined with pure word deafness (both in Kertesz and

Benson 1970).

A number of other studies commented on the apparent fluency of neologistic production.
Kinsbourne and Warrington (1963) proposed that neologistic output represents the
speaker's first attempt at language production and, in the absence of attempts to correct
or modify this output, reflects the disordered nature of his inner speech. Others saw the
fluency of neologistic output as a behavioural adaptation employed to conceal the

speaker's own uncertainty in his use of language (Weinstein et al 1966).
Language processing accounts of neologism production

Other attempts to explain neologism production have viewed non words as arising from
processing impairments occurring within the normal language system. Initially, these
accounts adopted a serial approach to language processing, assuming that language
production is achieved by a series of discrete processing stages. These accounts, which
have frequently been used to offer plausible accounts of non fluent type speech errors,
encounter more difficulties in explaining the bizarre productions observed in jargon
aphasia. More recently, non serial or interactive accounts of lahguage processing have
been appealed to in an attempt to capture the complex interactions within the impaired

linguistic system which may give rise to non word production.
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Dual impairment theories of neologism production

Pick (1931, in Butterworth 1979) argued that the fluency typically observed in neologistic
output arose from disinhibition operating within the language production system.
Disinhibition could occur at any of six processing stages involved in converting a thought
into verbal expression. Neologistic responses, according to Pick, arise from the effects
of disinhibition on the processes of word selection and on the sound-sequencing
mechanisms. Thus neologisms represent the selection of inappropriate words followed

by the subsequent phonemic distortion of these errors.

The view that neologisms arise from the dual impairments of lexical selection plus
phonemic distortion has received support from more recent sources (Brown 1972).
Brown suggests that neologisms arise from the phonemic distortion of severe verbal
paraphasias, although he remains open to the possibility that some neologisms may also
arise from the phonemic distortion of target words. In a later paper he argues that
neologistic jargon represents the combination of semantic jargon and phonemic aphasia
with both semantic and verbal paraphasias able to form the basis of the phonemic
distortion (Brown 1977). In support of this, Perecman and Brown (1981) argue that
neologistic jargon is created by a combination of phonological and semantic deficits.
They suggest that this explanation is consistent with studies associating neologistic jargon
with lesions involving both Wernicke's area and the surrounding temporo-parietal cortex.
Damage to Wernicke's area produceé the phonemic aphasia while the temporo-parietal
damage is responsible for the semantic level deficit. Perecman and Brown (1981) argue
that, in contrast, semantic skills are preserved in undifferentiated jargon aphasia and
associate this presentation with lesions to the posterior superior temporal convolution.
Obviously, this explanation is inconsistent with attempts to place both forms of non word
jargon along a single continuum. Indeed, Perecman and Brown (1985) specifically argue

that phonemic jargon should not be viewed as a deteriorated neologistic jargon.

Further support for the dual impairment theory was offered by Buckingham and Kertesz
(1976). These authors suggested that neologisms resulting from the phonemic distortion
of verbal paraphasias are particularly prevalent in the acute stages of neologistic jargon.
Over time the severity of the phonemic distortion diminishes, allowing the underlying

verbal paraphasias to become more evident. In later stages, verbal parapﬁasias decline
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leaving a pattern of empty, anomic speech characterised by hesitations, pauses and
circumlocutions. Buckingham and Kertesz argue that this proposed evolution of the
deficits underlying neologism production is consistent with the recovery pattern described
by Kertesz and Benson (1970). These authors noted that neologisms tend to give way to
semantic paraphasias followed by an increasingly anomic presentation. This recovery
pattern lends support to the claim that original non word errors may have arisen from a

combination of processing deficits.

Buckingham and Kertesz (1976) and Buckingham et al (1978) argued that on some other
occasions the system is unable to retrieve any lexical form at all. In these instances
phonemic material is perseverated from the preceding context to 'fill in' the gap left by
the lexical selection deficit. This accounts for the alliteration and assonance frequently

noted in neologistic output.
The presence of an underlying anomia in jargon aphasia

Both of the above explanations consider word retrieval difficulties to make a significant
contribution to the production of neologisms. In the dual impairment hypothesis a lexical
selection error precedes the phonemic distortion. On other occasions no lexical form can
be retrieved at all. Indeed Buckingham and Kertesz (1976) specifically argue that despite
the different manifestations which jargon speech may take over time, a severe word
finding difficulty is common to all stages. The observation that subjects typically evolve
to a more empty, circumlocutory pattern of speech as language function recovers (Kertesz
and Benson 1970) was taken as evidence for the presence of an underlying anomia in

jargon aphasia.

Further studies monitoring the evolution of neologistic jargon aphasia have lent support
to the hypothesis of an underlying anomia. These studies have drawn attention to the fact
that speech behaviours associated with word finding difficulties typically emerge as the
neologistic content of speech declines. For instance, Green (1969) found that the
progressive reduction in the number of paraphasic and neologistic nouns failed to be
associated with a corresponding increase in the production of content nouns. Instead, the
speaker showed an over reliance on the use of indefinite noun phrases. Green therefore

argued that the anomia becomes evident as the speaker becomes increaéingly able to
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avoid neologistic productions. Similarly, Lecours and Rouillon (1976) observed that
spoken output becomes increasingly characterised by the repetition of articles and
prepositions and the use of semantically weak words. Hesitations and pauses become
more frequent, providing evidence for an underlying anomia and supporting their claim
that the neologisms produced in earlier stages serve to mask the underlying word finding
difficulties. Weinstein and Puig-Antich (1974) pointed to the over reliance on stereotyped

responses or clichés as indicative of word finding difficulties.

Lecours and Joanette (1980) examined the recovery pattern of a subject who experienced
transient aphasic episodes associated with epileptic seizures. At the point of maximum
impairment, verbal expression comprised neologistic jargon. Recovery was marked by
a progressive decline in the production of neologisms, the emergence. of phonemic
deviations of target words and the production of semantic paraphasias. Indications of
anomia such as circumlocutions and repeated word finding attempts also became

increasingly apparent.

Recovery patterns therefore provide significant evidence to suggest that an underlying
anomia is revealed as the non word output shows some recovery. However, the proposal
of an anomia in jargon aphasia appears to be inconsistent with the suggestion that
neologistic speakers, at least initially, produce speech fluently and often with logorrhea
or a 'press of speech’ (e.g. Kertesz and Benson 1970, Brown 1972). One might expect to
find that the anomia is indicated by a degree of hesitancy even before other features of
the anomia become apparent. Evidenﬁe for the presence of such hesitancy in neologistic
speech was initially demonstrated by Butterworth (1979). An interview with a neologistic
jargon speaker, KC, was analysed for the subject's speech rate and for the distribution of
pauses in his speech. Butterworth found that at 109 words per minute KC's speech rate
was well within the normal range and that pauses showed a normal pattern of distribution
with respect to syntactic boundaries. The analysis was thus able to demonstrate that KC's
output was not hyperfluent. Further analysis revealed that in fact a level of hesitancy was
associated with KC's production of neologisms. The analysis considered only those
pauses of more than 250 msecs duration which Butterworth argues are longer than can
be attributed to the effects of articulation alone. Comparing real and non word items
Butterworth found that neologisms were significantly more likely to be preceded by a

pause than real words. This pattern persisted when the grammatical class of items was
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controlled; neologisms occupying noun positions were significantly more likely to be
produced after a pause than real noun items. Butterworth argued that just as pauses in
normal speakers can be taken to indicate delays in retrieving items from the internal
lexicon, so pauses prior to KC's neologisms suggest difficulties in lexical retrieval. This
argument was supported by the observation that those real word items which KC did
retrieve successfully were drawn from a small set of high frequency, rather general nouns.
Butterworth therefore argued for an impairment of retrieval from the phonological

lexicon in the context of an adequate semantic specification.

In a subsequent paper, Butterworth, Swallow and Grimston (1981) used gestural evidence
to support the claim that KC retained intact semantic knowledge of target items. Previous
work by Butterworth and Beattie (1978) had shown that normal speakers initiate gestures
(but not batonic movements) prior to the onset of the content words to which they are
related. Since these iconic gestures reflect the meaning of the upcoming word it can be
assumed that they are driven by semantic information but also that this information is
available before phonological retrieval is complete. This allows gestural movements to
commence before speech production. Butterworth et al (1981) analysed KC's gestural
movements and found that he showed a normal rate of gesture production. Moreover, the
number of gestures initiated in pauses prior to the production of content words was within
the normal range. This suggested that normal semantic lexical processes were available
to mediate gesture production. Thus Butterworth et al argued that the lexical retrieval
deficits exhibited by KC must arise from failure to retrieve information from the
phonological lexicon. The results of the analyses were therefore supportive of the claim
that KC produces neologisms in the context of an underlying deficit of phonological

retrieval.

While evidence of anomia was demonstrated in KC there might be some reservations
about generalising this conclusion to all speakers of neologistic jargon. Firstly, the
analyses were carried out on a single subject. Secondly, KC might be considered as
representing the less severe end of the neologistic continuum, since he produced only 164
neologisms over 2230 words of speech, about 7% of his total output. Therefore, although
still relatively acute (the interview was recorded only two months after the onset of
aphasia) it might be argued that KC had already shown some considerable recovery

towards the typical late stage anomic presentation.
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These objections are ruled out by subsequent studies which have found neologisms to be
associated with hesitations in other jargon speakers. Ellis et al (1983) present a
neologistic speaker, RD, who shows a slightly higher rate of neologistic output than that
shown by KC. In the spoken picture description sample supplied by Ellis et al,
neologisms account for approximately 17% of RD's total output. In line with Butterworth,
Ellis et al analysed RD's speech for pauses longer than 250 msecs. They found that the
mean duration of pauses occurring prior to non word items was significantly longer than
the average pause length before real words. Furthermore, they were able to demonstrate
a significant effect of frequency on RD's noun production in picture naming tasks. Ellis
et al therefore argue that the results are consistent with a lexical retrieval deficit

underlying neologism production.

A further replication of the Butterworth finding is supplied by Panzeri et al (1987). They
followed the recovery of a neologistic speaker over the first three years of his aphasia. At
three months post onset almost half (49%) of his conversational speech consisted of non
word output. Nevertheless, pause analysis at this time revealed that non words showed
a significant tendency to be preceded by a pause and that those pauses occurring before

non words were significantly longer than those occurring before real word items.

The finding that neologisms are associated with hesitancy has thus been replicated on a
number of occasions in the literature. Butterworth argued that the longer pauses before
neologisms arose from an underlying anomia and indicated some form of extended
lexical search occurring at these points. However, as Butterworth points out the presence
of anomia fails to explain why the system should respond to the experience of a word
finding difficulty with the production of neologism. It should also be noted that the
hypothesis of an underlying anomia is dependent on the assumption that the pauses
directly reflect processing time expended on lexical search. Increased hesitancy might
equally well be attributed to a number of other rather diverse processes which would be

unrelated to difficulties in lexical retrieval.
Random generator theories of neologism production

Butterworth (1979) carried out a number of subsequent investigations which pointed to

differences within the class of non word items itself. Error responses were assigned to
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one of six categories: verbal paraphasias, neologisms phonologically related to previous
or following words, neologisms phonologically related to the proposed target, neologisms
phonologically related to other neologisms, and remaining items which could not be
confidently assigned to any of the previous groups. Each group was subjected to
hesitation and phonological analyses. Butterworth found that pauses before verbal
paraphasias tended to be shorter than pauses before neologisms thus replicating the
previous word / non word distinction for pause length. However, there were also
differences between the groups of non word responses. Neologisms phonologically
related to either the presumed target or to a real word in the near context were associated
with significantly shorter pauses than neologisms which showed phonological similarity
only to other non word items. This group of neologisms was also distinguished by the
results of the phonological analysis. All error categories were found to maintain normal
English phonotactic structure. However, differences were seen between error categories
in the identity of their response initial phonemes. The mean frequency in the language for
these items was calculated and the results compared both across the categories and
against normative data. Most error categories were indistinguishable on the measure of
initial phoneme mean frequency and were consistent with the data obtained from normal
speakers. This suggested that the initial phonemes were distributed in accordance with
the normal frequency bias of the phonemes in English. However, the mean frequency of
initial phonemes in the 55 neologisms phonologically related to other non words was
significantly lower than the value obtained for both the other error categories and the
normative data. Butterworth suggested that this lower mean frequency value was
consistent with the phonemes having been selected at random from the corpus of possible

initial phonemes.

There are a number of difficulties with the data from KC's neologisms as presented by
Butterworth. Firstly, he fails to explain why the phoneme frequency analysis was
restricted to response initial phonemes, given that the normative data used by Butterworth
(Hultzen, Allen and Miron 1964) also provides overall phoneme frequency information.
It would be useful to know whether the evidence for the random selection of phonemes
was confined to response initial phonemes or was consistent with the random selection

of all segments.

Secondly, the normative data supplied by Hultzen et al (1964) include function words in
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the analysis. This grammatical category shows a particular bias for certain phonemes in
English and may well exert a significant influence on the overall distribution of
phonemes. This may limit the applicability of the normative data to KC's neologisms
which, Butterworth argues, are predominantly used to replace content words. Butterworth
attempts to control for these potential difficulties by also analysing the initial phoneme
frequencies of KC's first 100 real word items, his first 100 content words and 100
unpredictable content words from normal speakers. His arguments are based on the
finding that none of these other groups differed significantly from each other on the

measure of initial phoneme mean frequency.

Finally, Butterworth fails to identify the individual phonemes involved in the analyses.
It is therefore impossible to establish the range of sounds used in this position. This is
particularly problematic for the group of neologisms which are related only to other
neologisms and which, therefore, presumably display a level of perseveration in their use
of phonemes. The possibility thus remains open that the mean frequency of initial
phonemes in this group is influenced, for example, by the perseverative use of a low

frequency segment.

Nevertheless, Butterworth (1979) argued that the differences he had identified between
the groups of neologisms indicated that non words can arise from different processing
sources. Neologisms which showed phonological similarity either to the correct target or
to other items in the context were constructed on the basis of real word phonology, albeit
not necessarily that of the correct target word. The initial difficulty in retrieving the
phonological information is indicated by the increased pause time prior to these items.
However, the normal frequency distribution of the initial phonemes signals that these
items are based on lexical phonological representations. In contrast, neologisms which
are similar only to other neologisms are produced in the context of a complete failure to
retrieve real word phonological information. Such neologisms occur after a longer pause
since a more extensive but ultimatély unsuccessful search has been carried out in an
attempt to retrieve lexical phonology. After a fixed period this search is abandoned and
an alternative source of phonology is appealed to. Butterworth conceptualises this source
as a phonology generating device situated outside the normal lexical retrieval system. He
labels the device a 'random phoneme generator' and argues that it consists of a

phonological subsystem with a buffer. Phonemes are selected randomly from the
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subsystem and inserted in the buffer. Insertion of phoneme sequences in the buffer is
constrained by the phonotactic rules of the language so that only legal non words can be
generated. Hence Butterworth uses the word 'random’ to emphasise that phonemes are
selected arbitrarily from the subsystem; on the other hand, there is some systemacity in
the way in which they are combined into phonological strings. Since phonemes are
selected arbitrarily from the store they are not subject to the normal frequency bias of the
language and thus fail to show a normal frequency distribution in their use of initial
phonemes. When the search for target phonology fails, the sequence of phonemes
produced by the random phoneme generator is retrieved from the buffer and inserted into
the slot left vacant by the missing real word. Once used, phonemes in the buffer decay
gradually before being replaced by new randomly generated phonology. Thus when the
generator is called on repeatedly within a short space of time, previously produced
random phonology may retain a residual level of activation. This increases its availability
for re-use and hence device generated neologisms produced in quick succession will
show phonological similarity to each other while remaining unrelated to the phonology

of the original target.

Butterworth et al (1981) argued that the subsequent analysis of KC's gestures provided
further evidence for the distinctiveness of the different groups of neologisms. Those items
which showed no phonological relationship to real words (either in the neighbouring
context or to the target word) were significantly more likely to be associated with
abandoned gestures than the other groups of non word items. Gestures associated with
these other neologisms tended to be completed normally. Abandoned gestures were
denoted by actions such as KC returning his hands to a resting position apparently before
completing a gesture. (There was high inter-rater agreement between seven naive judges
on a pilot attempt at classifying KC's gestures.) Butterworth et al argued that abandoned
gestures reflected the failure to retrieve phonological information from the lexicon and
the reliance on the random phoneme generator to produce a device generated neologism.
However, they fail to discuss the apparent contradiction between the acknowledgement
of the failed lexical search as indicated by the gesture evidence and the continued
insistence on producing some form of verbal output. Moreover they fail to explain why
the abandoned and completed gestures are associated with different onset times given the
assumption that all gestures are motivated by semantic information which is thought to

be intact.
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In essence, Butterworth's account of KC's speech data argues for the presence of two
different mechanisms for generating non word output. Neologisms may be constructed
on the basis of lexical phonology (either the partial retrieval of target information or the
perseveration of phonology from a neighbouring real word). Alternatively, non lexical
phonology can be called upon from the random generator to produce a neologism.
Butterworth therefore introduces the idea that neologisms with differing phonological
characteristics can be attributed to different processing sources. Target related and
abstruse neologisms reflect two qualitatively different populations although both types

of error arise from the same initial difficulty in phonological form retrieval.

In proposing the theory that abstruse neologisms are 'device generated', Butterworth
rejects the hypothesis of a dual process of lexical selection error followed by phonemic
distortion, although he concedes that such errors can be observed in aphasic speech
(Butterworth 1985, 1992). Butterworth argues that a number of features of neologistic
output are inconsistent with the disinhibition account. Firstly, Pick's proposal that the
mechanisms of word retrieval have become disinhibited suggests that neologisms should
be associated with periods of increased fluency rather than with hesitancy. Secondly,
Butterworth argues that the account is inconsistent with the results of the phonological
analysis. Since phonemic distortions occur on real word items neologisms should
continue to conform to the normal frequency bias in their use of phonemes. In contrast,
the initial phoneme evidence from KC's abstruse neologisms suggests a more random use
of English phonemes. Finally, Butterworth (1985) argues that the phonological similarity
seen in the strings of neologisms runs counter to the disinhibition explanation. In this
account each neologism is the product of a unique word selection error followed by a
phonemic distortion. Presumably some form of meaning intention mediates the lexical
selection error. Since subsequent target words will have a different semantic
specification, the lexical error in each case will involve a different substitution and thus

there is no reason why successive neologisms should show any phonological similarity.

Butterworth's postulation of a random phoneme generating device has itself been
criticised however. Firstly, it is generally accepted that brain damage cannot result in the
creation of novel processing systems. The implication is that aphasic language behaviour
should be describable in relation to ihe impairment or preservation of normal language

processing capacities (Saffran 1982, Ellis 1985, Ellis and Young 1988).This would in
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turn imply that the random phoneme generator has a function within the normal language
processing system. Secondly, it has been argued that the device, as described by
Butterworth, is a rather clumsy mechanism requiring the reduplication of both the

phonemic inventory and the phonotactic rules of the language (Buckingham 1981).

Butterworth (1992) goes some way to answering these criticisms by suggesting that
incomplete phonological information can be supplemented from within the phonological
lexicon itself. In cases of incomplete phonological retrieval, a phonological control
process (normally responsible for modulating processing at the phonological lexicon)
allows access to 'back up devices'. These provide supplementary phonological
information using the default patterns of the speaker's language. For instance, information
about a missing segment may be supplemented by the generation of a default segment.
This mechanism has the advantage of requiring only a sensitivity to normal language
patterns rather than the reduplication of the entire phonemic inventory. It is also seen to
arise from the operation of a control process which has a defined role in normal language
production. However, it is unclear whether Butterworth holds this mechanism responsible
for neologism generation. Later in the same paper he continues to refer to the non words
produced in neologistic jargon aphasia as 'device generated'. Interestingly, if the process
was adopted as an explanation of neologism production it would predict that non words
should show phonological characteristics consistent with default patterns of English
phonology. This makes the atypical initial phoneme distribution seen in the 'device

generated' neologisms difficult to account for.

Buckingham (1981, 1987) suggests an alternative adaptation to the phoneme generating
device. He argues that the criticism directed at the random generator can be somewhat
assuaged by considering the device to operate at the level of the syllable. Thus, instead
of retrieving single phonemes from the subsystem, pre-coded syllable-size units are
placed in the buffer ready for use in the construction of neologisms. Buckingham argues
that this obviates the need for the buffer to review its contents against phonotactic
constraints. If it is accepted that these constraints are specified within the domain of the
syllable then the pre-coded units will already conform to the phonotactic rules of the
language. Thus Buckingham argues that the device may more appropriately termed a
'random syllable generator'. In an attempt to simplify the mechanism further he suggests

that rather than possessing its own buffer the generator supplies randdmly selected
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phonology direct to the normal operating buffer of the language processing system
(Buckingham 1990). This removes the need for the system to contain separate buffers

associated with lexical and non lexical sources of phonology.

While the proposed modifications go some way to simplifying the random generator, they
still require the reduplication of phonological information in a system external to the
normal lexicon. Buckingham (1987, 1990) argues that there are good reasons to assume
that this level of representation is present in the normal linguistic system and that it forms
the basis of the speaker's abstracted knowledge of the syllable. He cites a number of
linguistic theories which postulate a level of representation where such phonological
information is stored independently from specific lexical items. Buckingham proposes
that although this information may be under-utilised in the normal system, its operation
can be detected in a number of normal and pathological speech conditions. For instance,
he suggests that normal speakers can draw on this level of representation when inventing
new words, for example during voluntary and charismatic glossolalia (i.e. non word
production during word games or poetry or when praying in tongues). Lecours (1982)
provides a discussion of the similarities and differences between the neologism
production of aphasic and non aphasic speakers. In addition to neologistic jargon aphasia,
Buckingham suggests that the information is also appealed to in other aphasic
productions such as non meaningful recurrent utterances, non source phonemic
substitutions, and phonemic jargon. He thus argues that abstract syllable knowledge
forms a part of normal cognition rather than representing some device or mechanism

created only after brain damage.

In contrast, Ellis (1985) rejects non aphasic neology as being inadequate evidence for the
presence of a lexically independent, phonology generating device in the normal system.
Buckingham (1990) counter argues that nevertheless an account is needed by which to
explain how such output is generated by the normal speech production mechanism. He
does however concede that the crucial delay evidence taken to indicate the operation of
the syllable generator in jargon aphasia is absent in other neologistic output conditions
(Buckingham 1990). Nevertheless, he argues that the random syllable generator, when
considered as a metaphor for word neutral phonological knowledge, represents the best

account of neologism production.
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Partial lexical retrieval theories of neologism production

Butterworth (1979) and Buckingham (1981) consider the random generator to operate
when the severity of the lexical retrieval deficit is such that there is a complete failure to
supply target phonological information to the speech output buffer. Other authors have
suggested that lexical retrieval is unlikely to be 'all or nothing' and that neologisms can
therefore be produced from the partial availability of target phonological information
(Ellis et al 1983). Admittedly, the previous authors also suggested that in cases of
incomplete lexical retrieval, supplementary phonemic material can be obtained for
instance by perseveration or anticipation from real words in the surrounding context
(Butterworth 1979, Buckingham and Kertesz 1976, Buckingham 1981). However, they
maintain the need for a generating device for instances of complete retrieval failure. In
contrast, Ellis et al argue that all neologistic productions arise from within the impaired

lexical system and reject the need to recourse to a non lexical source of phonology.

Ellis et al (1983) studied the spoken and written naming responses of a neologistic jargon
speaker, RD. A number of findings led them to argue that even apparently abstruse
neologisms are based on target phonological representations. However, they agree that
neologism production originates from difficulties in retrieving the full target phonological
specification and provide further evidence in support of this conclusion. Ellis et al
demonstrated a significant effect of lexical frequency on RD's ability to produce correctly
spoken word forms across a range of tasks. Furthermore, they pointed to the fact that
successive attempts at spoken targets were rather inconsistent, with neologisms showing
variability in their relationship to the target phonology. These observations led the
authors to argue that RD's spoken naming deficit was best viewed as a deficit of lexical
retrieval. In other words, in the context of an adequate semantic representation (there
were few verbal paraphasias) RD was often unable to fully activate the phonological form
for the target. A similar account of only partial successful access to stored orthographic
representations was used to explain RD's written naming errors. Spoken neologisms (and
written naming errors) were therefore constructed on the basis of this partial information.
In support of this claim Ellis et al demonstrated that vestiges of target information were
preserved in RD's responses. In the case of spoken responses, there was a significant
ability to preserve target length information; neologisms produced in spoken naming and

reading aloud tasks showed a significant tendency to contain the target number of
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syllables. Written naming errors similarly showed some affiliation to target orthography;
partially correct responses included instances where appropriate silent letters or less
common grapheme to phoneme correspondences were incorporated into the response. On
the basis of this evidence, Ellis et al argued that even abstruse non word errors could be
viewed as phonological or graphemic approximations of the target lexical representation.
This, they argued, removed the need to claim the operation of an external, phonology-

generating device in the production of neologistic output.

Subsequent analyses of RD's neologisms confirmed that the phonological proximity they
showed to the target was greater than would be anticipated to occur by chance. Miller and
Ellis (1987) rated 60 non words produced by RD for the number of target phonemes they
contained and for whether they maintained the target number of syllables. The
neologisms were then separated from their genuine targets and randomly reassigned to
the same set of target words thus creating 60 'pseudo errors'. The analyses for the number
of target related phonemes and the maintenance of target syllable length were then
repeated. When the genuine and pseudo error pairs were compared on these measures
Miller and Ellis found that genuine errors shared significantly more phonemes with the
target words than did the pseudo errors. In addition, genuine errors were significantly
more likely to preserve target syllable length than the pseudo errors. Thus, when the
effects of chance are controlled for by the use of a pseudo error corpus, RD's neologisms

are seen to maintain a significant relationship with the phonology of the target.

These subsequent analyses continue to support the hypothesis that neologisms arise from
the partial access of target phonological representations (Miller and Ellis 1987). The
findings also support the previous assertion that lexical retrieval is not all or nothing
(Ellis et al, 1983) and that in situations where the full phonological specification is
unavailable a neologism may result. Target related and abstruse neologisms therefore
show only quantitative differences and are distinguished by the amount of target
information appearing in the phonology of the response. However, Ellis et al (1983) make
no specific claims about the precise source of the error phonology used to supplement the
partial target information in error responses. Moreover, it might be argued that RD simply
presents with a less severe deficit of lexical access than that demonstrated by KC. Despite
producing many non word errors in the speech sample provided by Ellis et al (1983),

RD's neologisms typically show some obvious phonological relationship to plausible

30



target words. Thus it might be suggested that a greater proportion of his neologisms can
be constructed on the basis of partial lexical information without recourse to a random
generator of phonology. This would limit the extent to which the results obtained from
analysis of RD's output could be applied to abstruse neologism production in general.
This criticism would be counteracted by finding that the neologisms produced by a more
severely impaired jargon speaker also demonstrate significant levels of target relatedness.
In other words, Miller and Ellis' claim that all non word production is based on the partial
retrieval of lexical information would be supported if neologisms, which are subjectively
more abstruse, are nevertheless on closer examination found to be related to target

phonologies.

Phonemic paraphasia theories of neologism production

The argument that all neologisms are based on the partial retrieval of target lexical
information places the mechanism of neologism production within the normal processing
system and avoids the use of an external device. Phonemic paraphasia accounts of
neologism generation (e.g. Lecours and Lhermitte 1969, Kertesz and Benson 1970,
Lecours 1982) also view neologisms as arising from within the normal system but
identify the processing deficit as occurring later in the lexical retrieval process. In these
accounts, target phonological specifications are successfully retrieved from the lexicon
but undergo phonemic distortion during subsequent processing. Buckingham (1987)
argues that phonemic paraphasias are best viewed as failures of the scan copying
mechanism (Shattuck-Hufnagel 1979). In this model, phonological form information is
accessed from the lexicon and placed in a short term store. A scan copier mechanism then
copies the segments from the buffer into a productive order frame, prior to realisation.
Phonemic paraphasias may arise from the derailing of this mechanism, for instance
through copying of a target segment to an incorrect slot (transposition errors) or from the
selection of an incorrect segment for a particular slot in the frame (substitution errors).
Other errors may arise if the phonological representation in the bﬁffer decays before the

scan copier mechanism has completed its operation.

As Buckingham (1987) points out, each of the above processing failures is capable of
producing non word speech errors. What is in doubt is whether the phonemic paraphasia

theory constitutes a realistic account of non word output in neologistic jargon aphasia.
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The proposal can been criticised on a number of grounds. It is notable that the account
is often based on the analysis of errors obtained from more than one speaker. This raises
the possibility of biases influencing the selection of responses for analysis (e.g. Lecours
and Lhermitte 1969, Lecours 1982). Other studies have proposed the phonemic
paraphasia account in the absence of any phonological analysis of non word responses
(e.g. Kertesz and Benson 1970). The phonemic paraphasia theory would thus be
strengthened if detailed investigation demonstrated that it could plausibly account for all

the non word output from a single neologistic speaker.

Miller and Ellis (1987) point to a number of reasons why RD's data is not consistent with
such a theory of neologism production. Firstly, they found that very few of RD's error
phonemes could be explained by the mechanism of transposition. In fact, Miller and Ellis
argue that the few transposition errors which were evident were likely to be substitution
errors which by chance appeared to be a transposition error. Secondly, an effect of
phonetic similarity might be expected in phoneme substitution errors. In other words,
when making a phoneme selection error the scan copier mechanism is likely to replace
a target phoneme with an item that shares a number of phonetic features with the target.
Again Miller and Ellis found no evidence to support this claim. Target - error consonant
pairs were analysed for the number of phonetic features they shared. This was found to
be no greater than the relationship between target and pseudo error pairs in a pseudo
corpus, thereby suggesting that any phonological relationship in the genuine substitutions

was no greater than could be expected by chance.

Another form of phonemic distortion may occur if there is an impairment in the ability
to maintain the target specification in the buffer while it is implemented. This would
predict an effect of word position; it might be expected that phonemes occurring early in
the target word would have an advantage over phonemes appearing later in the
specification. Miller and Ellis (1987) analysed RD's spoken responses for the position of
target phonemes in neologism responses. They found no effect of word position, the
target phonemes were randomly distributed across word positions. A similar result was
obtained for RD's written errors. This argued against an impairment whereby successfully
retrieved phonological (or orthographic) specifications decay rapidly from a short term

buffer before they can be successfully copied.
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Buckingham (1981) suggests that in order to adopt the phonemic paraphasia account
neologistic speech must fulﬁu a number of criteria. Firstly, there should be no evidence
of semantic or verbal paraphasias elsewhere in the subject's output since these would
raise the possibility that neologisms are distortions of non target words, as in the dual
impairment account of neologism production. Secondly, Buckingham argues that the
neologistic speech should be free of the indications of anomia since phonemic
paraphasias require the successful retrieval of lexical information before it is distorted by

subsequent processes.

In a similar vein, Buckingham (1987, 1990) uses recovery patterns in jargon aphasia to
argue against the phonemic paraphasia account of neologism production. He points to the
increasing emergence of circumlocutions and word finding pauses as non word
production diminishes suggesting that these indicate an anomia underlying non wérd
production. Since, as already argued, phonemic paraphasias require that target
phonological representations are successfully retrieved, recovery should not reveal
underlying difficulties in accessing this information. Rather, recovery should follow a
pattern whereby phonemic distortions become progressively less severe and less frequent,
giving rise to increasingly target related neologisms. Eventually these should diminish
leaving a presentation relatively free of the indications of anomia. Although Lecours
(1982) reports anecdotal evidence supporting a progressive increase in the target
relatedness of neologisms, Buckingham argues that the recovery pattern is yet to be well
documented in the literature. However, as Buckingham (1990) concedes, this proposed
evolution would be reliant on the recovery of output processing and would not allow for
the possibility that neologisms may be progressively edited out as error awareness
increases. Nevertheless, the account would still have to explain why neologisms are
replaced by speech behaviours which are so typically associated with anomic type word

finding difficulties.

In earlier criticisms of the phonemic paraphasia account, Buckingham and Kertesz (1976)
and Buckingham (1977) raise additional objections. Firstly, they argue that the phonemic
paraphasia account is unable to explain the tendency for neologisms to occupy noun slots.
Since phonemic distortions occur after lexical selection, these authors argue that all word
classes should be equally affected. Secondly, they point out that the phonemic paraphasia

explanation predicts the presence of a continuum of target relatedness in any single
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(rather than longitudinal) sample of neologisms. Since the preservation of target
phonology is determined by the extent of the phonemic distortion and since phonemic
distortions can presumably occur on any scale, neologisms should evidence a range of
target relatedness. Buckingham and Kertesz (1976) argue that this is not the case. Non
words tend to polarise into two groups: abstruse items and those which show a close
proximity to the phonology of the intended item. More recently, Christman and
Buckingham (1989) argued that the atypical phoneme frequency distributions and the
longer pauses associated with abstruse neologisms (Butterworth 1979) serve to
distinguish these as a distinct group of speech errors. Buckingham (1987) thus argues that
phonemic paraphasias and abstruse neologisms form two qualitatively different response
types arising from differing processing sources. Accordingly, he suggests that the term

'target related neologism' should be avoided.

In contrast, O'Connell (1981) presents an analysis of the spoken errors of a single jargon
speaker and argues that a number of similarities exist between phonemic paraphasias and
neologisms. In particular, O'Connell identifies phonemic paraphasias which show varying
degrees of target relatedness and argues that paraphasias of moderate complexity
occurred frequently in the subject's output. The categorisation of responses as either
paraphasic or neologistic was therefore often questionable with the distinction between
the two error types difficult to determine. O'Connell thus questions the proposal that

phonemic paraphasias and neologisms necessarily originate from different processing

mechanisms.

Theories of neologism production identifying interactions between different levels of

phonological processing

Other authors have suggested that neologisms may arise from either the partial activation
of target phonological representations or from errors occurring during phonemic
planning. However these will be distinguished by differing phonological characteristics
(Kohn and Smith 1994a, 1994b, 1995). In addition these authors propose a greater level
of interaction between the stages of phonological retrieval and phonemic planning
whereby the later stage of phonemic planning is able to compensate to some extent for

earlier deficits in phonological retrieval.
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In the model presented by Kohn and Smith (1994a) phonological encoding occurs across
a number of stages. Following Butterworth (1980, 1981, 1989), Kohn and Smith suggest
that successfully retrieved entries in the semantic lexicon supply a phonological address.
This information is used to guide the search for the target entry in the phonological
lexicon. The phonological address contains some basic form information about the target
representation and entries in the lexicon are checked against these requirements. Once
successfully located, the target phonological specification must be activated. This
involves the retrieval of information from two layers in the phonological lexicon. The
syllabic plane stores target syllable structure while the melodic plane stores information
about the phonemic content of the tafget word. Phonological representations are abstract
encodings of the target form and are not fully specified, failing to stipulate information
which could be obtained at a later point, for example through the application of the
redundancy rules of the language. The mechanism for activating phonological
representations is such that phonological neighbours also receive some input during the
process of retrieval. Once fully activated, the abstract phonological representation is
subjected to a final stage of phonemic planning. At this point redundancy rules are

utilised to generate a fully specified segmental and structural description of the target

word.

Phonological encoding can be impaired at each of these processing stages giving rise to
different error patterns. Location deficits arise when the system fails to locate the identity
of the target representation in the phonological lexicon. This may occur for two reasons.
First, the phonological address associated with the entry in the semantic lexicon may be
corrupted. When the address is completely unavailable, no access to the phonological
lexicon is possible and anomic word finding blocks result. On other occasions the
phonological address may be partly accessible. In this situation sufficient information
may be available to gain access to the phonological lexicon but a non target word
activated. The strength of the phonological relationship preserved between the error and
the original target is dependent on the extent to which the phonological address was
corrupted. Thus location deficits result either in word finding blocks or in phonologically
related real word substitutions. Kohn and Smith (1994a) argue that non words should not

be produced in response to these deficits.

In contrast, non word errors are thought to occur in response to activation deficits. Here,
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the target representation is successfully located from the phonological address but the
stored information can only be partially activated. Other phonological representations,
which share form information with the target also receive activation and on some
occasions may attain a higher level of activation than the target item. In this situation a
phonic verbal paraphasia (phonologically related real word substitution) may be
produced. However, on other occasions no single lexical phonological representation will
receive sufficient input to become fully activated. Here, two compensatory mechanisms
(collectively termed phonological réconstruction) allow a non word to be produced on
the basis of the partially activated phonological information. The severity of the
activation deficit determines the amount of response phonology derived from the target
representation and the amount produced via phonological reconstruction. Abstruse
neologisms and target related non words (which they label phonemic paraphasias) are
therefore distinguished only by their phonological proximity to the target. Subsequently,
Kohn, Smith and Alexander (1996) have suggested that in severe cases phonological
information may be actually lost from the lexicon rather than being temporarily
inaccessible. In these cases non words will show no greater than chance levels of

similarity with the target phonology.

In addition to activation deficits within the phonological lexicon, non word responses
may arise from errors at the stage of phonemic planning. At this level of processing,
difficulties may occur in transforming a properly activated, abstract phonological
representation into a complete phonemic specification ready for output (Kohn and Smith
1994b). The degree of similarity shown between the target and the non word response
will be dependent on the amount of information which can be successfully obtained from
the phonological representation. Thus, non words occurring at this level may also exhibit

varying degrees of target relatedness.

Kohn and Smith propose two compensatory mechanisms which operate in the context of
an activation deficit to allow the system to produce some output phonology. These
mechanisms operate at the level of activation of entries in the phonological lexicon and

at the subsequent stage of phonemic planning.

As already stated, the organisation of the phonological lexicon is such that information

is distributed across two tiers. Lexical representations which share information at either
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level are interconnected and receive some input during the activation of a phonologically
related target. Kohn and Smith suggest that this organisation allows for the construction
of novel phonological representations. In the context of an activation deficit, partially
activated neighbours provide phonological information which can supplement the
incomplete target representation. This allows a viable, novel phonological representation
to be constructed and made available for phonemic planning. Kohn and Smith argue that
in the normal system this mechanism allows non words to be read via their analogy with

real words.

Operational properties at the subsequent stage of phonemic planning give rise to the
second compensatory mechanism. Under normal conditions, the representation supplied
_to this stage provides only minimal phonological information with the fully specified
representation being generated during phonemic planning, for example through the
application of redundancy rules. Thus phonemic planning is specifically designed to
generate the missing information in phonological representations. Kohn, Melvold and
Smith (1995) suggest that normal, rule governed phonological processes such as
consonant harmony may also contribute to the compensatory mechanisms by which
partial lexical phonological information can be expanded to create a complete phonemic
specification during this phase of planning. Phonological reconstruction of partially
activated representations is therefore simply an extension of the normal phonological

processing occurring at this stage (Kohn and Smith 1994a).

The proposed mechanisms of phonological reconstruction allow non word phonology to
be generated from within the normal processing system. In cases of a partial activation
deficit, reconstruction supplements the partial phonological representation. In more
severe cases, Kohn and Smith claim that reconstruction is capable of generating a
phonemic specification in the absence of any target phonology. Thus the account
proposes a single mechanism for construction of both target related and abstruse
neologisms. Since the mechanism lies within the normal processing system the adherence

of non word responses to phonotactic constraints is readily explained.

Kohn and Smith argue that the account is not in conflict with the data used by
Butterworth (1979) to support his proposal of a random phoneme generator. Phonological

reconstruction may require some additional time, thus potentially creating Ionger pauses
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before neologisms than real words. Target related neologisms, where relatively little
reconstruction is necessary would be associated with shorter hesitations than abstruse
neologisms. Here, the almost complete failure to activate the target phonological
representation would necessitate more extensive reconstruction, thus requiring a longer
pause prior to the production of the non word. Furthermore, Kohn and Smith maintain
that the abnormal phoneme distributions found by Butterworth (1979) in the abstruse
neologisms can be explained by the over reliance on a few segments during the process
of reconstruction. However, they fail to discuss the possibility that phonological
reconstruction may actually predict an exaggeration of the normal frequency bias in the
use of phonemes. This would occur through the interconnections between phonological
representations which Kohn and Smith rely on to allow reconstruction via the
phonological neighbours of the target word. Phonemes which are frequent in the language
should appear in many of the interconnected representations. These popular phonemes
should thus receive a greater amount of activation than low frequency segments which
may appear in relatively few neighbouring representations. This should predict that
phonological reconstruction will rely more heavily on higher frequency phonemes and

hence exaggerate the normal frequency bias rather than obliterating it.

A second criticism of the mechanism of phonological reconstruction as proposed by
Kohn and Smith is the selectivity with which it is used to generate non word responses.
In the case of severe activation deficits, Kohn and Smith argue that reconstruction can
compensate for, "the total failure to activate entries in the phonological lexicon".
Nevertheless they argue that location deficits, which similarly fail to identify and activate
an entry in the phonological lexicon, can not precipitate phonological reconstruction.
Kohn and Smith (1994a) concede that this could occur if they followed Butterworth and
Buckingham's proposals of phonemic construction in the absence of access to the
phonological lexicon. However, they predict that this would be associated with a recovery
pattern where evolving neologisms show no increasing relationship to target phonology
since their reconstruction occurs without recourse to target information. This argument
however would appear to be at odds with the previous assumption that the phonological
address, which may be at least partially available in location deficits, must contain some
basic phonological information in order to guide the search through the phonological
lexicon. In fact Butterworth (1981) raises the possibility that target form information

could be recovered from phonological addresses by conceptualising them as, "not
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completely specified phoneme strings". It therefore seems plausible that in the context
of a severe location deficit this information could be utilised for the purpose of

phonological reconstruction at the level of phonemic planning.

A central theme of the current account of neologism production is that the phonological
characteristics of non word responses can be used to determine the location of the
underlying processing impairment. The characteristics thought to distinguish neologisms
produced in response to activation deficits and those non words arising from errors at the
stage of phonemic planning are outlined in subsequent papers (Kohn and Smith 1994b,
1995). Neologisms displaying a range of target relatedness can be produced at each level.
In addition, both types of neologisms should show an effect of target word length and
contain examples where responses simplify the target CV structure. However, only those
neologisms arising from an activation deficit can potentially complicate target CV
structure. This occurs when structural information is borrowed from a phonological
neighbour or where reconstruction processes resort to a default CV structure which
happens to be more complicated than that of the target. In addition, 'activation deficit'
neologisms may contain greater numbers of non target phonemes (again activated from
phonological neighbours) and show relatively fewer target phonemes than 'phonemic
planning' neologisms. Activation deficits allow real word responses to occur alongside
neologisms when a phonologically related real word neighbour receives sufficient input
to replace the target item. Finally, Kohn and Smith (1994b) argue that the production of
pseudo words in non word readiﬁg should be severely disrupted for speakers with lexical
activation deficits. This arises from their proposal of non word production via analogy
with the lexical representations for real word items. Kohn and Smith argue that this
requires the correct activation of multiple entries within the lexical store and thus is more
likely to be disrupted by the deficit of lexical activation. However, they fail to discuss the
apparent contradiction that this mechanism, which is now considered to be unavailable
for non word reading, can nevertheless be called upon during the process of phonological

reconstruction.

Neologisms arising from impaired phonological planning are likely to show a position
effect whereby deviation from the target increases through the response. This occurs as
the target representation becomes increasingly unavailable as planning proceeds.

Consequently, errors may consist of word fragments containing the initial portion of
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target item. Performance on non word tasks should be similar to real word production

since both response types will be equally disrupted by the phonemic level deficit.

In support of these claims Kohn and Smith (1994b, 1995) found the above phonological
characteristics present in the predicted combinations in two groups of neologistic
speakers. They use this evidence to support their claim that neologisms may arise from
two discrete processing impairments and that these will be associated with differing

phonological characteristics.
Interactive activation theories of neologism production

The system of phonological reconstruction via interconnections within the lexicon
suggested by Kohn and Smith is not dissimilar from the patterns of spreading activation
seen in interactive activation networks. Indeed Kohn and Smith (1994a) acknowledge that
their lexicon could be potentially interpreted in this way. Similarly, Miller and Ellis
(1987) suggested that the partial retrieval of phonological information used to account

for RD's errors could be interpreted within an interactive activation model.

Interactive activation models of language processing (for example, Dell and Reich 1980,
Stemberger 1985, Dell 1986) conceptualise the language system as a network of simple
processing units linked in a complex arrangement of feed forward and feed back
connections. Processing units or 'nodes' correspond to linguistic units such as word
morphemes and phonemes. Nodes are usually thought to be arranged in layers according
to the type of information they represent (for example semantic and phonological levels)
although Stemberger (1985) has questioned how far these levels may be strictly
delineated. In addition, the precise architecture of the system and the nature of the
information encoded at each level varies somewhat from model to model. It is generally
agreed, however, that each linguistic unit is represented only once in the system. At rest,
the activation level of each node fluctuates randomly around a sub-threshold, resting level
of activation. During language processing energy flows through the network according
to the principles of spreading activation (Dell and Reich 1980). Each activated node
» passes input to related nodes at both the subsequent and previous levels of representation.
" The amount of activation passing from one node to the next is influenced by two factors:

the activation level of the originating node (nodes pass on activation in direct proportion
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to their own level of activation) and the strength or 'weighting' of connections. Increasing
the connection strength allows activation to be passed more efficiently, that is to say a
greater amount of activation is delivered per unit time (Schwartz, Saffran, Bloch and Dell
1994). All models contain excitatory connections whereby activation passing from one
node to the next increases the activation level of the receiving node. Some models also
incorporate negatively weighted or 'inhibitory' connections. These may exist between
nodes at different levels (e.g. Stemberger 1984, 1985, Dell 1985, Harley and MacAndrew
1992) and between competitor nodes within the same level of representation (e.g.
Stemberger 1985, Dell 1985, Harley 1990, 1993, Harley and MacAndrew 1992).
Activation passing along an inhibitory connection has the effect of reducing the activation
level of the recipient node. During processing, activation cascades through the network
so that lower levels of representation receive input even before processing is complete
at the previous level (McClelland 1979). However, processing at earlier levels will be
nearer to completion. As well as being able to receive activation, lower levels of
representation also return input to the previous layer and can therefore influence
processing at this level. Activation reverberates through the system via the feed forward
and feed back connections between each level. During each time step, the activation level
of each node will be increased as a result of the excitatory input received from all related
nodes at the previous and subsequent levels. At the same time, a node's activation level
will be reduced partly through natural decay and (possibly) as a consequence of inhibition
from competing nodes. Over time, input converges on the target node(s) at each level thus

increasing their level of activation while competitor, non target nodes become

progressively less activated.

Selection or access of a node implies that the unit has achieved sufficient activation to
ensure that its related nodes at the next level of representation will also be selected
(Stemberger 1985). Selection may occur according to a 'first past the post' system,
whereby the first node to achieve a threshold level of activation is selected (e.g.
Stemberger 1984). Alternatively, a selection mechanism, initiated after a certain number
of time steps, may select the most highly activated node at that time (Dell and Reich
1980, Dell 1986, 1988). There is general agreement that an inhibitory mechanism is then
employed to return the selected node to its baseline level of activation, so preventing it
from being reselected on the next point of selection. However, as Dell (1986, 1988)

points out, the inhibited node is unlikely to remain at baseline for long as it will quickly
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receive input from partially activated, related nodes through the process of spreading

activation.

It has been argued that interactive activation networks offer a number of advantages over
serial processing models of language production (see Harley 1993 for a review). In
particular, interactive activation models have been used to explain features of normal
speech errors which pose difficulties for serial processing models. For example, serial
processing models (which assume the unidirectional flow of information between discrete
levels of processing) are challenged by the observation that incomplete processing at one
level of representation is nevertheless able to influence the outcome of processing at
another, possibly earlier, level of representation. In contrast, interactive models are able
to accommodate multiple influences on the occurrence of speech errors through the
notion of spreading activation. Accordingly, the principles of spreading activation have
been used to explain aspects of normal speech errors such as the presence of a lexical bias
in the occurrence of phonological errors (Dell and Reich 1980, 1981, Dell 1985), the
influence of message external information on speech errors (Harley 1984) and the

phonological facilitation of word substitutions (Dell and Reich 1981, Harley 1984).

In general, errors arise within interactive networks when a non target node achieves a
higher level of activation than the target node and is thus selected. Non target nodes may
achieve this through the presence of random noise in the system. Stemberger (1984)
argues that noise arises from the random fluctuation in the resting levels of nodes and
from spreading activation along the feed forward and feed back connections. In addition,
noise may occur as a result of frequently used nodes having higher resting levels of
activation and thus requiring relatively little input before being able to exert an effect
over selection from any level. Although alternative mechanisms for encoding frequency
in interactive networks have been suggested (e.g. MacKay 1982, Dell 1986) these also
predict that higher frequency items contribute to the level of noise in the system and thus

influence the occurrence of speech errors.

As well as being used to account for errors in the output of normal speakers, attempts
have been made to explain aphasic speech errors in the context of damage to the
interactive lexical network. A number of possible processing mechanisms have been

suggested to interpret the different error patterns seen in aphasic speechi Stemberger
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(1984) argued that a general increase in the level of noise within the system, coupled with
an upward shift in the threshold level of activation necessary for retrieval, would account
for the effects of frequency commonly seen in aphasic word and syntactic frame retrieval.
Martin and Saffran (1992) and subsequently, Martin, Dell, Saffran and Schwartz (1994)
interpreted the symptoms of deep dysphasia exhibited by their patient as resulting from
a pathologically increased rate of decay whereby nodes receiving input were unable to

preserve their increased levels of activation.

Attempts have also been made to explain neologism production within interactive
activation frameworks. Ellis (1985) and Miller and Ellis (1987) suggested that RD's
neologisms could be interpreted within Stemberger's (1985) model as arising from a
reduced 'cascade’ or flow of information from the semantic to the lexical level. Although
they offer no explanation as to why this processing deficit should occur, they do discuss
how it might precipitate RD's speech errors. The reduced flow of activation should
disproportionately discriminate against lexical nodes of low frequency items. Given their
lower resting levels of activation, weak activation would be unlikely to raise these nodes
to a threshold level therefore redﬁcing the probability that these words would be
retrieved. High frequency lexical items would not be so disadvantaged. The higher resting
levels of activation for these word nodes would mean that the small amount of activation
received from the semantic level might well be sufficient to raise the units to threshold
level, allowing the word to be retrieved. This would account for the strong effect of

frequency in RD's lexical retrieval.

According to the principles of spreading activation, word nodes which have been only
partially activated would nevertheless be able to pass on some input to the phoneme level.
This would allow some target phonemes to appear in the non word response, therefore
accounting for the partial preservation of target phonology in RD's neologisms. Other,
non target or 'inappropriate’ phonemes will also receive activation through the presence
of random noise in the system. Error phonemes will be only weakly inhibited by the
partially activated target phonemes and thus stand a good chance of appearing in the
response. Interestingly, this account may make some predictions about the identity of
error phonemes in RD's responses, for instance that they may show a frequency bias or
be associated with lexical competitors to the target. Miller and Ellis do not pursue these

issues. They do however argue that the repeated appearance of phonemes across
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successive neologisms can be accounted for within an interactive model by the weak
inhibition of previously activated phoneme nodes which maintain some partial level of
activation, this allowing them to appear in subsequent non word items. Christman and
Buckingham (1989) concur with this conclusion arguing that the availability of non target
phonemes in such a network must arise from their status as previously activated and not
yet fully decayed items. This will produce both the absence of a normal phoneme
frequency distribution and the perseverative use of neologistic phonology observed by

Butterworth (1979).

Schwartz et al (1994) also use an interactive activation model to explain neologism
production although they consider a somewhat different processing deficit to be
disrupting the normal flow of activation throughout the lexical network. Specifically,
Schwartz et al argue that the efficiency of activation flow is reduced by a pathological
and global weakening of inter-level connections. Weakened connections supply less input
per unit time to their recipient nodes. Thus all levels of processing within the system
receive less activation rather than the effect being restricted to the phonological level as
proposed by Miller and Ellis (1987). Schwartz et al (1994) nevertheless focus on the
effect of reducing the level of activation received by phonological level nodes. They
argue that this account is able to explain two central characteristics found in the
neologistic output of their speaker: the proliferation of non word forms and the

perseverative use of phonemes from earlier in the utterance.

The account of neologism production offered by Schwartz et al (1994) is based on two
experimental findings concerning the effect of speech rate on errors in normal speakers.
Dell (1986, 1990) showed that both the presence of a lexical bias and the ratio of
phoneme anticipations and perseverations are related to speech rate. The lexical bias
effect refers to the finding that sound errors result in real word errors more frequently
than is predicted by the effects of chance alone (Baars, Motley and MacKay 1975, Dell
and Reich 1981). In Dell's (1986, 1990) account, this arises from the feed back of
activation from the phonological to the lexical nodes. Partially activated combinations
of phonemes which correspond to real word items are able to return activation to nodes
at the lexical level and in turn receive further activation from these lexical nodes. In
contrast, combinations of phoneme nodes which do not correspond to lexical items are

unable to engage in such feedback cycles and consequently become progressively less
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reinforced. This increases the probability that the combination of phonemes
corresponding to a real word item will be produced. The establishment of feedback loops
and the reverberation of activation between the two levels however requires processing
time and thus the lexical bias takes some time to emerge. Dell (1986, 1990) showed that
when speech rate is increased in experimental conditions the effect disappears; at faster
speech rates, sound errors are increasingly likely to result in non word outcomes. This
pattern is explained by the reduced opportunity for feedback to cycle between the

phonological and lexical levels.

With increased speech rate the nature of sound errors also shifts, the ratio between
perseverative and anticipatory errors phanging so that perseverative errors predominate.
Dell (1986, 1990) also attributes this effect to the reduced time available for the system
to operate. After selection, nodes are returned to baseline (post selection inhibition)
however they quickly become reactivated by spreading activation from related, partially
activated nodes. They then decay slowly towards a resting level. Again, this decay takes
time. At fast speech rates, previously used phonological segments will retain a significant
level of activation at the point of next selection from the phonological level. This
increases the availability of these units for reuse. At slower speech rates the previously
used items will have undergone a greater amount of decay and will therefore be less
available. Additionally, they will offer less competition to phoneme nodes which have
been partially activated owing to their presence in upcoming lexical items. The mis-
selection of upcoming phonemes therefore becomes more likely and the error ratio shifts

to show an increase in the proportion of anticipatory sound errors.

Schwartz et al (1994) argue that the weakening of inter-level connections is analogous
to increasing the speech rate in normal speakers; both diminish the amount of time over
which activation is able to reverberate through the system. They argue that the production
of non words and the predilection for perseverative sound errors shown by their
neologistic speaker, FL, can thus be interpreted by a weakening of inter level connections.
In support of this claim they offer evidence of the effect of practice in normal speakers.
Practice is thought to have the opposite effect, increasing connection strength and thereby
allowing more activation to pass across connections per unit time (MacKay 1982). With
practice, the speech errors of normal speakers should therefore shift from the pattern

associated with weakened connections (no lexical bias, more perseverative errors)
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towards the pattern associated with stronger connections (lexical bias and a greater
tendency for anticipatory sound errors). The effect of allowing normal speakers to
practice tongue twisters while keeping the speech rate constant was observed. Normal
speakers benefited from practice with the error rate reducing across trials. In addition the
profile of errors changed; real word outcomes became more prevalent and perseverative
sound errors reduced in frequency thus increasing the proportion of anticipatory sound
errors. Schwartz et al (1994) therefore argue that the error pattern associated with
neologistic jargon can be explained as arising from a weakening of inter-level

connections in the interactive lexical network.

The account proposed by Schwartz et al (1994) offers the advantage of specifying both
the nature of the impairment to the interactive network and the implications for normal
processing. Schwartz et al concentrate on the effects of weakening the connections
between the lexical and phonological levels, although they propose the impairment to be
global, affecting all levels of nodes and connections. However, their account fails to
discuss explicitly the effects of the weakened connections at other levels. For instance,
weak activation at the lexical level raises the possibility of the perseverative use of lexical
items in much the same way as the perseverative use of phonemes is accounted for.
Schwartz et al do not discuss whether this was a feature of the neologistic speech they
investigated. They also fail to discuss the implications of the global processing
impairment for other language skills. For instance, the account predicts that auditory
input processing will also be hampered by the weakened connections. This requires a
necessary co-occurrence of comprehension difficulties with jargon output. However,
there is strong evidence that auditory comprehension difficulties and neologistic output

can dissociate in jargon aphasia (Butterworth and Howard 1987).

Schwartz et al also fail to discuss the differential effects of weakened connections on
nodes associated with differing frequencies of use. Weak activation of the phonological
level and the elimination of feedback to the lexical level makes strong predictions about
the identity of units successfully retrieved. At the very least it suggests an advantage for
higher frequency items given that these my be associated with higher resting levels of
activation (Stemberger 1985) or even strengthened connections through the effects of
repeated practice (MacKay 1982). Yet Schwartz et al omit to consider an effect of lexical

frequency on the successful output of their speaker. More specifically, given their focus
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on the phonological level, Schwartz et al ignore the possibility that weakened connections

may differentially affect phonemes of differing frequencies.

Finally, Schwartz et al's (1994) account centres on the amount of time available for
activation to reverberate between the phonological and lexical levels. This predicts that
reducing speech rate or increasing the time available for response production should
allow the system to compensate for the weakened connections. This arises from the
assumption that the weakened connections simply slow the rate of spreading activation
rather than resulting in the loss of energy from the system. The account would therefore
predict that the accuracy of neologistic speech should increase at slower rates of
production or with the imposition of a delay before the production of a response.
Currently, there is no evidence in the literature to suggest that this is the case. In fact
Miller and Ellis (1987) showed that successive responses produced by RD tended to

move further away from the target.

Central to the account of neologism production offered by Schwartz et al (1994) is the
explanation for the loss of the normal lexical bias. However, in contrast to the claim that
this is a specific feature of jargon output, Nickels and Howard (1995) argue that it is
common to all aphasic speech errors. The naming errors of 15 aphasic speakers with
varying patterns of presentation were analysed. None showed a significant tendency to
produce real word errors once the effects of chance were controlled. In contrast, lesioning
the interactive activation model of speech production offered by Dell and O'Seaghdha
(1991) produced a significant lexical bias on every occasion. This result implies that the
aphasic impairment in each of the speakers investigated has resulted in the loss of
feedback from the phonological to the lexical level, thus removing the normal lexical
bias. As Nickels and Howard point out, this seems unlikely. They therefore investigated
the role of feedback connections in more detail. In the unlesioned model, the presence of
feedback connections was found only to increase the probability of errors being produced.
Moreover, removing feedback connections from the lesioned models created an error
pattern which more closely resembled the aphasic data, reducing the lexical bias to a level
which was only just above chance. The removal of the feedback connections in the
lesioned models also served to remove a correlation between the lexical bias and the
production of semantic errors. This pattern was obtained from the original lesioning of

the model (i.e. where feedback connections were present) but was not replicated in the
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aphasic data. These findings led Nickels and Howard to suggest that speech production
(and aphasic language disturbance) may be better investigated through the use of models
which avoid between level feedback connections. If this approach is to be adopted then
accounts of aphasic language which rely on the loss of feedback connections may also
be called into question. Given the traditional reliance on feedback connections in
interactive models of language production this claim will require further support before
being universally adopted. Nevertheless, the finding that both fluent and non fluent
aphasic speakers commonly fail to show a lexical bias casts doubt over explanations

which rely on this feature to explain the distinctive error pattern of jargon aphasia.

Experimental evidence calling into question the presence of feedback connections is
offered by Levelt, Schriefers, Vorberg, Meyer, Pechmann and Havinga (1991). These
authors investigated the effect of a lexical decision task on naming latencies. Auditorily
presented stimuli consisted of either the picture name, a semantically or phonologically
related item or an unrelated stimulus. When the lexical decision stimulus was presented
early in the naming process, a significant effect of the semantically related item was
found. Levelt et al argued that this reflected the activation of items at the semantic level
during the lexical selection phase of word production. If activation was then fed back to
the semantic level following the selection of the lexical node then semantically related
lexical decision stimuli should continue to have a significant effect at later stages in the
naming process. However this effect was not found. At later presentations,
phonologically related stimuli showed a significant effect on naming latencies but the
effect of semantically related stimuli was no greater than that found for the unrelated
items. Levelt et al (1991) therefore argued that the evidence seriously challenged the

assumption that activation spreads through the system via both feed forward and feed

back connections.

While Schwartz et al (1994) argued for a global weakening of connection strength
throughout the lexical network to explain neologism production, Harley and MacAndrew
(1992) propose a more localised impairment. Their account also has the potential
advantage of making little use of inter-level feedback connections. Like Miller and Ellis
(1987), Harley and MacAndrew (1992) argue that neologisms arise from a reduced flow
of activation from the semantic level resulting in the weak activation of lexical nodes.

This was achieved in a modelling simulation by randomly lesioning the excitatory,
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semantic to lexical level connections through the addition of noise to each connection.
At the same time the period over which the semantic level can supply input to the lexical
level was restricted. Harley and MacAndrew suggested that this reproduces the central
features of neologism production. Higher frequency lexical items remain relatively
robust, presumably benefitting from their higher resting levels of activation and so
requiring less input before they achieve adequate levels of activation. In contrast, lower
frequency lexical items showed greater sensitivity to the processing impairment. Harley
and MacAndrew argue that this reproduces the frequency effect seen in the real word
output of jargon speakers (e.g. Ellis et al 1983). Two further real word effects were
produced by the simulation. Firstly, a low rate of semantic paraphasias and secondly an
advantage for high imageability words similar to the advantage associated with lexical
frequency. The possibility that thc?se effects further characterise real word production in
neologistic jargon merits future investigation. Within the model, neologisms arise from
the fact that partially activated nodes at the lexical level supply reduced levels of
activation to the phoneme nodes. Non target phonemes receive activation from random
noise in the system and thus may become sufficiently activated to appear in the response.
This explanation predicts an advantage for higher frequency phonemes, both in terms of
their ability to appear in target related contexts and in their rate of use as error items.

However, this possibility is not raised by Harley and MacAndrew.

Specific limitations can thus be identified for each of the attempts to explain neologism
production using interactive activation models. In addition, Buckingham (1990) argues
that, like the phonemic paraphasia account, interactive activation explanations are
hampered by the fact that they necessarily place target related and abstruse neologisms
along the same severity continuum..As stated previously this predicts that neologisms
should represent a range of target relatedness, a proposal dismissed by Buckingham and
Kertesz (1976). Interactive activation accounts might nevertheless accommodate an
apparent lack of continuity across non word responses, while still maintaining that they
arise from the same underlying processing mechanism. For example, the complex
network of interconnections between phoneme nodes may allow sufficiently activated
target segments to support the retrieval of other target related phonemes by supplying
them with additional input. This would predict a 'tip over effect' during lexical retrieval
whereby processing which might initially have produced a highly target related neologism

actually results in a correct response. In other words, once a certain proporiion of target
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lexical information is sufficiently activated, realisation of the entire representation
becomes possible. This would account for a failure to identify a smooth progression from
highly target related neologisms to correct responses. Similar effects might occur during
the processing of less successful responses, particularly if a syllable level of
representation is incorporated into the lexical network. Again, the suggestion might be
that the retrieval of target related phoneme information reaches a threshold at which point
the activation of the entire target syllable becomes assured. This would predict the
presence of a stepwise progression in the level of target relatedness demonstrated by non
words occurring along the proposed continuum between correct responses and abstruse
neologisms. Thus, the failure to demonstrate neologisms occurring at every point along
a continuum of target relatedness need not necessarily preclude the possibility that these

responses all arise from a single mechanism.

A further prediction arising from the single impairment account offered by interactive
activation models is that recovery should show that neologisms become increasingly
target related with real word responses increasingly frequent. At the same time the
recovery pattern should be free from evidence to suggest an underlying anomia
(Buckingham 1990). However, these predictions hold true only if recovery is associated
with increased ability to realise target phonology rather than the increasingly efficient

pre-articulatory editing of speech errors in the context of recovering error awareness.

Recovery data of the type Buckingham is looking for may be supplied by Kohn and Smith
(1994a). They monitored the recovery of a neologistic jargon speaker, VN, over the first
five months after the onset of his aphasia. Evidence was obtained from picture naming
assessments and conversational / connected speech data. A number of positive changes
were noted in VN's responses during the picture naming assessment. Firstly, the number
of correctly named items increased. Secondly, real word errors shifted from being
unrelated to being phonologically related to the target items. At the same time, the
proportion of target phonemes produced across sequences of non word errors increased.
Kohn and Smith argue that this supports their proposal that non word errors are motivated
by lexical phonology rather than being the product of a neologism generating device. In
contrast to the recovery seen in VN's picture naming performance, his connected speech
remained typically anomic, characterised throughout by the use of empty utterances and

non specific content nouns. Kohn and Smith suggest that VN strategically adopted this
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form of connected speech in an attempt to minimise the need for effortful lexical retrieval
during conversation. Importantly, the persisting conversational anomia in the context of
resolving lexical retrieval abilities suggests that anomic symptoms may not always
accurately reflect the ability of the speaker to retrieve lexical information. This therefore
runs counter to Buckingham's assumption that anomic symptoms necessarily indicate an
impairment of lexical retrieval. Although Kohn and Smith use VN's recovery pattern to
support their serial processing model of neologism production, the data could equally be
used to defend interactive activation accounts of non word generation. Indeed, interactive
activation accounts offer the advantage of predicting the production of error phonology
during impaired lexical processing rather than needing to recourse to additional strategies

or mechanisms for the construction of non target phonology.

Finally, the discrepancy between VN's performance in picture naming and conversation
highlights the need for studies to consider the nature output tasks used when recording
neologistic output. This is not a variable which has previously been controlled when

investigating neologism production, either within or across studies.
Neologisms as recurrent utterances

Neologisms can also occur in other forms of aphasia. In particular, the speech
automatisms of some globally aphasic speakers may comprise non lexical forms. These
appear to share some similarities with the neologistic productions of jargonaphasia. Code
(1982) reviewed the reported utterances of a number of speakers whose output consisted
of speech automatisms. He identified

that repetitive, non lexical utterances typically conform to the phonotactic constraints of
the speaker's native language. However, they may also represent the simplification of
articulatory material, consisting of sequences of CV syllables and relying heavily on
motorically simple articulations. In line with a number of studies investigating
neologisms produced by jargon speakers (e.g. Perecman and Brown 1981, Peuser and
Temp 1981), Code found that non lexical repetitive utterances showed a non typical
distribution of English phonemes and a significant alteration to the normal
consonant:vowel ratio. However, despite the suggestion of some shared features between
the non word output produced in both forms of aphasia, some important differences also

exist. The neologism produced as a speech automatism may well reflect the total extent
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of the speaker's spoken output. It is produced repeatedly within and across every
linguistic context and replaces target words of all grammatical categories. This is in
marked contrast to the considerable variability displayed in jargon aphasia where, despite
the perseverative use of some sounds, individual neologisms may never be repeated and
attempts at the same target may yield different responses, both within and across trials.
Additionally, a number of studies report that neologisms may reflect the full phonemic
inventory of the speaker's native language and show a normal distribution of speech
sounds (e.g. Hanlon and Edmondson 1996). Furthermore, neologistic output typically
contains non words displaying a range of syllable and CV structures, and, far from
simplifying structural information, it has been suggested that neologisms typically
complicate the target structure (Perecman and Brown 1985). A further difference
_ concerns the use of intonation. A number of authors have found that there is typically
only a very restricted ability to vary intonation in order to increase the communicative
value of speech automatisms (Code 1982, 1994, De Bleser and Poeck 1985, Blanken,
Wallesch and Papagno 1990). This is in contrast to the repeated observation that
intonation and other aspects of prosody are typically preserved in both neologistic and
phonemic jargon and can frequently be manipulated by the speaker to enhance the

communicative value of their non lexical output (e.g. Duchan et al 1980).

Speakers with speech automatisms are commonly described as globally aphasic (Code
1982, Blanken et al 1990). However, there are indications that they may nevertheless
retain some preserved abilities in other areas of language processing. For example,
Blanken et al (1990) demonstrated residual writing skills in a number of speakers with
recurrent utterances. These subjects showed dissociations in their patterns of
performance, indicating the differential preservation of various writing routines. In
particular, evidence that writing to dictation in one subject was completed using a lexical,
non-semantic route suggested that speech automatisms could occur in the context of some
preserved lexical phonological skills (Blanken, de Langen, Dittmann and Wallesch 1989,
Blanken et al 1990). This suggestion was supported by the finding that the subject also
demonstrated covert knowledge of target phonological forms on tasks such as rhyme
judgement, initial phoneme judgement and syllable length judgement (Blanken et al
1989). These findings, coupled with the frequent observation that speech automatisms
are almost universally specific to the spoken modality (Blanken, Dittman, Haas and

Wallesch 1988, Blanken et al 1990) have led to the hypothesis that speech'-automatisrns
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arise from deficits at a subphonemic level of processing. In particular, it has been argued
that damage to the articulatory or response buffer may prevent this processing component
from being programmed with new linguistic material (Blanken 1991, Code 1994). Thus
every input to the buffer results in the production of the same recurrent utterance.
Blanken (1991) has suggested that, in addition, higher level processing deficits may also
limit the control which can be exerted over an otherwise intact articulatory buffer.
Nevertheless, the proposal that speech automatisms arise at the level of the response
buffer locates the source of speech automatisms at a relatively peripheral level of
processing. This is in contrast to the more central lexical-phonological deficits commonly
proposed as the source of non word output in jargon aphasia. Code (1994) suggests a
preliminary model to account for the initial encoding of the utterance in the articulatory
buffer. He suggests that non lexical automatisms arise when the initial utterance is
constructed by an ‘articulatory formulation' module rather than by a speech lexicon.
However, he doesn't make it clear why composition of the utterance should utilise this

non lexical module, nor does he explain its function in normal language processing.

In contrast to the extremely limited output of most speakers with speech automatisms,
Blanken (1993) reports a subject, TW, who presented with stereotyped neologisms within
the context of some real word output and intermittent jargon. Neologistic forms typically
occurred in content word slots while function words were relatively well preserved. They
were also more likely to be produced in attempts to name low frequency targets.
Neologisms were produced fluently and Blanken argues that they were not associated
with hesitations or word finding pauses, although this was not demonstrated objectively.
In marked contrast to many jargon speakers, neologisms were associated with frequent
attempts at self correction, although sequences of responses to picture stimuli were found
to become increasingly distant approximations of the target form. In conversation, very
few neologisms could be identified as approximations to a recognisable target. A level
of stereotypy was observed in the phonological forms of neologisms; more than half
incorporated a recurrent phoneme string which appeared to operate as a form of suffix
to the neologism. Nevertheless, neologisms also demonstrated some variability, both in
the main part of the neologism and in the precise form of the suffix. TW's neologisms
failed to reflect a simplification of normal CV structures, containing a bias towards an
initial consonant cluster onset. However, there were significant differences in the

phonemic content of those neologisms which incorporated the stereotypic suffix and
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those which failed to contain this form. TW's performance across a number of tasks of
silent phonology suggested that he was able to access information regarding the
phonological form of words he was unable to produce. Written neologisms showed no

evidence of stereotypy and reflected none of the patterns identified in spoken output.

Blanken argued that a primary deficit in lexical retrieval was unable to account for TW's
covert phonological knowledge, his self correction attempts and the lack of anomic type
word searching behaviour. Furthermore, he argued that an account of neologism
production relying on the random generation of phonology would be unable to explain
the high level of stereotypy in TW's neologisms. No other explanation for neologism
production relying on a lexical phonological retrieval deficit is reviewed for its ability to
explain the data. However Blanken does argue that the phonemic paraphasia account is
similarly unable to explain how diverse phonological target specifications, once
successfully retrieved, could all be distorted to the same stereotyped form. TW's output
is also not easily viewed as a form of recurrent utterance. The buffer level encoding
difficulties proposed for speakers with more restricted stereotyped output do not predict
the part of speech and frequency effects which were found to influence TW's production
of neologisms. They are also unable to accommodate the degree of variability seen in
TW's output, both in the production of correct responses and in the phonemic content of
individual neologisms. Blanken thus proposes that TW's stereotyped neologisms are best
viewed as arising from an interaction between deficits occurring at different levels of
processing. Thus he regards a higher level deficit in lexical activation as impacting on the
operation of subphonemic processes, such that the fluctuating lexical activation deficit
creates a temporary failure to encode new linguistic material at the level of the
articulatory buffer. In making this claim Blanken argues that, within an interactive lexical
network, the impact of processing impairments may not be restricted to the operation of
adjacent levels of representation. Rather, he claims that disturbances of processing to one

level can have much longer range implications.

Monitoring

People with jargon aphasia frequently appear unaware of the disordered nature of their
speech. However, theories attempting to account for this lack of monitoring have

typically been distinct from models of neologism production. Similafly, accounts
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attempting to describe the processing deficits underlying non word generation have
commonly failed to explain why these should give rise to non word output rather than no
output and why, once produced, the neologism goes undetected. Finally, accounts which
have called on increased error awareness to explain the progressive suppression of
neologistic output have failed to discuss the precise nature of the relationship between

monitoring and neologism production (Panzeri et al 1987).

A number of hypotheses for the failure to monitor non word production have been
offered. Some authors have argued that the monitoring deficit arises from denial and may
more properly be described as a form of anosognosia (Kinsbourne and Warrington 1963,
Weinstein 1981, Lebrun 1987). This proposal is challenged by a number of observations.
Firstly, subjects who appear unaware of their spoken errors may nevertheless demonstrate
awareness of other neurological impairments. Moreover, dysphasic speakers have been
noted to show dissociations in their ability to monitor across language modalities (Peuser
and Temp 1981, Ihori, Kashiwagi, Kashiwagi and Tenabe 1994, Robson et al, in press).
Finally, monitoring ability has also been demonstrated to vary across output tasks within
the same modality (Marshall, Robson, Pring and Chiat, submitted). These findings
challenge the proposal that poor monitoring of jargon forms part of a general

anosognosia.

Other accounts have attributed the monitoring deficit to processing impairments
occurring within the language system itself. For example, Levelt (1983, 1989) has argued
that the auditory comprehension system offers two possible mechanisms for monitoring
spoken output. External feedback allows speech to be checked for errors following
production, while an internal feedbac_k route allows covert repairs to be carried out prior
to articulation. However, a number of studies suggest that the relationship between input
skills and the ability to self monitor is not straight forward. Nickels and Howard (1995)
found no correlation between the ability of aphasic speakers to detect errors in their
spoken output (as indicated by self correction attempts) and the degree of competence
they demonstrated on three auditory processing tasks: minimal pair judgement, auditory
lexical decision and auditory synonym judgement. In relation to jargon aphasia, it has
been noted that while auditory comprehension difficulties frequently accompany the
disordered output, their severity may vary and they do not form a necessary component

of the syndrome (Butterworth 1979, 1985, Butterworth and Howard 1987). Consistent
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with this, a number of individual jargon speakers have been described who show
dissociations between their self monitoring ability and their auditory processing skills.
Subjects who fail to monitor their speech despite adequate comprehension abilities
(Maher, Rothi and Heilman 1994, Robson et al, in press) appear to be ignoring a potential
mechanism for detecting their errors. It has been suggested that in these cases a resource
limitation may prevent the processes of speech production and monitoring from operating
concurrently (Shuren, Smith, Hammond, Maher, Rothi and Heilman 1995). However, this
explanation is unable to account for other jargon speakers who have been reported with
good error awareness despite poor auditory input processing skills (Marshall, Rappaport
and Garcia-Bunuel 1985, Marshall et al, submitted). These subjects are presumably able

to monitor their output via some other mechanism.

The association between the output deficit and the failure to monitor in jargonaphasia
have led some authors to suggest that monitoring is accomplished within the speech
production system itself. Monitoring thus becomes disrupted by the same processing
impairment responsible for the jargon output. There are, however, differences of opinion
as to how monitoring might be accomplished by the output system. Laver (1980) and
Motley, Camden and Baars (1982) have proposed the existence of specific editor or
control modules which are responsible for checking the product of each level of output
processing. This proposal has been criticised for requiring the reduplication of linguistic
information within the editor (eg Levelt 1989). Interactive activation accounts of
language proéeséing have thus suggested that output monitoring may occur arise as a
function of feedback between the levels of output processing (Schwartz et al 1994). This
account is desirable, as just one hypothesised deficit accounts for both the proliferation
of neologisms and for the failure of the system to 'eliminate’ those neologisms. However,
it is necessarily challenged by claims that interactive activation networks may not

incorporate feedback connections (Levelt et al 1991, Nickels and Howard 1995).

Therapy

The literature contains few detailed accounts of therapeutic intervention with jargon
speakers. Studies have tended to focus on linguistic analyses of the disordered output and
on investigating potential mechanisms underlying its production. There has been little

consideration of how the communication impairment might be remediated or how the
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processing models might inform the design of such intervention. A number of such case
studies make passing reference to that fact that the client responded positively to therapy,
however they typically fail to specify the precise focus and methods of treatment (e.g.
Lhermitte et al 1973, Cappa et al 1994). Other studies comment on the difficulties
encountered in establishing significant improvements despite the application of a range
of therapy techniques (e.g. Howard and Franklin 1988). A study offered by Jones (1989)
thus represents a notable exception, describing in detail the nature of the intervention and

reporting positive outcomes of therapy.

It has been observed that the aphasic's insensitivity to the disordered nature of their
speech may pose a fundamental obstacle to progress in therapy (Lebrun 1987, McGlynn
and Schacter 1989). Thus the application of therapy designed to increase auditory
comprehension and self monitoring has been a typical approach with jargon aphasic
clients (Martin 1981). This poses a number of problems. First it is uncertain that
improving auditory comprehension skills will necessarily facilitate awareness of the
speaker's own errors, given the potential dissociation between monitoring and auditory
comprehension ability (Nickels and Howard 1995). Secondly, Martin (1981) points out
that such therapy is likely to use highly structured tasks where auditory stimuli are
presented in isolation. This removes the contextual information which the listener may
be using to support their comprehension in communicative situations. Thus therapy
makes the process of comprehension more difficult, while possibly offering no immediate
benefit to the ability to understand auditory stimuli in functional settings. Both Marshall
(1994) and Martin (1981) therefore argue that comprehension difficulties may be more
appropriately targeted by therapy which aims to adapt the communication environment,
for example by modifying the input from the conversational partner or increasing the
availability of non verbal support. Nevertheless, reports of successfully applied,
structured therapy for the remediation of auditory comprehension difficulties in jargon
aphasia exist. Jones (1989) and Grayson, Hilton and Franklin (1997) both describe
therapy regimes which resulted in significant improvements in auditory processing skills.
Jones reports that following such therapy, her client showed greater ability to modify the
phonological form of his spoken naming errors. Error detection before therapy had been
good. Jones does not report any changes in the client's functional understanding but had
observed that prior to therapy the subject was skilled at utilising non verbal information

to support auditory comprehension. Unfortunately, Grayson et al (1997) offer no
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comment on the generalisation of the specific gains achieved in therapy to functional
comprehension, nor do they cite any observed effects on their client's monitoring of his

spoken jargon.

In the context of poor self monitoring it is unlikely that conventional therapy tasks
directed at modifying spoken output, for example by facilitating lexical retrieval, will be
successful. Intervention designed to facilitate communicative ability may therefore be
more appropriately focused at the conversational level and involve attempts to establish
alternative communicative strategies (Peuser and Temp 1981). Martin (1981) observes
that clinicians are often increasingly able to extract meaning from the disordered speech
as they become familiar with the individual characteristics of the jargon. He therefore
advocates that therapy should aim to develop the skills of the clinician as a listener and
establish turn taking between the two conversational partners. This allows the clinician
the opportunity to feed back what they have understood and allows the accuracy of this
information to be indicated by the jargon speaker. Similarly, Marshall (1994) argues that
therapy directed at training conversational partners is more likely to be a productive
strategy than working on the speaker's output in isolation. Jargon speakers whose speech
has resolved to a more anomic presentation and who show accurate error awareness may,
however, respond positively to specific therapy tasks aimed at facilitating lexical retrieval

(e.g. Robson, Marshall, Pring and Chiat, submitted).

Written output may also offer an appropriate focus for therapy, particularly when skills
in this modality appear to be better preserved or more amenable to direct intervention, for
example owing to better monitoring skills. Therapy studies have therefore investigated
the potential of exploiting writing as an alternative strategy for communication.
Successful use of the skills acquired in such therapy may however be hampered by a
failure to utilise the approach in functional contexts (e.g. Kotten 1982). Robson et al (in
press) report a series of therapy programmes carried out with a speaker of
undifferentiated jargon. Significant, and potentially communicative written language
skills were acquired in therapy. Nevertheless, further specific intervention focused at
transferring these skills to functional contexts was required before their spontaneous and
communicative use was observed in conversation. Robson et al suggest that the initial
failure to utilise written language communicatively may not be wholly attributable to the

speaker's insensitivity to their spoken jargon. Rather, specific linguistic impairments may
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preclude the transfer of a single word vocabulary to conversation. They therefore suggest
that establishing the functional use of potentially communicative skills may need to be

a specific focus of intervention with jargon speakers.

Problems with theories of neologism production

As illustrated, the literature offers a number of different accounts of neologism
production. However, little consensus is reached. Authors disagree about the
characteristics of neologistic output, about the relationship between the different forms
of jargon, about the classification of non word responses and about the relationship
between target related and abstruse neologisms, to identify just a few areas of ongoing
discord. Perhaps unsurprisingly therefore, no single account of neologism production has

gained general acceptance.

The failure to adopt a single theory of neologism generation may also arise, in part, from
the limitations of the proposed models. For example, the accounts typically fail to explain
(or even discuss) why the proposed deficits should give rise to neologistic output rather
than resulting in more conventional aphasic speech errors. Interactive activation accounts
of lexical processing may offer a certain advantage in this respect. Their complex
network of interconnections and the possibility of subthreshold levels of activation would
seem to predict the proliferation of error phonology which characterises neologistic
output. In fact these models may be more challenged by the need to account for non
fluent speech errors. Nevertheless, neologistic jargon has yet to be adequately explained
using these theories of lexical processing. In particular, future attempts to apply these
principles to neologism production need to pursue in more detail the specific predictions

made for the phonological characteristics of the non word output.

Accounts of neologism production are typically silent regarding the monitoring deficit
which frequently forms part of the jargon syndrome. They also fail to explain
satisfactorily why some neologistic speakers demonstrate evolutionary changes in their
output while other speakers show no change. Where this difference is identified, it is
often dismissed as a function of increased monitoring ability, without detailed discussion

of the precise relationship between neologism production and error awareness.
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A further limitation of the various accounts of neologism production is their failure to
inform language rehabilitation. The theories rarely make specific recommendations for
intervention and fail to identify how this should differ from therapy targeting non fluent

speech errors. Consequently, accounts of specific, model driven therapy are rare.

The limitations identified for the various theories of neologism production, both
individually and as a group, and the lack of agreement in the literature probably reflect
the complexity of the issues under discussion. Thus it may be rather unsurprising that, as
yet, neologism production has escaped satisfactory explanation. However, it is perhaps

the elusiveness of an adequate account which offers neologisms some of their ongoing

intrigue.
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2. Phonological characteristics of neologisms

There appears to be general agreement in the literature that neologisms bearing a close
phonological relationship to target words arise from the distortion of target phonological
information during output processing. For instance, even authors who suggest
significantly different processing mechanisms for the production of abstruse neologisms
allow that some non word items are based on target lexical representations (e.g.
Butterworth 1979, Buckingham 1987). Much greater controversy surrounds the
production of abstruse neologistic output which appears to bear no relation to real word
targets. A number of rather different theories are offered for the genesis of these items.
A distinguishing feature between many of the accounts is the nature of the relationship
they propose between the phonology of the neologism and the phonology of the target
word. This is largely determined by the proposed level of breakdown in the language
processing system and creates differing expectations for the phonological characteristics

of abstruse neologisms.

The following chapter will identify four main groups among the principal theories of
abstruse non word generation. These groups are distinguished by the relationship they
propose exists between the target and neologistic phonology. The classification will
necessarily be broad and will not attempt to distinguish between individual processing
accounts. Rather, it will attempt to draw together some of the general themes present in
the literature. The predictions made by each group of theories for the phonological
characteristics of abstruse neologisms will be outlined. Although some of these
predictions may already have been suggested, and indeed investigated, this has usually
been carried out in relation to individual accounts of non word production. In contrast,
the current discussion will attempt to identify the general predictions which arise from
the different types of theory. Since groups of theories are being considered, the discussion
does not attribute the predictions to individual authors. Rather, the discussion represents
an attempt to identify the logical predictions made for the phonological characteristics
of non words by the different groups of theories of neologism production. In each case,
the validity of the predictions made by the theories relies on the assumption that a single
mechanism is responsible for the production of all abstruse neologisms. The discussion
will be restricted to predictions made for the phonological characteristics of non words

and will not discuss other features such as their temporal or grammatical properties.
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ial activati f tar honol

Two groups of theories consider all neologisms to be directly based on the phonological
representation of the target word. In the first, neologisms are viewed as arising from
disrupted attempts to retrieve the target representation from the phonological lexicon or
level. Specifically, the normal process of lexical retrieval is thought to be impaired by an
inability to fully activate and retrieve target phonological information. This group of
theories includes the activation deficit accounts offered by Ellis, Miller and Sin (1983)
and Kohn and Smith (1994a). It also includes attempts to explain neologism production
within interactive activation theories of lexical processing, e.g. Miller and Ellis (1987),

Harley and MacAndrew (1992), Schwartz, Saffran, Bloch and Dell (1994).

These accounts share the view that neologisms arise from failed attempts to fully retrieve
the phonology of the target word. Where the disruption is only minor, a large amount of
target phonology is correctly retrieved and the neologism retains a close phonological
resemblance to the intended word. As the failure to activate target phonology becomes
more severe, responses become less obviously based on the original target. In the case of
abstruse neologisms, the failure to retrieve target phonology is sufficient to obscure any
obvious relationship between the target and the neologism. However, the accounts argue
that even abstruse items are based on the partial retrieval of the target phonological
representation. Thus, the production of all neologisms is viewed as occurring along a
continuum with the degree of successful activation of phonological information
determining the ease with which the relationship between the target and neologism is
discerned. In abstruse neologisms the relationship may be initially obscured but will

nevertheless still exist.

The claim that partially retrieved target phonology is the starting point for all neologism
production makes certain predictions about the phonology of non words. Firstly, it
predicts that the relationship between the phonology of the target word and the neologism
should be detectable by the presence of greater than chance levels of similarity between
the two. This should be true even in the case of abstruse neologism production. One
method of looking for this similarity has been to count the number of phonemes common
to the target and neologism. This can then be compared with the number of phonemes

shared when neologisms are randomly reallocated to target items (e.g. Miller and Ellis
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1987). The partial retrieval account predicts that even abstruse neologisms should share
significantly greater numbers of phonemes with the genuine targets than with the 'pseudo

targets'.

Partial retrieval accounts of neologism production also predict that neologisms should
utilise phonemes in a way that reflects their normal patterns of use in English. Thus, non
words should not only be phonotactically correct but should also draw on phonemes in
similar proportions to which they occur in the normal language. In other words, the
phonemes in the neologisms should correlate closely with the normal frequency

distribution of phonemes in real words.

The assumption that the retrieval deficit permits the partial access of target phonological
information allows for systematic patterns to exist in the way target phonology is
preserved in neologisms. For instance, some aspects of the target representation may be
more available to the system than others and thus more able to appear in non word
responses. The differential availability of target information may arise from variables
operating at the phonological level of representation. For example, it might be found that
high frequency target phonemes are more easily retrieved than other, less frequently used
segments. Such internal inconsistencies in the retrieval of target phonological
representations might be particularly well explained by interactive activation lexical

networks which are more explicit about the organisation of information stored at the

phonological level.

Finally, since partial lexical retrieval accounts view all non words as arising from a
common process they predict that neologisms should evidence a range of target
relatedness. Target related and abstruse neologisms should be distinguished only by the
extent to which they preserve target phonological information and a continuum should
exist between the two groups. Moreover, abstruse neologisms should move along this
continuum, becoming increasingly target related, as the ability to access target
representations recovers. At the same time, improved phonological retrieval should be
associated with the increasing emergence of correct responses at the expense of target

related neologisms.

Phonemic distortion of target phonology
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A second group of theories have argued that the disruption to normal lexical processing
occurs subsequent to the successful retrieval of the target phonological representation.
In these theories, the target representation undergoes some form of phonemic distortion
during the later stages of output planning, for instance during the transformation of the
abstract code into a fully defined phonemic speciﬁcation. Errors occurring at this stage
may take the form of transposition or substitution errors as information is copied from
one system to another or may arise form the misapplication of redundancy rules and
default information. Lecours and Lhermitte (1969), Kertesz and Benson (1970) and
Lecours (1982), as well as thn and Smith (1994a) have argued that neologisms can

arise from disruptions to this level of processing.

Su