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ABSTRACT 

The work presented in this thesis addresses issues involving the accurate and 

efficient numerical modelling of turbulence combustion with an emphasis on 

an industrially representative Tay model combustor. This combustor retained 

all essential features of a modern aero-engine rich burn combustor and thus the 

turbulence combustion within this combustor is much more complicated than 

those observed in the combustor-like burners typically considered in 

laboratory experiments.  

A comparative study of two combustion models based on a non-premixed 

assumption or a partially premixed assumption using the previously proposed 

models Zimont Turbulent Flame Speed Closure (ZTFSC) and Extended 

Coherent Flamelet Method (ECFM)) is presented in a first step. 

Comprehensive chemical reactions containing 244 reactions and 50 species 

are taken into account using a tabulated detailed chemistry approach and an 

assumed shape PDF to account for turbulence effects. The purpose of this 

study is to validate and compare the effectiveness of these models in 

predicting complex combustion and to improve upon for the defects observed 

in previous predictions of the same combustor. It is concluded that the use of 

models invoking the partially premixed combustion assumption can provide 

much more accurate results than models using a non-premixed combustion 

assumption especially in the primary zone of the combustor where turbulence 

combustion interaction is strong. In addition, certain shortcomings of steady 

RANS type models are identified as a result of strong unsteady effects and 

their inability to resolve the turbulence spectrum.  
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Following this, two URANS models and the scale resolving simulation (SRS) 

approach such as a shear stress transport, K-omega, scale adaptive simulation 

(SSTKWSAS) combined with the partially premixed method identified in the 

first step are employed in a second step to further improve the accuracy 

achieved and to provide evidence and guidance in terms of the trade-off 

between accuracy and computational cost for complex turbulent combustion 

simulations. The second generation SRS model (SSTKWSAS) is applied to 

the complicated flow environment of a realistic combustor for the first time. 

The present work highlights the superiority of the combination of the 

SSTKWSAS approach and a partially premixed combustion model in terms of 

both accuracy and efficiency for predicting such combustion problems.  
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Chapter 1 

Introduction 

1.1 Motivation 

Since the 1830s when Charles Babbage designed the 1
st
 modern computer, 

these have gradually become an indispensable tool for people’s life. 

Computational power underwent particularly rapid development in the 1940s, 

attributed to the development of electronic digital computing devices. In 

almost the same period, modern computation fluid dynamics (CFD) comes 

into our vision as Lewis Fry Richardson started to use the finite difference 

method and meshing methods in his numerical calculations. Since the 1990s, 

accompanied by further developments of modern computers, computer aided 

CFD methods have become an important tool in resolving problems associated 

with aerospace, automotive and power generation industries. 

However, the CFD technique has major difficulties in providing numerical 

solutions to complicated engineering problems not only because of the 

complex geometries used in industry but also because of our desire to use 

models which better capture the underlying physics and to improve numerical 

accuracy. One of the very difficult industrial problems nowadays is the design 

of aircraft engines which is well-known as the crown jewel of the aerospace 

industry. Three main components have formed a simple working system for 

the modern gas turbines used for aircraft engines, the compressor, the 

combustor and the turbine. The ignition of fuel-air mixtures in the gas turbine 

combustor provides thrust to the entire aircraft as well as supplies energy for 
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the work done in the turbine and compressor. Six elementary components are 

always integrated into the combustor, the fuel injector, swirler, primary holes, 

dilution/secondary holes, an exit nozzle, and a porous wall for cooling purpose.  

Although the development of CFD techniques has greatly reduced the efforts 

engineers need to design new generations of engines, improvements are still 

required to develop better models of the underlying physics, especially the 

description of turbulent combustion involved in operating gas turbine 

combustors. The six elementary components each represent complicated 

challenges and thus exert great difficulties for numerical modelling of 

industrial representative gas turbine combustors. To avoid these difficulties, 

many researchers have only considered turbulent combustion in simplified 

combustor-like burners without all of essential components presented. 

Although much progress has been done in understanding, there is still limited 

research which has considered how to simulate industrially representative gas 

turbine combustors accurately and efficiently. Past efforts to simulate 

turbulent combustion in realistic gas turbine combustors have always lacked 

appropriate accuracy and the computational time requirement of physical 

modelling has usually been unacceptably large. 

Therefore, this thesis focuses on an issue which is of great interest to industrial 

engineers as well as academic researchers, i.e. the simulation of the turbulent 

combustion within a realistic gas turbine combustor accurately and efficiently 

by (i) employing a partially premixed combustion model and (ii) adopting a 

new generation of scale resolving simulation (SRS) turbulence models called 

SSTKWSAS. Further details of these will be given below. The models used 
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represent an effort to include details of turbulent combustion physics which 

are rarely taken into account or more often simply abandoned in previous 

simulations of realistic combustors. 

1.2 The Gas Turbine in Power Generation Industry and Aviation 

The advent of Gas-Turbines for military purposes tracks back to 1940s, and it 

was subsequently used for aviation and later for ground level power [1]. Sir 

Frank Whittle, a British Air Force (RAF) engineer, known as the inventor of 

the first workable British aero-propulsion gas turbine and Germany’s Dr. Hans 

Von Ohain are credited independently with the first jet powered aircraft.  

Following on from their excellent works in the 1940s, people witnessed a 

rapid development of gas turbines from the early aviation use of the Whittle 

W1 and W2 engines (Figure 1.1) to the modern industrially used high power 

combined cycle gas turbines such as the 1600C J-series engine developed by 

Mitsubishi Heavy Industries, Ltd (Figure 1.2). An example of the largest four-

engine jet used in civil aviation is the Airbus A380 manufactured by European 

Union manufacturer Airbus and first tested in 2005 equipped with a Rolls-

Royce Trent 900 engines (Figure 1.3), which are able to provide a thrust of up 

to 360KN for each engine.  

Three main components are used to form a simple working gas turbine, the 

compressor, the combustor, and the turbine. The compressors are responsible 

for compressing the air drawn in from the atmosphere and delivering this into 

the combustor where combustion is initiated by igniting a mixture of injected 

fuel and air. The high pressure, high temperature burnt gas provides energy to 
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rotate the turbine which in turn drives the compressor through a shared central 

shaft. The remaining thermal energy generated from burning the fuel-air 

mixtures is turned into mechanical energy in a propulsion nozzle to provide 

reverse thrust. Because the compressor and turbine are linked together through 

the central shaft, this combined system is typically referred to as turbo 

machinery. 

 

 

Figure 1.1: Power Jets W.1, Type: Turbojet [2]. 

 

Figure 1.2: J-series gas turbine developed by Mitsubishi Heavy Industries, Ltd 

[3]. 



26 
 

 

Figure 1.3: Rolls-Royce Trent 900 engines, Type: Turbofan [4]. 

Based on different requirements and working conditions, several types of gas 

turbine engines for aviation have been designed: the turbojet, turboprop, 

turbofan, and after-burning turbojet. 

 

Figure 1.4: Modern Gas Turbine, Type: Turbojet [5]. 

 

Figure 1.5: Modern Gas Turbine, Type: Turboprop [6]. 
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The simplest gas turbine engine (Figure 1.4) is the turbojet which uses the 

basic three components to provide thrust at moderate airspeed. On the other 

hand, turboprop (Figure 1.5) design contains a propeller which sits in front of 

the whole engine to provide stronger thrust at a lower speed. A turbofan 

design (Figure 1.6), combines the benefits of turbojet and turboprop, and is the 

most modern version of aircraft turbine engines. The bypass ratio between the 

mass flow rate of air drawn through the fan to the mass flow rate of air 

through the engine core partially decides the range of applications of the 

engine. Engines with low bypass ratio (low frontal area) are applied mainly to 

military combat aircraft where high speed and hence low frontal area is 

required, while those with high bypass ratio are used in commercial passenger 

aircraft or transport aircraft due to the greater thrust generated and greater 

payload capability. The afterburning turbojet (Figure 1.7), strictly speaking, is 

not a unique type of aircraft engine. It is designed to increase the combat 

ability of military aircraft by adding extra fuel into the exhaust stream to 

produce additional thrust.  

 

Figure 1.6: Modern Gas Turbine, Type: Turbofan [7]. 
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Figure 1.7: Modern Gas Turbine, Type: Afterburner Turbojet [8]. 

One of the most difficult components to design in any type of gas turbine is 

the combustion chamber in which the high pressure and temperature working 

condition require extra attention. Many kinds of combustor chambers have 

been designed over recent decades to achieve the following main purposes: 

 To improve the burning efficiency of fuel and oxidizers. 

 To control, i.e. lower the pollutant emissions such as carbon monoxide 

(CO), nitrogen oxide, sulphur dioxide (SO2) etc. 

 To improve the stability of combustion and the expected life of aircraft 

engines. 

 To minimize the size of the combustion chamber and reduce the 

weight of the whole engine. 

To achieve the above goals, an understanding of the complex flow physics 

within the gas turbine combustor is required. There are three major geometries 

used for combustor chambers: the can type, the can-annular type and the 

annular type. In early years, the can-type combustor was proposed first due to 

its ease of design, maintenance, and testing. However, it is heavier and of 

efficiency lower compared to the other types. This is because the can type 

combustor (as shown in Figure 1.1) are self-contained type of combustor. 
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Each ‘can’ has its own liner, fuel injector, and casing. The can-annular type 

combustor has abandoned casing for each individual liner and an annular ring 

is used as casing (Figure 1.8). The annular type combustor, with its smaller 

size, higher efficiency, and better-controlled exit temperature is widely used 

for modern gas turbines. Not only casings are replaced by annular rings, 

simple and continuous liners are used to replace the old design (Figure 1.9).  

 

Figure 1.8: Can-annular type gas turbine combustor [9]. 

 

Figure 1.9: Annular type gas turbine combustor [10]. 

Regardless of different designs of combustors, six elementary components are 

always integrated into the combustor, the fuel injector, swirler, primary holes, 

dilution/secondary holes, exit nozzle, and porous wall for cooling purpose. 

Each individual component introduces significant complexity into the flow 

characteristic of the combustor. The swirler and primary holes, which are 
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responsible for the creation of a strong recirculation region in the head of 

combustor (primary zone), influence the local air-fuel ratio, temperature, 

emission and flame stability during combustion. The porous wall, designed to 

allow cooler air to pass through, prevents the combustor walls from over-

heating and being damaged. The secondary zone, in between the primary zone 

and the dilution holes, is responsible for oxidizing CO to CO2 and completing 

the combustion process. The exit temperature profile is mainly controlled by 

the dilution holes to prevent damage to the downstream turbine blades.  

1.3 CFD in Gas Turbine Combustor 

To understand the interactions of each individual component and to design 

combustors more efficiently, CFD techniques are widely used in both 

academia and industry. More complex turbulent combustion models, though 

widely proposed, require more validation against experimental data, which is 

one of the main focuses of the present thesis. 

As has been mentioned already, modern computational fluid dynamics (CFD) 

is first observed when Lewis Fry Richardson started to use the finite difference 

method on simple Cartesian meshes. Modern meshing method allows much 

more complicated geometry flow problems to be considered (Figure 1.10). 
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Figure 1.10: A modern meshing method applied on Racing Car [11]. 

The basic idea of CFD is to provide numerical solutions to the conservation 

equations which are derived from conservation laws for mass, momentum, 

energy and other flow properties. The numerical solutions of these partial 

differential equations (PDE) achieved at points surrounded by small control 

volumes can be used to describe the fluid flow. Although the basic idea is 

simple, the accuracy of the achieved numerical solutions can be challenging. 

Various techniques have been proposed and developed to reduce errors such 

as physical modelling errors, numerical discretization errors and iteration 

convergence errors. Amongst all these possible errors, physical modelling 

errors are crucial in capturing real world physics as these require empirical 

input to calibrate model constants.  

In the case of laminar flows, the Navier-Stokes equations are accepted to be 

accurate in describing the continuous flow. However, in turbulent, reacting or 

multi-phase flows extra models and their empirical constants are necessary. In 

the case of turbulence, the quasi-random motion of quantities relative to their 

time-averaged value increases the complexity substantially. The deviation of 

these motions from the mean forms the so-called turbulent spectrum through 
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which the turbulence kinetic energy is transmitted. Across the 

turbulence/energy spectrum, eddies of the largest length scale receive energy 

from the mean flow and are eventually dissipated by viscosity at the smallest 

(Kolmogorov) length scale. The ratio of largest to smallest length scale in a 

typical flow is proportional to Re
3/4

 [159] and since the typical Reynolds 

numbers of industrial flows are greater than a few thousands, a huge spectrum 

results and thus solving the whole spectrum of turbulence is not 

feasible/affordable currently.  

Two methods are available to be used to reduce the effort required to solve 

turbulent flow problems. The ensemble averaged Navier-Stokes equations 

maybe closed completely using empirical models (Reynolds Averaged Navier-

Stokes or RANS approach). Alternatively, a filtering method is used to 

remove and model the smaller scales and the part of the turbulent spectrum 

containing the large scales is solved numerically. The implementation of these 

models always involves complex LES turbulence closures or complex 

unsteady numerical schemes which can significantly increase the 

computational time. The trade-off between computational time and accuracy is 

obviously of great concern to both researchers and engineers. 

As to CFD of the gas turbine combustor, the accuracy of its numerical 

simulation is highly challenging as it is dependent on the two very difficult 

problems of modelling both turbulence and combustion (which are interrelated 

and control fuel/air mixing and chemical reaction). Typical values of Reynolds 

number in gas turbine combustors can range from several hundred thousand to 

several million and multiple chemical reactions are involved in the combustion 
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of hydrocarbon fuels which is currently only poorly understood. Even if the 

species reaction rate in the Reynolds-Averaged transport equation for species 

can be approximately described by an exponential Arrhenius equation, the 

time-mean of the equation does not equal to the multiplication of the time-

mean values of each individual species due to its non-linearity. Therefore, 

turbulent combustion models are also required to provide closure to all mean 

species equations in addition to the need for a turbulence model. Thus, 

possible combustion modelling error poses extra difficulties for the simulation 

of gas turbine combustors.  

To improve the reliability of the simulations, a turbulence modelling approach 

which is able to resolve numerically the majority of turbulence scales in the 

turbulence spectrum together with a combustion model which can incorporate 

at least some of the chemical reactions must be properly chosen to allow a 

more realistic prediction of turbulent combustion. 

1.4 Current Contribution 

The work presented in this thesis makes the following specific contributions to 

the field of CFD simulation of realistic industrial used gas turbine combustor: 

 The performance of two partially premixed combustion models using a 

flamelet/progress variable approach (the FPVA method) is, for the first 

time, applied to a complex combustor flow.  

 The reasons for the weak performance of the traditionally used non-

premixed combustion models are discussed fully with respect to their 

application in combustors. 



34 
 

 The reasons for the better performance of partially premixed 

combustion model, the Zimont Turbulent Flame Speed Closure method 

(ZTFSC) are discussed. 

 A comparative study of two partially premixed combustion models 

ZTFSC and ECFM (the Extended Coherent Flamelet Method) is 

performed for the first time. It is demonstrated that the former model 

outperforms the latter by predicting closer temperature agreement with 

experimental results. 

 A possible explanation is proposed regarding why the ZTFSC model 

outperformed the ECFM model since the two models both employ the 

FPVA method. 

 A more effective and efficient method (comparing to those used in 

previous work) for simulating complex gas turbine combustors is 

proposed by employing a 2
nd

 moment Reynolds stress closure 

turbulence model (RSM) in conjunction with the ZTFSC combustion 

model. 

 As a lower-order alternative to the RSM turbulence model, the so-

called second generation scale adaptive simulation (SRS) approach of 

Menter et al [126] is for the first time successfully applied to the 

simulation of complex gas turbine combustor in conjunction with the 

ZTFSC combustion model. The superior performance of this approach 

with respect to efficiency and ability to resolve the turbulence 

spectrum are documented. 
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 The conclusions are then drawn that, by employing the SRS plus 

ZTFSC combustion model approach, turbulence combustion in 

complex gas turbine combustors can be captured with much higher 

accuracy, although lower computational efficiency compared to 

application of RSM and ZTFSC. 

 Finally, it is suggested that an accurate flame shape/temperature in the 

primary region of the combustor can only be achieved by taking into 

account the partially premixed regimes using the FPVA method 

regardless of the turbulence model chosen. Particular turbulence 

models can only improve the prediction locally but not in an overall 

sense. 

1.5 Thesis Outline 

In Chapter 2, a literature review of numerical simulations in combustor-like 

burners and complex industrial used gas turbine combustor geometries is 

presented. The underlying assumptions in the various combustion models 

originally designed to simulate simple jet flames, swirling flames, lifted 

flames etc. in simple combustor-like burners are introduced first, followed by 

a discussion of the defects of these models when used to simulate complex gas 

turbine combustors.  Then a short literature review on the development and 

application of the new approach to scale resolving turbulence models is 

presented in order to show the capability of this in at least partially resolving 

the turbulence spectrum without an explicit dependence on local cell size. 

Questions and gaps which need to be answered and filled that have emerged 
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from previous experimental and numerical researches are highlighted at the 

end of this chapter from the viewpoint of both turbulence and combustion. 

In Chapter 3, the governing equations, mathematical formulations, and 

closure approaches of the models for solving the turbulence combustion 

problem in the current thesis are derived and presented. As the main focus of 

this thesis is the investigation of the performance of different combustion 

models, a classification of existing combustion models in terms of their 

underlying assumptions is comprehensively discussed.  

In Chapter 4, the numerical methods used in the current study are presented 

and the reasons for choosing these methods explained. The experimental 

configuration used for this thesis is also introduced briefly, with details 

concerning the original experimental study and other relevant research work. 

The reaction mechanism and its look-up table are presented in the final section 

of this chapter to demonstrate the impact of scalar dissipation.  

In Chapter 5, combustion simulations of a complex gas turbine combustor are 

presented in four sections starting with a short introduction and followed by 

illustration of flow field and scalar variable behaviour inside the combustor. 

Subsequently, a statistical comparison between current predictions, 

experimental results, and previous predictions from the literature is provided. 

Finally, conclusions and discussions are given in the last section.  

In Chapter 6, a comparative study of the behaviour of several turbulence 

models in predicting gas turbine combustor flow whilst invoking the same 

combustion models as in the last chapter is conducted. This chapter is also 

split into four sections. 
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Finally, in Chapter 7, to provide closure to the entire thesis, a brief summary 

of the main conclusions drawn from this work is presented together with 

future work recommendations. 
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Chapter 2 

Literature Review 

2.1 Introduction 

In this chapter, the main focus is to examine past contributions of other 

researchers’ work on CFD simulation of gas turbine combustors as well as 

findings in simulating simple burner flames. In addition, some significant 

experimental research work is also presented since these have laid the most 

solid and steady foundation for judging the success of CFD simulation. 

Chapter 2 is presented in four subsections as follow: 

First, the findings from past research work, which has focused on revealing 

the turbulent combustion physics in a combustor-like burner, is presented, and 

followed by a discussion of their contribution in establishing combustion 

modeling methods from simple jet flames to flames with strong local 

extinctions and re-ignition. Then, the major findings and main issues 

encountered in these research works are highlighted and addressed to provide 

a concise description. 

Second, both CFD and experimental work carried out by other researchers 

focusing on some complex gas turbine combustor geometries are presented. 

The merits and drawbacks of the combustion models that were discussed in 

the first section are discussed further with respect to complex gas turbine 

combustors.  
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Third, a short literature review of the developments and applications of the 

second generation scale resolving approach (discussed in detail below) is 

presented and discussed.  

Finally, brief critical reviews of the above research findings in both simple 

combustor-like burners and complex combustors are provided to highlight the 

deficiencies, gaps, and questions which remain to be answered. 

2.2 Combustion Research Work in Simple Combustor-like Burners 

2.2.1 Experimental and numerical work 

Since the 1970s, researchers have realized that the main scalar quantities such 

as CO2 and H2O, temperature, and the flow field for simple turbulent reacting 

flows [12, 13] can be accurately predicted by flame sheet models [14] using 

the frozen or shifting equilibrium method, while the concentration levels of 

slow forming radicals such as NOx are not well captured by this approach. The 

modeling of finite-rate chemistry thus became an important research topic in 

both academia and industry, particularly in turbulent non-premixed flames 

where moderate Damköhler numbers (ratio of mixing time to chemical 

reaction time) result in an increase in complexity due to the strong interaction 

between mixing and chemical scales. To understand the underlying physics of 

turbulent combustion, ongoing collaborations between several universities and 

industries have moved from simple jet flames of hydrogen or hydrocarbon 

fuels to more complicated swirling flames, lifted flames, piloted flames or 

bluff-body flames, which involve enclosed complex turbulence-chemistry 

interactions such as recirculation, local extinction or blow-off have. 
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Various modelling techniques for turbulent reactive flow have been proposed, 

the most widely used currently are the Flamelet Method that the turbulent 

flame is viewed as a mixture of laminar flamelet structures (see Figure 2.1) 

[15-17] and the Conditional Moment Closure (CMC) method [18, 19]. The 

former assumes all instantaneous quantities are a known function of the 

aerodynamic strain rate and the mixture fraction, where the latter assumes that 

scalar quantities are strongly correlated with particular value of the mixture 

fraction which needs to be updated by providing a set of transport equations 

for conditional moments. The CMC approach is thus far more expensive than 

the Flamelet Method.  

 

Figure 2.1: Laminar flamelet in a typical turbulent flame. 

Both methods rely on knowledge of the statistical distribution of the mixture 

fraction, usually represented via the probability density function (PDF) [20, 21] 

to impose turbulence effects and evaluate the averaged scalar quantities 

produced during the combusting process. Figure 2.2 shows the turbulence and 

stretch effect on laminar flamelet that when flame is stretched with a higher 

value of strain rate (‘a’ in the figure), maximum temperature at stoichiometric 
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mixture fraction is reduced; While when turbulence effect (under effect of 

PDF) is applied, the mixture fraction may vary accordingly and hence showing 

different temperature. Two possible PDF approaches are available to express 

the turbulence effects, either by directly assuming the shape of the PDFs 

which are used as weighting functions to tune the mean values of species mass 

fractions, density and temperature, or alternatively by solving a transport 

equation for the joint PDF (TJPDF) of scalar and velocity fields which then 

closes the highly nonlinear reaction term completely without modelling. The 

latter method can also be treated as an independent combustion model 

including sub-mixing-models such as Interaction by IEM (Exchange with the 

Mean) [22], or Linear Mean-Square Estimation (LMSE) [23], MC (Modified 

Curl) model [24] or EMST (Euclidean Minimum Spanning Tree) mixing 

model [25]. These have been widely tested in both simple and complicated 

reacting flows [26-29], however, the TJPDF method was proposed as partially 

more applicable for calculating slow chemistry [30, 31] at the low Damköhler 

numbers. The N+2 dimensions (temperature, pressure, and N species) of the 

PDF transported approach made this method computationally much more 

expensive than both Flamelet and CMC methods. 
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Figure 2.2: Turbulence and stretch effect on laminar flamelet. Red vertical 

lines represent the effect of turbulence/PDF, various peaks of parabolic curves 

represents the effect of stretch/strain rate. 

Thus, in the early 1970s, many researchers preferred to use the strained 

laminar flamelet method to predict practical turbulent non-premixed flames in 

which significant departure from chemical equilibrium from slow radical 

formation and flame lifting was expected [16, 32, 33]. Although satisfactory 

results were achieved, minor and slow forming radicals such as OH and NOx 

were still not accurately predicted [34, 35].  

In 1988, Haworth et al [36] compared the performance of the TJPDF method 

with a steady laminar flamelet method (SLFM) in predicting a CO/H2/N2-air 

turbulent jet flame. The agreement between SLFM and experiment was 

comparable to that observed using the TJPDF approach, and SLFM showed 

some advantages near the nozzle of the flame (fuel rich), but was less 

satisfactory for the region downstream of the flame (chemical equilibrium). 

This was speculated to be caused by over-prediction of the laminar flame 
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thickness compared to the estimated Kolmogorov length scale (smallest 

turbulent eddies).  When the smallest turbulent eddies penetrate the reactive 

layer of the laminar flame thickness as shown in Figure 2.3, the inner flamelet 

layer is broken up, and SLFM approach is no long valid. 

 

Figure 2.3: A sample laminar flamelet under the effect of turbulence. 

In 1988, the same jet flame [37] was predicted by an SLFM method modified 

on an ad hoc basis to account for the inaccurate assumption made that the 

flamelet lifetime was assumed to be much longer than the time scale of 

changes in the scalar dissipation rate [38]. This analysis suggested that 

downstream of flame, the laminar flamelets cannot reach quasi-equilibrium as 

rapid as was thought to be and this implied that the non-zero response time of 

the flamelet structure to the rapidly decaying strain rate must be taken into 

account. A similar issue was noticed by Barlow and Carter [39] in their 

measurement of the concentration of major species such as CO2 and H2O, 

minor species such as OH and NO, mixture fraction, and temperature in a 

turbulent non-premixed helium-diluted hydrogen jet flame. It was shown that 
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the turbulent flame structure, which is very thin near the burner nozzle became 

wider at the front of the flame. 

In 1998, Pitsch et al [40] used SLFM and a transient/modified SLFM method 

to predict an H2/N2 jet diffusion flame with local extinction and re-ignition. 

Although the major species concentrations and even OH concentration were 

accurately captured, both methods failed in predicting  NO concentrations, 

although the modified SLFM provided relatively better NO level prediction. It 

was concluded that the necessity to include transient effects was due to the 

fact that the diffusion time of a flamelet became much greater than the 

flamelet lifetime from fuel rich region approaching to outer quasi-equilibrium 

flame tip as the scalar dissipation rate decreased with x
-4

 where x was the 

distance from the burner base. The inclusion of transient effects led to the 

well-known Unsteady Laminar Flamelet Model (USLFM) [41-43].  

Although USFLM performed better than SLFM in predicting slow forming 

species, local extinction and re-ignition of the flame (which can occur often in 

practical burners) increased the prediction difficulties. Such phenomena have 

been observed experimentally by Barlow and Frank [44] in a 

C2H2/H2/air/CO2/N2 piloted flame (Figure 2.4). Local extinction due to high 

speed cold main jet flow (25%CH4 and 75%air) near the burner base was 

overcome by addition of a piloted flame, which prevented lift-off and blowout. 
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Figure 2.4: Left: Piloted flame [44]. Right: Sketch of a test facility for the 

swirling flame of SM1 and SM2 [45]. 

On the other hand, other researchers have shown that local extinction can be 

captured by the USLFM method but re-ignition cannot [46-49].  The major 

difficulty of flamelet methods in predicting re-ignition was related to the lack 

of interaction between the unburnt mixture (local cold spots) and the burnt 

mixture (incoming hot spots) [50]. Although other researchers (e.g. Xu and 

Pope [51], Tang et al [52]) have shown the potential of the TJPDF method in 

predicting flame local extinction and re-ignition conditions, as noted above, its 

high computational cost and limitation to slow chemistry has meant it is rarely 

used. Other numerical investigations [53-55] have also validated the 

performance of various turbulence and more combustion models against 
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experimental data [56-60] of flames with strong local extinction and re-

ignition. 

Having tested various turbulent combustion models in simple jet flames, 

researchers then started to focus on more complicated reacting flows such as 

lifted and swirling flames. In 2002, Kalt et al [45] introduced a new burner in 

which stabilised, highly swirling turbulent non-premixed methane flames were 

produced (Figure 2.4). Local extinction and the presence of local non-burning 

gas samples were seen to occur frequently in flames far from global blow-off, 

especially with a higher fuel jet velocity flame. The reason for this was 

identified as a distinguished feature of highly swirling flames. Figure 2.5 

shows a virtual swirling flame which can be generated by a swirler fitted in the 

burner, the flame surfaces are highly corrugated as in a typical swirling flame. 

  
Figure 2.5: A typical swirling flame [62]. 

Al-Abdeli and Masri [63] in 2003 investigated the stability characteristics of a 

swirling flame in a similar burner to Kalt et al [45] using different fuels (CNG, 

CNG-air, CNG-H2) and swirl numbers. It was noted that at high swirl number, 

the flame easily lifted off the burner’s base while at low swirl number, the 
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flame remained stable at the base but blew off in the downstream neck region 

of the burner. Improvements in blow-off limits occurred when the swirl 

number reaches a certain threshold of about 0.6. Similar conclusions were also 

made by Masri et al in 2004 [64] when spontaneous Raman-Rayleigh-LIF 

technique was used to measure the concentration of reactive species in a 

highly swirling, turbulent non-premixed flame. The increase of swirl number 

was confirmed to widen the range of blow-off and more locally unburnt fluid 

samples appeared within the recirculation zone. These findings from the above 

researchers may imply increased difficulty to predict highly swirling flow 

using both SLFM and USLFM methods due to their weaker ability in 

describing local extinction and re-ignition phenomenon. 

  
Figure 2.6: A typical lifted flame [65]. 

On the other hand, many experiments have been conducted since the 1960s to 

understand the basic mechanisms of lift-off height (Figure 2.6) and blow-off 

limit in turbulent non-premixed flames under different operating conditions 

[66-68]. Recent research has focused on understanding the local extinction and 

re-ignition mechanisms and developing models to describe these phenomena 
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[69-71]. The flame lift-off and stability mechanisms were divided into two 

categories: the premixed burning velocity dominated category, and the non-

premixed jets quenching limit dominated category. The former assumed that a 

lifted flame is stabilised at a position where the local flow velocity is equal to 

the premixed burning velocity [72]. The latter assumed that the competition 

between physical and chemical time scales dominates the stabilisation of a 

lifted flame [73, 74]. If chemical time scales are smaller than flow residence 

time, i.e. large Damköhler number, the flame is stabilised. If there is an 

increase of strain rate which is inversely proportional to flow residence time, 

the flame becomes unstable. In other words, the 2
nd

 category relates flame 

stabilisation and blow-off to flame quenching so that the stable flame sits at a 

point (Figure 2.6) within the range defined by higher dissipation rate and 

flame quenching limit.  

Many combustion models have been tested in predicting lifted flames [75-79]. 

Many of these employed the TJPDF [64, 80, 81] and CMC [82-87] 

methodologies, although the two methods are assumed less popular than 

flamelet methods due to the computational cost aspect addressed before. 

In recent years, to solve the problems experienced with SLFM and USLFM, 

the principles involved in both the stability mechanisms mentioned above 

were combined and embedded into the flamelet method in order to predict 

local extinction and re-ignition in lifted flames. The re-ignition phenomenon 

in a lifted flame is not as obviously included as local extinction since, if the 

first stability mechanism is correct, hot combustion products must be 

responsible for re-ignition of the cold mixture. In addition, if the second 
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mechanism is also correct, the behaviour between chemical reaction time and 

flow residence time must also be taken into account when dealing with re-

ignition. 

Thus, Pierce and Moin [88-90] recently proposed a partially premixed 

combustion model based on the combined mechanisms described above to 

predict local extinction and re-ignition. Their model was based on a 

flamelet/progress variable approach (FPVA) so that the scalar properties are 

now a function of both mixture fraction and progress variable, which describes 

the extent of reaction in the local mixture. The effect of strain rate as included 

in the 2
nd

 mechanism was taken into account through implicitly varying the 

amount of progression made in chemical reactions. In other words, the 

progress variable varies with scalar dissipation/strain rate. Their methods is 

similar to that used by Janicka and Kollmann [91] who solved two transport 

equations for mixture fraction and a reactive scalar, and closed the chemical 

reaction term using the transported PDF method. A similar idea was also used 

by Bruel et al [92] using a presumed-shape PDF method.  

Since 2000, many researchers have developed variants of the FPVA method to 

predict local extinction and re-ignition in non-premixed flames [93-99]. The 

main differences in these methods were the implementation detail of chemical 

reactions and scalar state relationships, and the chosen PDF method. Although 

very good agreement between predictions and experiments was achieved, it 

must be noted that almost all of these predictions were performed in a simple 

geometry combustor-like burner in order to isolate the various turbulent 

combustion phenomena from each other and to capture targeted mechanisms 
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effectively and efficiently to reduce the difficulty of meshing a complex flow 

configuration. Despite their success, insufficient validation has been provided 

using these improved FPVA methods for more complex reacting flows, such 

as those including turbulent multi-jets, and the highly swirling, non-premixed 

conditions of industrially representative gas turbine combustors. 

In such combustors, combined mechanisms influenced by the effects of 

swirling flow (which result in widened blow-off limit and increased number of 

unburnt spots) and high fuel jet velocity (which leads to strong interaction of 

local extinction and re-ignition), require more representative validation against 

experiments. Besides, the multi-jet inflows in such combustors create a 

turbulence environment involving many partially predominantly premixed 

flamelets, which increases the difficulties in choosing a proper combustion 

model. More details on this are presented below in Section 2.3.  

2.2.2 Summary of research work on turbulent jet flames 

Several important findings and issues involved in predicting turbulent jet 

flames in combustor-like burners are listed here again for clarity: 

 CMC, TJPDF and the flamelets method have been widely employed in 

predicting simple jet flames. The first two are more accurate in 

predicting slow chemical reactions, local extinction, and re-ignition 

while the latter is weaker in predicting lifted and swirling reacting 

flows due to the lack of interaction between the unburnt mixture (local 

cold spots) and the burnt mixture (incoming hot spots). 

 Although CMC and TJPDF display superior performance to the 
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flamelet methods, they are far more time consuming than the flamelet 

methods. In addition, the TJPDF has been identified to be less effective 

in predicting fast chemical reactions at high Damköhler numbers due 

to the inaccurate modeling of molecular diffusion (mixing models). 

 The steady and unsteady flamelet approach (SLFM and USLFM) are 

expected to be equally accurate in predicting major species 

concentration and temperature distributions in simple jet flames (no 

extinction and re-ignition) while the latter is more accurate in 

predicting fuel-lean flames and NOx concentrations since transient 

effects of the flamelet structure are considered. 

 These transient effects are known to be important due to several 

reasons: firstly, the flamelet lifetime can be much shorter than its 

diffusion scale corresponding to the rate of change of scalar dissipation 

rate closer to the tips of flames. Secondly, a turbulent flame structure 

which is very thin near the nozzle of the burner becomes wider at the 

forefront of the flame. Third, the scalar dissipation rate decreases with 

x
-4

 where x is the distance from the burner base (long time needed for 

scalar dissipation rate to take effect in flamelets). 

 To compensate for defects of SLFM and USLFM methods, the FPVA 

method has been developed by combining the two stability 

mechanisms established for lifted and blow-off flames. The first 

assumes that lifted flame is stabilised at a position where the local flow 

velocity is equal to the premixed burning velocity, and the second 

assumes that the competition between physical and chemical time 

scales dominates the stabilisation of lifted flame. 
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 Although the FPVA method has been shown to be effective in 

predicting local extinction and re-ignition in simple jet flames, there is 

a lack of studies regarding its applicability in the complicated flow 

configurations which occurs in industrially representative gas turbine 

combustors generalises several combustion mechanisms together.  

2.3 Combustion Research Works in Realistic Gas Turbine Combustor 

Geometry 

In a realistic gas turbine combustor, several major complexities make the 

modelling of non-premixed combustion problematic: 

 The very strong swirling flow which is used to stabilise the flame and 

widen the range of blow-off increases the frequency of interactions 

between the unburnt mixture (local cold spots) and the burnt mixture 

(incoming hot spots). 

 The high fuel jet velocity and strong swirling flow increase the 

possibility of flame lift-off. 

 The penetration of the high momentum primary jets prevents the 

flame from penetrating to the downstream and increases the flame 

residence time. Local re-ignition can thus occur more often than in 

simple lifted and piloted flames. 

 The porous wall inflow air although usually assumed not to be 

involved in any reactions, can contribute to the re-ignition mechanism.  

 The interaction between the wall recirculation zone (WRZ) and centre 

recirculation zone (CRZ) may lead to more aggressive mixing, 

resulting in more complex combustion mechanisms. 
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 The multi-jets configuration induces various turbulence length scales 

which can have a large impact on assumptions made in combustion 

models, for example, the thin reaction layer flamelet structure 

assumption requires the Kolmogorov scale of turbulence to be larger 

than the flamelet reaction layer thickness. 

 In realistic gas turbine combustors, because of the multi-jet and a 

dilution jet, the actual flame is almost inevitably partially premixed 

although in the past a non-premixed flame has usually been assumed. 

Since the 1970s, many experimental works (for example, see Figure 2.7) have 

been carried out in realistic gas turbine combustor geometries [100-107]. The 

most popular and complete experimental datasets that have been subsequently 

used were those published by researchers from Imperial College London [108-

117].  
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Figure 2.7: Sketch of the several combustors in past experimental works [100-

102]. 

 

(a) 
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(b) 

Figure 2.8: (a) Experimental layout of model Tay [114]. (b) Realistic 

experimental setup [109-111]. 

Most of the relevant experimental data in the literature have used industrially 

representative combustor geometries from can type combustor due to the ease 

of design, maintenance, and testing to more complicated modern combustors. 

In 1986, Heitor and Whitelaw [110] reported both isothermal and combusting 

flow characteristics of a can type gas turbine combustor (Figure 2.8). It was 

shown that in the primary region, combustion increased the strength but 

decreased the width of the CRZ whereas in the downstream region, 

combustion attenuated the magnitude and strength of swirl due to the axial 

acceleration of the flow. Very strong chemical non-equilibrium was noticed in 

the primary region where physical rather than chemical kinetic processes 

dominated the combustion. A partial equilibrium model was employed to 

predict the main scalar quantities in the primary region of the combustor 

where the fuel rich mixture, which exceeded the flammability limit, was 

assumed to be diluted with pure fuel. Although the main scalar quantities and 
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temperature were captured reasonably accurately, it was speculated that to 

predict pollutant concentrations better, flamelet methods might offer a better 

choice. In downstream locations, the local non-equilibrium became more 

severe and a constrained equilibrium model (such as a stretched flamelet 

method) was needed.  

In 1988, to understand the combustion characteristics further, Tse [118] 

carried out experimental studies (Figure 2.8a) in both annular and can-type 

combustors. The can-type combustor possessed the same geometry as the 

combustor used by Jones and Toral [109], Heitor and Whitelaw [110], and 

Bicen and Jones [111], although a smaller swirler was used to achieve a more 

fuel rich condition in the primary region of the combustor. The nature of the 

flames with these two swirlers (Figure 2.9) was thus different, with the large 

swirler unable to retain the flame in the primary region. With the smaller 

swirler, the flame in the primary region was held by the stronger impingement 

of the primary jets, which then contributes more to the CRZ. To improve the 

understandings of this combustor, many subsequent studies have been 

conducted in both experimental and computational areas.  
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(a) 

 

(b) 

Figure 2.9: Air flow split of the model Tay combustor. (a) Small swirler 

configuration [114]. (b) Large swirler configuration [109-111]. 

Bicen et al [114] compared the performance of the two different swirlers 

combustors and realised that a reduction of swirl flow from 25% to 7% 

increased the combustion efficiency by 19%, attributing this to a more 

complete consumption of fuel in the primary region (for the same air-fuel 
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ratio). An increased amount of air from the primary jets was observed to 

contribute to the combustion process since the radial penetration of these jets 

increased from 50% (larger swirler) to 100% of the combustor radius. A 

numerical study using the chemical equilibrium assumption showed that in the 

fuel-rich primary region of the combustor, the CO and H2 levels were over-

predicted by up to five and seven times. 

In a succeed investigation, Bicen et al [119] carried out experiments at two 

different air fuel ratios and swirl numbers. It was shown that the CRZ in the 

primary zone was driven by the combined effects of primary jets and swirl air. 

The air injected through swirler, porous wall and primary jets was insufficient 

to dilute the central parts of the primary region that the predominantly fuel 

rich conditions were diluted. More importantly, it was noted that the upstream 

flow of primary jets was decreased by 60% when a lower air-fuel ratio and 

weaker swirler were used. 

In 1992, McGuirk and Palma [112] summarised the influence of numerical 

parameters in simulating the same combustor. The inlet boundary conditions 

were carefully examined and improved boundary conditions were proposed 

when no experimental data were available. The contribution of this work will 

be discussed further in Chapter 4 since the current work employed the same 

boundary conditions. 

Jones in 2002 [117] employed the computationally very expensive large eddy 

simulation (LES) method and a non-premixed combustion model (mixture 

fraction, zero stretching SLFM and a presumed Beta-PDF shape) to predict the 

reacting flow in the same combustor, avoiding the infinitely fast chemistry 
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assumption employed in very simple models of chemical equilibrium (mixed 

is burnt) methods [110]. Due to inappropriate boundary condition for the fuel 

injector component, the temperature prediction in the primary region of 

combustor was far from the experimental results although better agreement 

was observed in the downstream region of the combustor.  

 

 

 

 

 

 

 

 

 

Figure 2.10: Velocity streakline with and without the fuel injector component 

sitting on the cone section of the can type gas turbine combustor. (a) Without 

fuel injector. (b)  With fuel injector [115]. 

In 2004, Di Mare et al [115] improved the representation of the fuel injector 

flow in their LES predictions, employing same combustion model as Jones 

[117], and the resulted in better temperature agreement with experiment in the 

primary region. The predicted velocity streaklines in Figure 2.10 show two 

completely different CRZ flow fields with the two fuel injectors. However, 

despite the improvements achieved, the flame shape/pattern was still 

inconsistent with the experimental results that the side flame stripe observed in 

(a) No fuel injector 

 

 

 

 

 

(b) With fuel injector 
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their study was not seen in the experiment as shown in Figure 2.11. It was 

suggested that local extinction and re-ignition should be taken into account 

since the species concentrations near the fuel injector were badly predicted, 

especially for CO which was identified to be highly influenced by the ‘fast’ 

reaction assumption inherent in the SLFM method. A full report of this study 

can be found in the thesis of Di Mare [116]. 

Other than these, the recent prediction by Menzies in 2009 [120] again showed 

the difficulties of using a non-premixed combustion model in an SLFM 

method for predicting the reacting flow in the primary region (partially near 

fuel injector). Kriger et al in 2015 [108] also predicted the reacting flow in the 

large swirler combustor using the same combustion method and a (much 

cheaper than LES) Reynolds stress turbulence model (RSM), but predicted 

results were again far from experimental results. 

Overall, as far as the author is aware, there have been no comparative studies 

between non-premixed combustion models (mixture fraction/flamelet method) 

and partially premixed combustion models (FPVA method) in spite of the fact 

that the former has not performed well and the latter has not been tested in a 

realistic gas turbine combustor problem. 
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Figure 2.11: Temperature distributions from: (left) prediction (five levels 

between pink = 2200K and blue = 315K) [115], (right) experiment [114]. 

2.4 Turbulent Flow Simulations 

Turbulent flow simulation, relying especially on partially resolved turbulent 

spectrum i.e. the large eddy simulation (LES) approach, has become an 

important research topic over the past few decades.  

Despite the growth popularity of the LES, it has so far limited impact on 

industrial flow simulations because of its high-resolution requirement in high 

Reynolds number near-wall flows. In an attempt to reduce computational cost 
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and avoid the high resolution needed for LES in near-wall regions, an 

alternative method was proposed by Spalart et al [121-123], i.e. hybrid method 

of Detached Eddy Simulation (DES). This employs a Reynolds Averaged 

Navier-Stokes (RANS) in the attached boundary layer and an LES approach in 

detached flow regions. However, the explicit dependence on local grid spacing 

makes the implementation of this approach most easily realized in structured 

meshes. In other words, the switch between RANS and LES regions requires 

the comparison of predicted turbulent length scale in the RANS-approach with 

the local grid spacing. In complex geometry engineering flows, unstructured 

meshes are often used and this requires more practical DES-like approaches. 

Whilst these have recently become available, DES in unstructured mesh is still 

in the development stage.  

As an alternative to LES, the scale adaptive simulation (SAS) methodology 

was derived by Menter et al [126] in 2003. This was based on Rotta’s 

derivation of the transport equation for the two-point, two-time velocity 

correlation in 1950s [124, 125]. An exact transport equation for KL was 

developed from the two-point velocity correlation equation where K is the 

turbulent kinetic energy and L is the integral length scale of turbulence. The 

so-called K-KL model, based on Rotta’s formulation was hardly used only 

recently due to several problems with the 2
nd

 and 3
rd

 order derivative of 

velocity appearing in the source term of KL transport equation. However, 

Menter et al [126] have proposed that Rotta’s formulation can be used to allow 

the turbulence spectrum to be resolved down to the grid limit and to provide a 

smooth transition between RANS (stable flow regions with small variations of 

strain rate) and LES-like behaviour (unstable flow regions with large variation 
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of strain rate) without an explicit dependency on the local grid spacing as in 

the DES. The problem with the 2
nd

 order derivative of velocity abandoned in 

the 1950s is recovered in Menter’s approach, which was the main 

distinguishing factor of the model compared to traditional two-equation 

models.  

Several case studies have been performed by Menter et al [127-132] showing 

the superiority of the SAS modelling approach. A linear dependence of the 

integral of Rij•r with respect to r on the 2
nd

 order derivative of velocity was 

employed by Menter and Egorov [128] and a quadratic dependency was 

considered by Menter et al [132] to account for the inhomogeneity of 

turbulence. Two formulations of SAS-approach have been developed in the 

last decade. In 2004, Menter and Egorov [128] introduced the variable of     

as an alternative to the length-scale equation as it provides direct 

proportionality to the eddy viscosity and is referred to as K square root KL 

model (KSKL). In 2005, an SAS-approach was reformulated for the use in 

conjunction with Menter’s shear stress transport K-omega model [141] 

(SSTKW) and is referred to as SSTKWSAS. The SSTKWSAS model was 

used for two industrial applications in [131], the 3-D acoustic cavity and the 

ITS combustion chamber. For the 3-D acoustic cavity test case, the main 

acoustic modes were predicted to be in good agreement with experiment even 

though only coarse mesh was used.  

The non-reacting and reacting flow in the ITS combustion chamber (a burner-

like simple combustion chamber) was predicted with a partially premixed 

combustion model (premixed methane-air). Unsteadiness in the chamber was 
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introduced by the highly swirling flow at the chamber inlet. Although with 

only limited experimental data for comparison, the predicted temperature 

using the SSTKWSAS approach provided better agreement with experiment 

compared to the purely time-averaged SSTKW model.  

In 2010, Mentor and Egorov [133] summarised the development of the SAS 

methodology and presented a few test cases. The test case of a periodic hill 

flow was presented as described in the LES study by Fröhlich et al [134]. The 

result showed the ability of the SAS approach to achieve solution from LES-

like to RANS-like according to the pre-set time step size Δt and mesh 

resolution (the eddy viscosity was auto adjusted accordingly). The second test 

case corresponding to flow separation around a triangular cylinder 

(experiment of Sjunnesson et al [135]) confirmed the ability of the SAS 

approach to provide a partially resolved turbulence spectrum down to the 

mesh and time step resolution. For coarse mesh or large time steps, SAS 

automatically reverts to a RANS mode and was shown to provide a convenient 

path below this and in scale-resolving flow simulations. 
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Figure 2.12: SSTKWSAS simulation for ITS combustion chamber. Top: 

Configuration. Bottom left: Q-criterion of Non-reacting flow. Bottom right: Q-

criterion of Reacting flow [136]. 

More complex engineering test cases were also presented by Egorov et al 

[136]; for example an internal flow with heat and mass transfer, buoyancy and 

combustion, an aerodynamic flow with massive separation and aero-acoustic 

applications. Large eddy structures in a reacting and a non-reacting 

combustor-like burner test case (see Figure 2.12) proved the capability of SAS 

approach to resolve turbulent large scale unsteadiness. Lower eddy viscosity 

predicted by SSTKWSAS model in an aerodynamic flow test case (Figure 

2.13) presented superior performance of this model compared to conventional 

SSTKW model. Turbulence kinetic energy cascades at a much lower rate 

compared to other RANS models.  
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Overall, it was shown that the SAS methodology can be employed in a wide 

range of engineering problems and that it provides qualitatively improved 

result compared to traditional RANS or URANS models. The SAS-approach 

was identified as a valuable method as it returns RANS solutions under the 

coarse mesh and large time steps, but has great advantages over existing 

hybrid RANS/LES methods such as DES. 

 

Figure 2.13: Q-criterion contour plot for aerodynamic flow, left: SSTKW 

model. Right: SSTKWSAS model [136]. 

Nevertheless, the engineering problem of interest here - turbulent combustion 

in an industrially representative combustor has so far not been simulated using 

SAS methodology. As far as the author is aware, except for the test case of 

above mentioned ITS combustion chamber [131], the only combustor that has 

been investigated using SAS was presented by Fossi et al [137]. The 3-D 

reacting turbulent two-phase flow field of a scaled swirl-stabilized gas turbine 

combustor was numerically simulated by the SAS approach and compared 

with solution from a URANS approach. The main flame trends predicted by 

the SAS approach coupled with tabulated flamelet based chemistry were seen 

to be reasonably accurate compared with the experimental result. URANS 

simulation using the same combustion model led to poor predictions of global 
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flame trends. However, both of the above simulations were conducted for 

geometrically simple combustor like burner configuration and these do not 

provide sufficient confidence of the capability of SAS for industrially 

representative combustors in which local extinction and re-ignition may 

appear more frequently.  

In a recent work by Di Mare et al [115], an inconsistent flame shape was 

predicted comparing experimental data and LES results using non-premixed 

combustion model. Although predicted reacting flow fields in downstream 

locations were in better agreement with measurement, 26,432h of wall-clock 

time for one prediction using 64 processing elements in a Cray T3E computer 

makes LES not feasible for engineering design of industrial combustors 

although it should be realised that their work was done in 2004 and computer 

capability and cost-effectiveness have certainly increased.  

In 2016, Zhang et al [138] predicted the same combustor using a Reynolds 

Stress Model (RSM) in conjunction with partially premixed combustion 

method. The flame shape in the primary region was in good agreement with 

experimental data, but temperature discrepancies were also observed. It was 

concluded that potentially by using a less dissipative scale-resolving 

simulation (SRS) method such as the SSTKWSAS model, the predicted 

temperature might be in better agreement with experimental result and the 

CPU time requirement for prediction would be far less than that required by 

LES. 

Thus, based on the above review of the simulations of combustors, it is 

concluded that a study comparing URANS approach and a scale-resolving 
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simulation (SSTKWSAS) models of turbulence combined with a partially 

premixed combustion model (described below) would be a useful analysis to 

be carried out to demonstrate the capability of SAS methodology for this type 

of engineering flow. The previous Tay model combustor measurements were 

used as an excellent and well-defined test case for this study.  

2.5 Overall Summary 

Having discussed previous relevant experimental and computational works, a 

short overview is provided below as well as a list of defects/gaps and 

questions which remain to be answered:  

Overview: 

 In simple burner flames with no strong local extinction and re-ignition, 

various combustion models have been developed of which the most 

widely used are non-premixed combustion models such as SLFM and 

USLFM. 

 The FPVA method was developed to overcome the defects of the 

SLFM and USLFM methods, which were identified as being 

inappropriate for strong local extinction and re-ignition combustion 

problems in swirling or lifted flames. 

 LES method using SLFM have been tested to simulate a rich burn 

industrially representative can-type combustor and although reasonable 

downstream temperature agreement was achieved, the flame 

shape/pattern and the majority of species concentrations near the fuel 

injector were not correctly captured.  
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 RSM methods using SLFM have been employed to simulate a similar 

can type combustor that the predicted result was far from experiment 

across the whole combustor. 

 Partially premixed combustion models such as the FPVA method or its 

variants have not yet been used in simulating industrially 

representative combustor so their performance is still unknown for 

such application. 

Gaps/Defects and outstanding questions to be answered: 

 How good is the partially-premixed FPVA method compared to the 

non-premixed flamelet method in simulating temperature and species 

concentrations in industrially representative combustors? 

 How does the complex flow configuration in such combustors 

influence the different combustion mechanisms present? (e.g. the 

importance of local extinction and re-ignition, unburnt and burnt 

mixtures) 

 How well does the progress variable approach embedded in the FPVA 

method control the chemical reactions in the primary region of the 

combustor? 

 What is the performance of the variants of the FPVA method that have 

been proposed (the so-called flame surface area method and the 

turbulent flame speed method) 

 How good are scale-adaptive simulation methods such as the 

SSTKWSAS model compared to Large Eddy Simulation (LES) in 

complex combustor flow and what are the trade-offs between accuracy 
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and efficiency? 

 How do the SAS or RANS approaches influence the selection of the 

progress variable in FPVA method since a thin reaction zone 

assumption has been employed in the majority of combustion methods?  

The present calculations are to answer the above questions and detail 

discussions are provided in Chapters 5 and 6. 
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Chapter 3 

Mathematical Model 

3.1 Introduction 

In this chapter, the mathematical equations of several turbulence and 

combustion models are presented and discussed in terms of their merits and 

drawbacks in predicting realistic gas turbine combustor in which complicated 

turbulent combustion mechanisms are mixed together. The basic conservation 

equations for continuity, momentum and enthalpy share the general form: 

   

  
      ⃗                      (3.1) 

Where   is the density and   represents the conserved quantities. To account 

for highly unsteady turbulence effect in either reacting or non-reacting flows, 

Reynolds-averaging is usually applied to the general equation and models are 

required to provide closure to the unknown Reynolds stresses in non-reacting 

flow and the turbulent scalar fluxes in reacting flow resulting from the non-

linearity of the convection term. Besides, the closure of the mean chemical 

reaction term is also one of the main difficulties in reacting flows.  

In non-reacting flow, the majority of turbulence models employ the so-called 

Boussinesq eddy viscosity assumption to model the Reynolds stresses. The 

assumption for the 2nd order correlation states that the Reynolds stress tensor 

is proportional to the mean strain rate tensor taking the form: 
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Where    represents the turbulent eddy viscosity in analogy to laminar 

viscosity and requires extra modelling. In reacting flow, a common practice to 

provide closure for turbulent scalar fluxes uses the gradient diffusion 

hypothesis: 

  
   ̅̅ ̅̅ ̅̅     (

  ̅

   
)        (3.3) 

Where    represents turbulent diffusivity and is defined as          , and 

the turbulent Prandtl number    usually takes the value of 0.85. 

To calculate the turbulent eddy viscosity, traditionally two equation turbulence 

models have been employed with two extra variables to reflect the length and 

time scale of turbulent eddies, and to formulate the turbulent eddy viscosity. 

The two extra variables also have governing equations with the general form 

of equation 3.1 and are mainly classified into two groups: K-epsilon (KE) and 

K-omega (KW) turbulence models. The standard two-equation K-epsilon 

model proposed by Launder and Spalding [139] has been widely accepted for 

most practical engineering problems.  

However, it is also accepted that the KE model lacks any mechanism to reflect 

the effects and behaviour of highly swirling flow. It is thus not employed in 

this thesis due to the presence of swirling motion in the simulated combustor. 

Instead, three turbulence models are employed: SSTKW (Shear stress 

transport K-omega) [141], RSM (Reynolds stress model) [143] and 

SSTKWSAS (K-omega, shear stress transport, scale adaptive simulation) 

[133]. Their merits and drawbacks will be discussed in the next section 
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followed by a very detail description of the mathematical formulation of non-

premixed and partially premixed combustion models. 

In this thesis, a chemical kinetic scheme of 244 chemical reactions and 50 

species as recommended in [140] is employed to simulate propane-fuel 

combustion in an industrially representative gas turbine combustor by using 

species and temperature profiles derived in a laminar opposed-flow diffusion 

flame and expressed in the mixture fraction space. The steady laminar 

flamelets are tabulated beforehand for scalar dissipation rate from a chemical 

equilibrium value of 0/s to a flame extinction/quenching value of 58/s. This 

avoids high computational power resources required if solving the species in 

physical space [15]. 

3.2 Turbulence Models 

3.2.1 SSTKW model 

The shear stress transport K-omega model (SSTKW) developed from the basis 

of the standard K-omega model shows superior advantages compared to 

standard K-epsilon model [141]. Instead of using turbulent dissipation rate as 

in the K-epsilon model, the SSTKW model employs turbulent vorticity (or 

turbulent frequency) to represents the time scale of turbulent eddies. The 

equations for the SSTKW model and the formulation of eddy viscosity are: 
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        (3.6) 

Where    and    represents the generation of turbulent kinetic energy and 

turbulent vorticity respectively.    and    represent the dissipation of   and  , 

and    represents a cross-diffusion term due to the transformation of the 

standard K-omega model from the standard K-epsilon model. The main 

difference between SSTKW and the standard KW model is due to the use of 

two blending functions    and    in calculating     
  and     , where      

        and     
         .    is calculated according to equation 3.6, 

while    and    represent the turbulent Prandtl numbers for   and  . The 

formulation of    reverts to the one in the standard KW model when the 

blending function    equals to zero. 

The calculation of the two Prandtl numbers in the SSTKW model also differs 

from the standard KW model by involving the blending function of   :. 

   
 

  
    

            

        (3.7) 

   
 

  
    

            

        (3.8) 

Where     ,     ,      and      are model constants. 

The two blending functions    and    are designed to activate a standard K-

omega model in the near wall region, and a modified K-epsilon model away 

from the wall. 
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3.3.2 Reynolds stress model (RSM) 

As an alternative to using the Boussinesq assumption to provide ‘closure’ to 

the Reynolds Averaged Navier-Stokes equations (RANS), the most widely 

used RANS model is the RSM model. The RSM model is developed to 

overcome the major defect of two equation models in which a scalar eddy 

viscosity is assumed. 

With RSM, six Reynolds stresses     appeared the in 3D RANS equations and 

thus are solved directly with the help of an equation for the turbulent vorticity. 

However, the accuracy of this model is still limited by assumption made to 

close the Reynolds stress transport equations and by the seventh equation 

which implied a single time scale of turbulence: dissipation rate  , or turbulent 

vorticity  . 

The transport equations for the Reynolds stress take the form: 

     

  
   (   ̅̅ ̅   )                             (3.9) 

Where       is molecular diffusion,     is stress production and these require 

no extra modelling. The other three terms:      , turbulent diffusion,    , 

pressure strain and     , dissipation all need to be modelled to close the 

equations. 

The turbulent diffusion term is modelled as in equation 3.10, where the Prandtl 

number    takes the value of 0.82 as suggested by Lien and Leschziner [142]: 

      
 

   
 
  

  

    

   
                                       (3.10) 
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The tensor      is modelled as: 

       
 

 
       

 

                   (3.11) 

Where   √    is the speed of sound,   is the ratio of specific heats      . 

  is computed with a modified version of equation 3.5 by replacing   with   

and changing the model constants to those in the standard K-epsilon model. 

The eddy viscosity in this equation is computed from       
  

 
 where 

        and   
 

 
  

   
 ̅̅ ̅̅ ̅̅ . Two methods for modelling the pressure strain 

term     have been suggested in the past, a linear pressure strain model (RSM-

linear) and a quadratic pressure strain model (RSM-quadratic). The former is 

used for the current work [143-145].  

3.3.3 SST k-omega scale-adaptive simulation (SSTKWSAS) 

Despite the capabilities of eddy viscosity and RSM in simulating many 

engineering flows, in their steady RANS formulations, they often do not 

perform well in flows that possess large scale unsteady features (e.g. high 

swirl flows) since all unsteadiness is averaged out in steady turbulence model 

based RANS. To overcome this problem and to relax the effect of 

computational high cost and sensitivity to mesh, the SAS-approach which was 

developed by Menter et al [126] and is of scale resolving simulation (SRS) 

approach is used in the current work. The approach has been demonstrated to 

provide a smooth transition between RANS and LES like behaviour without 

an explicit influence of mesh resolution on the RANS mode of this model.  
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The SSTKWSAS model is implemented on the basis of conventional two-

equation SSTKW model and originates from the idea of Rotta’s two-point, 

two-time velocity correlation [124, 125]. The macro/integral length scale and 

time scale are defined by re-formulating the transport equation for the 

correlation tensor     (See Appendix A for a detailed derivation): 
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                    (3.14) 

Where          and         . The transport equation for     is derived 

by summing up the following pair of equations: 

            
                   ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅               (3.15) 

            
          

         ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅               (3.16) 

Where         and     
          are the transport equations for the 

instantaneous velocity fluctuation at different times and positions.  

With the aid of the transport equation for     and invoking the definition of 

length scale in equation 3.13, the transport equation for      can be 

formulated in which the original von Karman length scale of     

  
     

       
  appears in a source term and is the major distinguishing factor of 

the SAS approach compared to traditional RANS models. The von Karman 

constant   takes the value of 0.41. By transforming the transport equation for 
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  to the traditional SSTKW model, the newly reformulated equation of 

SSTKWSAS model differs from equation 3.4 and 3.5 by the additional SAS 

source term      appearing in the   equation: 
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)            (3.17) 

Where        ,   =2/3,    , and length scale of turbulence   

     
   

   [133]. 

Moreover, in contrast to traditional two-equation models, the appearance of a 

source term including the original von Karman length scale provides an 

interesting source of turbulent length scale. It was observed in [133] that by 

having this term, a different and better behaviour of the URANS result can be 

produced for 2-equation closures. However, it was also observed that 

insufficient damping of the smallest unsteady scales leads to numerical 

instability. This occurs because that the predicted eddy viscosity is too small 

to dissipate the energy of the smallest eddies defined by the resolution of the 

mesh. To avoid this problem, a limiter   is calculated from the cubic root of 

the local cell size and used to reformulate the von Karman length scale and 

ensure that    
       [127].  

3.3 Combustion Models 

3.3.1 Mixture fraction theory 

To predict turbulent diffusion flames using detailed chemistry, mixture 

fraction theory is one of the most popular methods. The method was originally 

derived from a single chemical reaction ‘laminar diffusion flame’ where the 
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conservation equations for mass fraction of fuel and oxidizer, and temperature 

can be written as: 

       

  
   (        )    (        )       ̇              (3.18) 

     

  
                             ̇              (3.19) 

   

  
            (

 

  
  )  

 

  
     ̇               (3.20) 

Where   is the diffusivity and   is the thermal conductivity. The fuel reaction 

rate      ̇  is related to the reaction rate for temperature by    ̇  

      ̇ where   is defined as the heat released by the complete combustion of 

1kg fuel. The fuel and oxidizer reaction rate are related by    ̇        ̇  

where s is the stoichiometric ratio. The Lewis number           has been 

defined as unity in this thesis. 

Combining equation 3.18 to 3.20, a general equation for a passive scalar may 

be derived for specific scalar quantities Z as: 

   

  
                                  (3.21) 

Where the three quantities           and   are related to the passive scalar by: 

                 
   

 
            

   

 
                (3.22) 

Passive 

Scalar 

Fuel Inlet  
        

Oxidizer Inlet  
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Table 3.1: Boundary conditions for passive scalars. 

 

The three scalar quantities follow the same transport equation but have 

different boundary conditions as shown in Table 3.1 (     
  and    

  are fuel 

and oxidizer mass fractions at flow inlets). 

A normalized elemental mixture fraction is then defined as: 

  
        

             
                            (3.23) 

Where    is the elemental mixture fraction for element  , the range of    is 

therefore from zero (when        ) to unity (when  =       ). The mixture 

fraction transport equation can then be written similarly as: 

   

  
                                             (3.24) 

Where        , and the Prandtl number for Z (  ) takes the value of 0.85. 

Expressing   using the boundary conditions provided in Table 3.1 gives: 

  
              

 

      
     

  

   

 
       

     
 

 

       
 

 
      

  
     

 

 

 

   

 
      

     
 

 
    

 

 
       

 

 
  

     
 

 
    

 

           (3.25) 

While, turbulence effects are not considered in above equations. In reality, 

turbulence always leads to the values of quantities such as temperature, 

mixture fraction, or velocity to deviate from their mean values. Hence, to 
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include turbulence effects into the above equations, either density weighted 

averaging method which has consider the density fluctuation or Reynolds 

averaging method can be used to re-write the above equations. The former 

method has been used for the simulations in the present work, and resulted in 

the following equations: 

{

  ̅  ̃
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            (3.26) 

Where  ̅  
     ̃  and  ̅  

    
  ̃  are derived from the convection term. For 

simplicity, the symbol  ̅ is replaced with   and   
     ̃  is replaced with   

   ̅̅ ̅̅ ̅̅  in 

the following sections although density weighted variables are always used.. 

3.3.2 Laminar flamelet theory (LFM) 

The dependency of all species mass fractions on mixture fraction and 

temperature is such that           (see equation 3.25) although it should be 

realized that this applies to instantaneous quantities. The actual dependency of 

temperature and species on mixture which defines the flamelet structure has 

not been provided and hence1D-thin (large       ), laminar flamelets are 

assumed to be embedded in the turbulent flow field [15-17].  

The flamelet structure can then be interpreted by transforming the transport 

equation for the equation 3.27 from physical space to mixture fraction space  

using the chain rule of differentiation (
 

  
 

 

  
 

  

  

 

  
) and the continuity 

equation, and neglecting the gradient of species mass fraction along the flame 

surface  
   

  
   (see Figure 3.1). This leads to equation 3.28. 
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                       ̇                         (3.27)  

 
   

  
   ̇    (

  

  

  

  
)

    

   
                (3.28) 

 

Figure 3.1: Laminar flamelet iso-surface, mixture fraction space. 

The most often used flow field to study laminar flamelet in non-premixed 

flames is by the geometry consisting of opposed, axisymmetric fuel and 

oxidizer jets. If the velocity of jets is increased or the distance between the two 

jet inlets decreased, the flame is said to be strained and departs from chemical 

equilibrium. An increasing high speed of jets can extinguish the flame since 

this can introduce excess oxidizer which can blow the flame off if the 

diffusion rate is much higher than reaction rate. The strain rate is defined as 

        (  jet velocity,  : distance between jets), but is often replaced by 

the scalar dissipation rate written as: 

                           (3.29) 
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Where D is the diffusion coefficient; Zero or low scalar dissipation represents 

the status of chemical equilibrium. 

From equation 3.29, equation 3.28 can be re-written as: 

 
   

  
   ̇  

 

 
  

    

   
                           (3.30) 

The temperature equation can be written similarly as: 

 
  

  
   ̇  

 

 
  

   

   
                    (3.31) 

Thus, the diffusion flame is said to be controlled by two mechanisms: mixing 

and reaction. Equation 3.24 may be solved to describe the dependency of 

mixture fraction on space and time and equation 3.31 is solved to describe the 

rate of chemical reactions controlled by the diffusion rate of reactants into the 

flame reaction region and the scalar dissipation rate  , i.e.           , 

           . 

In steady laminar flamelet approach (SLFM), the first term on the L.H.S. of 

equations 3.30 and 3.31 is neglected. This approach is also applicable to fast 

chemical reactions, implying that turbulence-induced chemical non-

equilibrium is mainly due to aerodynamic strain: 

{
  ̇   

 

 
  

    

   

  ̇   
 

 
  

   

   

̇                  (3.32) 

For an unsteady flamelet (USLFM), the first term is retained. As discussed in 

Chapter 2, SLFM and USLFM are often found to be of similar equally 

accuracy in predicting major species concentration and temperature 
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distribution in simple jet flames (no extinction and re-ignition), while the latter 

is more accurate in predicting fuel-lean flames and NOx concentrations. 

However, both methods lack mechanisms to account for local extinction and 

re-ignition due to the assumption of thin reaction regions and fast chemistry. 

To take into account of local extinction and re-ignition, the FPVA method is 

employed to allow the partially premixed combustion and will be discussed in 

Section 3.3.5. The SLFM method has been used in this thesis together with the 

employed 244 chemical reactions mechanism detailed in Appendix D. 

3.3.3 Presumed probability density function (Presumed PDF) 

The LFM described above produces a description of the species/temperature 

distribution in the flame structure as a function of the instantaneous mixture 

fraction. In order to account for turbulence-chemistry interaction, a presumed 

Beta-PDF method for   is employed in this thesis. Probability density function 

     describes the likelihood of the fraction of time that is spent for the 

mixture fraction to occur in the range denoted by    about any value of   . 

The area under the probability density function over the range    is equal to 

the fraction of time that the mixture fraction is located in the band of    

(Figure 3.2). A mathematical equation can therefore be written as: 

             
 

 
∑                    (3.33) 

Where T is the total time scale and the sum of    in the range of T defines the 

total amount of time the mixture fraction has spent in the range  . 
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Figure 3.2: Probability density function definition. 

Expanding this idea to the two variables PDF,          then used to evaluate 

the time averaged-quantities which are dependent on   and    : 

{
 ̅  ∬                      

  ̅  ∬                       

               (3.34)  

The ideal gas law may then be used to calculate the  time-averaged density: 

 

 ̅
 ∬        

 

        
                     (3.35)  

The     is defined as the instantaneous stoichiometric scalar dissipation at  

      and their relationship is provided as [15]: 

    
                         

 
                (3.36) 

Where    is the aerodynamic strain rate defined as in opposed, axisymmetric 

fuel and oxidizer jets. The use of     rather than   is to link the aerodynamic 

strain rate with the stoichiometric mixture fraction which defines the thickness 

of reaction zone. The increase of strain rate will increase the gradient of 

stoichiometric mixture fraction since when flame is strained the width of the 
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flame reaction zone diminishes. When     approaches zero, the chemistry is 

recognized as in equilibrium and local quenching/extinction appears when 

              . 

The 2D PDF          used in this thesis assumes statistically independency 

between   and    , i.e.                     . Although this assumption 

seems crude, it is believed that sufficient accuracy has often been achieved. 

The Beta-PDF method has been used in this thesis so that the shape of     is 

dependent on the mixture fraction   and its fluctuation    ̅̅ ̅̅  : 

     
                  

        
                (3.37) 

Where   is the gamma function and is defined as: 

     ∫  ̅    

 
   ̅  ̅                (3.38) 

The two variables a and b are PDF parameters and are expressed as: 

{
   ̅ 

 ̅    ̅ 

   ̅̅ ̅̅ ̅    

      ̅  
 ̅    ̅ 

   ̅̅ ̅̅ ̅    
                (3.39) 

Equation 3.39 indicates that to determine the Beta function shape, an 

additional transport equation for mixture fraction variance    ̅̅ ̅̅  must be solved: 

 

  
(    ̅̅ ̅̅ )    (      ̅̅ ̅̅ )    (       ̅̅ ̅̅ )         ̅     ̅                 (3.40) 

Where           and model constants    (Prandtl number),    are defined 

to be 0.85 and 2.86.  
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A Dirac-delta function is applied to         so that the fluctuation of     is 

neglected implying                 
̅̅ ̅̅  and the mean scalar dissipation is 

defined as    
̅̅ ̅̅       ̅̅ ̅̅     in which   =2.0 [146]. The Dirac-delta function 

assumes that when        
̅̅ ̅̅   ,          , when        

̅̅ ̅̅   , 

        . A more physical approach might be to use a log normal 

distribution proposed by Effelsberg and Peters [147] but it is not employed in 

this work. 
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… … … … 

Table 3.2: A look-up table to correlate mean quantities with mean mixture 

fraction and its variance 

Finally, a look-up table (see Table 3.2) can be built to correlate any mean 

quantities with the two variables  ̅ and    ̅̅ ̅̅  only. The  mean mixture fraction 

and its variance     ̅̅ ̅̅  
 

  

 

 
   

 ̅̅ ̅̅ ) are used to determine different shapes of PDF 

and these shapes can thus be integrated to find the mean values for quantities 

such as species mass fraction and temperature.  

 



88 
 

3.3.4 Non-premixed combustion discipline 

In the non-premixed flame, fuel and oxidizer are injected into the combustion 

chamber separately. The reaction rate is mainly controlled by the rate of 

mixing of fuel and oxidizer, and therefore, the generated flame is also called a 

diffusion flame. The non-premixed combustion is said to be a rate limited 

process as the regimes of modelling for such combustion require the 

consideration of both reaction time and mixing time, which are limited via the 

Damköhler number         . Poinsot et al [148] introduced a regime 

diagram for non-premixed flames according to the Damköhler number and the 

turbulence Reynolds number            as shown in Figure 3.3.  

 

Figure 3.3: Regime diagram for non-premixed combustion [148]. 

The figure divides the turbulent non-premixed combustion problem into three 

regimes. 

 A) When the chemical reaction time is much smaller than the mixing time, i.e. 

for fast chemistry, the reactive layer of the flame is thinner than the diffusion 

layer. The smallest possible Kolmogorov size can only be equal to the 
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diffusion layer thickness and thus has no effect on the inner reactive layer, and 

the turbulent flame is assumed to be composed of laminar flamelets. The 

flamelet region is bounded by the flame Damköhler number and the 

Damköhler number of the laminar flamelet assumption (LFA),           . 

The flame Damköhler number is defined by the ratio of flow time scale to 

chemical time scale, and the former can be estimated using the averaged scalar 

dissipation rate. 

B) For larger chemical time scale, the reactive layer is thickened to the size of 

the Kolmogorov length scale, the LFA is no longer valid, and unsteadiness 

effects are to be expected. 

C) When the chemical reaction is very slow, the fast diffusion of the mixture 

into the reactive layer leads to not combusted mixtures and the flame tends to 

extinguish. The extinction region is bounded by         . The flamelet 

method is no longer valid as has been discussed previously in Chapter 2. 

In this thesis, the fast chemistry assumption is made in regime A in Figure 3.3, 

the mixture fraction/SLFM combustion model is used for the simulation of 

turbulent combustion. The non-premixed combustion model has been widely 

used in simulating diffusion flames due to its relatively higher accuracy and 

efficiency though it is unable to predict extinction and re-ignition well.  
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3.3.5 Partially-premixed combustion discipline 

To fully capture the turbulent combustion physics such as extinction and re-

ignition, the FPVA approach has been used in this thesis as a partially 

premixed combustion model and its performance compared with that achieved 

from non-premixed combustion models.  

The FPVA method is recognised as able to simulate local extinction and re-

ignition in combustor-like burners as discussed in Chapter 2, although limited 

simulations have been done in realistic gas turbine combustor in which the 

local extinction and re-ignition can be very much stronger. A partially-

premixed model is able to track two mixture status, either combusted or not 

combusted. For combusted mixtures, regime A in non-premixed combustion 

model is employed to decide the flame properties. For unburnt mixtures, a 

simple non-reacting mixing problem can be easily solved. The only question is 

how to decide the status of the local mixtures. To achieve this, an extra 

transport equation for the reaction progress variable is employed to track the 

flame front position.  

The FPVA method compensates for the deficiencies of a non-premixed model 

since the mixture fraction contains no intrinsic information about the progress 

of chemical reactions. In FPVA, the local status of the mixture is distinguished 

includes the solving for the  progress variable C with mean reaction rate   ̇̅̅̅̅ . 

The transport equations for the mixture fraction and progress variable are:  

{

   ̅

  
       ̅̅ ̅ ̅          ̅ 

   

  
       ̅̅ ̅                ̇̅̅̅̅

              (3.41) 
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Where         , and the turbulent Prandtl number    takes the value of 

0.85,           and the turbulent Schmidt number     takes the value of 0.7. 

The progress variable C is defined as: 

  
∑   

 
   

∑      
 
   

                  (3.42) 

Where    is the mass fraction of product species and       is the equilibrium 

mass fraction for each product species. The density weighted scalar quantities 

such as species mass fractions in a thin flame can then be calculated from:  

 ̅   ∫   
 

 
               ∫            

 

 
            (3.43) 

Where      represents the presumed PDF (see equation 3.37). When C=1, 

mixtures are fully burnt so regime A in non-premixed combustion is adopted, 

when C=0, a pure mixing problem is assumed. In addition, when the mixture 

is fully burnt (C=1), the strained steady laminar flamelet method has been 

used as discussed above for   , the density weighted scalar quantities are not 

only a function of mixture fraction, but also the scalar dissipation rate in 

equation 3.34.  

In order to solve for C from equation 3.41, modelling must be provided for the 

mean reaction rate term   ̇̅̅̅̅  . Five regimes (see Figure 3.4 and the detailed 

explanation in Appendix B) have been proposed to describe the behaviour of 

the flame under the influence of turbulence and chemical reaction. In this 

thesis, two regimes are employed to provide closure to the term   ̇̅̅̅̅ , the 

Zimont Turbulent Flame Speed Closure Method or the Extended Coherent 

Flamelet Method (ECFM). 
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Figure 3.4: Regime diagram for premixed combustion [149]. 

Zimont Turbulent Flame Speed Closure (ZTFSC) Method: The mean 

reaction rate in equation 3.41 can be modelled as [150]:  

   ̇̅̅̅̅                            (3.44) 

Where    is the density of the unburnt mixture and    is the turbulent flame 

speed which must be evaluated. The ZTFSC model belongs to a class of 

turbulent flame speed (TFS) model. Other models to decide TFS are available 

[15] but are not used here.  

The ZTFSC method computes the turbulent flame speed by considering a 

wrinkled and thickened flame front which locates the regime in the region of 

thin reaction zones in Figure 3.4. The thin reaction zone regime assumes that 

the Kolmogorov size is smaller than the diffusion layer and penetrates the 

flame zone, but is still larger than the reactive layer, so the theory of laminar 

flamelets still applies. The thin reaction zone is quantified by a Karlovitz 
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number, Ka, larger than unity where Ka is defined as the ratio between the 

flame time scale and the Kolmogorov time scale. The ZTFSC method thus 

computes the turbulent flame speed via: 

         
  

   
       

   
           

                 (3.45) 

Where A takes the value of 0.52 as recommended by Zimont et al [150], and 

   represents the root mean square (RMS) velocity.   , the laminar flame 

speed can be calculated either based on the fitted to correlation by Metghalchi 

and Keck [151] or from the curve fitted in Figure 3.5 the analytic 

approximation of the laminar flame speed predicted using a detailed kinetic 

mechanism of 82 elementary reactions [152]. The latter is used in the present 

work.   in equation 3.45 is the unburnt thermal diffusivity and    is the 

turbulent length scale calculated from             (    equals 0.37),   

represents turbulent kinetic energy, and   represents turbulence dissipation 

rate.  

 

Figure 3.5: Laminar flame speed vs. mixture fraction [152]. 

The regime used by ZTFSC model is also called an Intermediate Steady 

Propagation (ISP) combustion regime where the flame front consumes fuel at 
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a speed proportional to the ratio between the turbulent time scale        
  

and the chemical time scale        
 . The stretch effect is considered in the 

ZTFSC model by multiplying    ̅̅̅̅ , the mean reaction term with a probability 

stretch factor G, details of this are not discussed here, but may be found in 

[153]. 

Extended Coherent Flamelet Method (ECFM): Having discussed the thin 

reaction zone regime used in the ZTFSC model, it is interesting to consider the 

region where Ka is smaller than unity in Figure 3.4. Two regimes of wrinkled 

and corrugated flamelets exist in this region and the ECFM approach is used 

to account for flame front corrugation by introducing a transport equation for 

flame area density (a flame area density method, FADM), denoted by  . For 

the wrinkled flamelets regime, the ratio of the local turbulence velocity 

fluctuation to the laminar flame speed is smaller than unity, indicating that 

turbulent eddies are unable to deform the flame front, and hence only slight 

wrinkling can occur. However, this is not valid for most engineering 

applications where the turbulent intensity is relatively large. The ratio of local 

turbulence velocity fluctuation to laminar flame speed is usually larger than 

one and the flame front is corrugated. In both of these regimes, the smallest 

turbulent eddies are assumed to be larger than the flame front thickness so the 

effect of turbulence is to wrinkle or corrugate the laminar flame sheet. As the 

reactive layer of the flame is not perturbed by the smallest eddies, the flame is 

quasi-laminar and the theory of laminar flamelets applies. 
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The increased flame area due to corrugation increases the fuel consumption 

rate and flame speed, and the transport equation for flame area density 

proposed in [154] is introduced to capture this effect.  

   

  
       ̅̅ ̅                             (3.46) 

Where           and the turbulent Schmidt number     takes the value of 

0.7.    is composed of four production terms and one dissipation term but 

details are provided in [154]. Various models have been proposed to close 

these terms, and the closure method provided by Colin et al [155] is employed 

in the present work. The computed flame area density is then used to provide 

closure to the mean reaction rate term   ̇̅̅̅̅  in equation 3.41 using: 

   ̇̅̅̅̅                         (3.47) 

More details of on how to calculate the fluid properties in the above equations 

are presented in Appendix C. 
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Chapter 4 

Numerical Methods and Experimental Configurations 

4.1 Numerical Methods 

In this thesis, to simulate the gas turbine combustor flows effectively and 

efficiently, a segregated semi-implicit simple algorithm has been used in an 

incompressible pressure-velocity coupling scheme. The transport equations, 

which are density weighted, are solved using the commercial CFD code, 

Ansys Fluent 14.5 (a finite volume based method) [156]. Hexahedral rather 

than tetrahedral mesh is constructed using Ansys ICEM to improve the 

accuracy of prediction on a given mesh size (Figure 4.1).  

Grid independence is checked by a mesh refinement strategy applied mainly in 

the primary region of the combustor (blue region in Figure 4.1a) where spatial 

gradients in flow properties are largest (unsteady RSM turbulence model and 

ZTFSC combustion model were used). The first refinement over 0.7 million 

mesh is performed in the region from x=10mm to x=40mm and the 2
nd

 

refinement is done by refining a smaller region from x=10mm to x=30mm 

(see dimensions in Figure 4.3). The number of the 3D cells is increased by a 

factor of eight each time the refinement is performed. Three meshes having 

0.7, 1.2 and 2 million nodes are hence generated and tested, and the last one of 

2 million mesh was chosen to ensure highest accuracy. Figure 4.2 shows a 

comparison of the temperature profile at x=20mm (near the fuel injection 

nozzle) in the horizontal mid-plane of the combustor. The difference between 

1.2 and 0.7 million mesh is not great, although the profile shape is different in 
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the central region probably due to convergence error (although convergence 

check by tracking velocity of a point in this region has not shown obvious 

errors) and the difference is smaller between 2 and 1.2 million mesh. 

 

(a) Combustor 

  

(b) Head (Left view)   (c) Head (Isometric view) 

 

(d) Circular Barrel   (e) Discharge nozzle 

Figure 4.1: Hexahedral mesh of geometry. 
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Figure 4.2: Grid independence study. 

The current thesis presents the simulation of realistic can type gas turbine 

combustor in separate two sections or studies. First, the RANS (steady-RSM) 

model has been used whilst exploring different combustion models. Secondly, 

the SRS (SSTKWSAS) and URANS (unsteady RSM and SSTKW) models are 

employed combined with the combustion model found to be more accurate in 

the first study. The numerical methods used are similar for both studies: 

second order upwind has been applied to the progress variable, mean mixture 

fraction, mixture fraction variance for spatial discretisation method [157].  The 

bounded central differencing (BCD) scheme of Jasak et al [158] was used for 

momentum discretisation in the SSTKWSAS predictions, and the 2
nd

 order 

upwind method in both RANS and URANS set of predictions. The different 

convection discretisation methods used is due to the fact that the SSTKWSAS 

model was found to predict lower eddy viscosity to the limit (allowing 

stability for eddies) supported by the grid resolution, which thus requires 

lower-dissipative numerical methods to ensure all dissipation experienced is 

due to the turbulence model itself.  
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Since transient simulations are carried out in the 2
nd

 study, a bounded 2
nd

 order 

implicit method is used for temporal discretisation. The residence time for the 

simulation is around 0.01s (see Di Mare [116]);  the average cell size 

corresponding to the 2 million mesh is about 2.26e-5m, and the time step size 

is chosen to be 1e-04s, with a velocity magnitude at flame location of around 

10m/s. This corresponds to a relatively large Courant number CFL  45. 

Although this large time step size is used in the 2
nd

 study, since the 

SSTKWSAS model does not explicitly depend on the local cell size, the 

model is seen to have provided a better performance than a traditional URANS 

simulation and certainly much less computationally expensive than  LES 

simulation where a time step size of 1e-07 has typically been employed in the 

literature [116].  

The computations employing the SSTKWSAS approach were carried out at 

City, University of London on a 20 processing element Solon cluster. A total 

wall-clock time of 160h was necessary to compute 16000 time steps (roughly 

equivalent to 160 turnover times) with the time-averaged statistics 

accumulated over 10000 time steps. Averaging starts after 100 turnover times 

and comparison of solution averaging after 140 and 160 turnover times show 

no differences, hence the averaged result over 160 turnover times is used.  

The computations in the 1
st
 study were carried out on the same cluster. The 

steady RSM model-based simulation greatly reduces the computational time, 

so that a total wall clock time of only 10 hours were spent for one prediction 

(2 million mesh). Past predictions based on LES require a total wall clock time 

of 26,432 hours using 64 processing elements of the Cray T3E at the 



100 
 

University of Manchester which is unaffordable in most industrial applications 

(1 million mesh) though this prediction was carried out in 2004 [115].  

4.2 Experimental Configurations 

Figure 4.3 shows the geometry of the model can-type combustor described in 

Bicen, Tse and Whitelaw [114]. It represents a reduced scale model of a Tay 

combustor retaining the essential components of the hemispherical head, 

cylindrical barrel, circular to rectangular discharge nozzle (dimension not 

reported in [114]), swirler, fuel device, primary holes and secondary/dilution 

holes. The wall of the combustor including head, barrel, and discharge nozzle 

are made of ‘Transply’, a kind of porous material. 

 

(a) Front view 

Figure 4.3:Configuration of model can type combustor. 
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(b) Left view 

 

(c) Isometric view 

Figure 4.4: (Continued). 

According to the experiment, six primary holes and six dilution holes are 

equally distributed around the cylindrical barrel of 75 mm diameter with the 

primary holes having a diameter of 10mm, and the dilution holes 20mm. 

However, it was shown by McGuirk and Palma [112] that the velocity profile 

of flow through the primary holes has a significant impact on the flow field in 
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the primary region. Different peak values of the flow profile assumptions of 

radial velocity in the hole affect the central part of combustor by promoting a 

stronger penetration of the jets. It was recommended in [112] that an artifice 

such as the reduction of the hole diameter by 14%, corresponding to a 

discharge coefficient CD of 0.74 seems to be a good compromise given that no 

measurements are available about shape of the velocity profile. The use of a 

reduced diameter from 10mm to 8.6mm decreases the predicted maximum 

axial velocity for location closer to the injection nozzle and provides better 

agreement with the experimental data.  

The swirler, mounted on the hemispherical head, comprises 18 curved vanes 

and designed with a thickness of 0.56mm. To reduce the complexity of 

meshing, the swirler vanes are not used by the current work. Instead, an 

annular swirler that is used such that the measured effective area at the swirler 

exit is reproduced and the corresponding axial velocity component determined 

via the known swirler mass flow rate. The tangential velocity   is obtained by 

considering the turning efficiency of the vanes and associated blockage effects 

following the procedures for determining swirler boundary conditions 

suggested in [157, 159]: 

   
  ̇

           
                      (4.1) 

Where the blockage factor b is taken as 0.1, and the turning efficiency   is 

0.92. A value of 0.75 is assigned to the discharge coefficient,   . The flow 

characteristics of the swirler used in the original experiment and the current 

predictions are available in Bicen and Palma [113]. The swirl number was 

calculated based on the equation for the straight vane swirler: 
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                        (4.2) 

Where d1=10.64mm and d2=28mm are the inner diameter and outer diameter 

of the annular swirler, and    is the geometric real angle excluding the effects 

of blockage factors, discharge coefficient and turning efficiency. Thus, the 

swirler angle used is 54 degrees calculated via the ratio of tangential 

component of flow (0.809) and axial component of flow (0.588). The swirl 

number is around 1.01 corresponding to a high swirling strength.  

The propane fueling device has 10, 1.7mm diameter holes equally distributed 

on the central cone section shown in Figure 4.3b and the velocity magnitude of 

the fuel jet is approximately 46.4m/s. Preliminary test calculations in [112] 

report some influence of the fuel hole distribution around the cone section on 

the symmetry of flow with respect to the combustor axis, but the effect of this 

has to be neglected here due to insufficient information about the exact 

positioning of the holes.  

A summary of the experimental conditions used in this thesis is given in Table 

4.1. According to the experiment, 6.9% of the total air flow was injected 

through the swirler, 13.6% through primary holes and 53.3% through dilution 

holes into the combustor. To simplify the porous wall problem, a fixed mass 

flow rate of 6.6% of the total air was assigned to the hemispherical head (blue), 

13.8% to the cylindrical barrel (yellow), and 5.8% to circular to the 

rectangular discharge nozzle (green) (colours referring to Figure 4.3c). Table 

4.2 shows the numerical boundary conditions used for the present simulations. 
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Exp ma 

(g/s) 

mg 

(g/s) 

Swirler 

Vane  

Angle 

P 

(atm) 

Tinlet 

(K) 

AFR 

1 100 1.76 45 1 315 57 

Table 4.1: Experimental conditions [114]. 

 Primary 
jets 

Dilution 
jets 

Swirler 
jets 

Fuel jets 
 

porous 
wall jet 
(Head) 

porous 
wall jet 
(Barrel) 

porous 
wall jet 
(Nozzle) 

m 
(Kg/s) 

0.0136 0.0533 0.0069 0.00176 0.0066 0.0138 0.0058 

T (K) 315 315 315 315 315 315 315 

 nO2/nN2 0.21/ 
0.79 

0.21/ 
0.79 

0.218/
0.79 

0.218/ 
0.79 

0.21/ 
0.79 

0.21/ 
0.79 

0.21/ 
0.79 

C3H8 - - - 1 - - - 

Table 4.2: Numerical boundary conditions. 

4.3 Reaction Mechanism and Look-Up Table 

The propane air reaction mechanism used here consists of 244 chemical 

reactions and 50 species excluding the reactions for NOx due to the inability of 

SLFM to capture slow chemical reactions. The full chemical reactions are 

given in Appendix D.  

As explained in Chapter 3.3.3, a look-up table was built based on the scalar 

dissipation rate (or mixture fraction variance    
̅̅ ̅̅       ̅̅ ̅̅    ) and the mean 

mixture fraction. The relationship between temperature and mixture fraction is 

presented in Figure 4.4 which also shows the effects of scalar dissipation rate. 

A total of 60 flamelets were constructed for the current prediction starting with 
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an initial scalar dissipation of 0/s, followed by 0.01/s and increased with a step 

of 1/s until the flame extinguishes above the limit of 58/s. 

 

Figure 4.5: Relationship between temperature and mixture fraction at different 

scalar dissipation. 
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Chapter 5 

Combustion Simulation in a Representative Rich Burn Gas 

Turbine Combustor 

5.1 Introduction 

As discussed in Chapter 2, the non-premixed combustion model using 

mixture fraction/SLFM has been shown to perform well in simulating simple 

jet flames while flames such as lifted, piloted, and swirling flames with strong 

local extinction and re-ignition are not described well due to several 

unrealistic assumptions. An important defect of the non-premixed combustion 

model is that the chemical reactions, which are responsible for local extinction 

and re-ignition, cannot be detected by simple mixture fraction theory which 

does not account for the progress of chemical reactions or limit the chemical 

reaction rate. To solve this problem, the FPVA method has been designed and 

validated using many experimental jet flames data with great success. 

However, due to the limited experimental data and the difficulties of meshing 

an industrially representative gas turbine combustor, the method has never 

been applied to this problem. Past predictions (Jones [117], Menzies [120], 

and Krieger et al [108]) have all used the non-premixed combustion model 

approach (mixture fraction/SLFM) for prediction of complex gas turbine 

combustors. The flame shape in the primary region was not captured although 

good agreement with experimental data was achieved in the downstream 

combustor. It is likely that in such complex combustor, extinction and re-
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ignition may appear much more frequently than that in simple jet flames. No 

investigations have been done to address these issues. 

Thus, in this chapter, the steady RSM turbulence model is used together with 

different combustion models (both non-premixed and partially premixed) 

using the FPVA approach to simulate turbulent combustion in the chosen 

complex combustor test case to reveal the sensitivity to combustion model 

selection. The results presented in this chapter have already been published in 

the International Journal of Applied Thermal Engineering [138]. 

5.2 Behaviour of Flow Field and Scalar Variables 

Streaklines of the velocity field coloured by mixture fraction are provided in 

Figure 5.1 for the horizontal mid-plane, and include the distribution of mixture 

fraction under the influence of the central recirculation zone (CRZ) and 

radially penetrating primary jets. The black lines display the position of 

stoichiometric mixture fraction. All three predictions clearly show the CRZ 

resulting from the phenomenon of vortex breakdown (swirling motion). The 

CRZ would extend further to the downstream in the combustor but is 

prevented by primary jets. In rich burn combustors, the primary jets are used 

to shorten the flame length and improve flame stability by reducing axial 

momentum and enhancing the intensity of CRZ. The intensive CRZ convects 

hot products to the upstream region of primary zone where cold reactants are 

then ignited to create flame stability. In addition to the large CRZ, narrower 

and thinner corner wall recirculation zones (WRZ) are also captured due to the 

sudden expansion of the combustor head geometry. 
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(a) 

 

      (b) 

Figure 5.1: Streaklines of flow field coloured by mixture fraction. (a) ZTFSC 

model, (b) Non-premixed model, (c) ECFM model. Black solid line: 

stoichiometric mixture fraction=0.0639. 
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(c) 

Figure 5.2: (Continued). 

Although the two results from the partially premixed combustion models 

(ZTFSC and ECFM) show a similar mixture fraction distribution in the 

primary zone, some differences between them are still noticeable. The 

predicted CRZ size using ECFM is significantly smaller than the one predicted 

by ZTFSC. Since the energy trapped in the CRZ is initially generated by 

swirling jets, a smaller CRZ may indicate higher angular momentum and 

lower axial momentum. With lower axial momentum, the CRZ penetrates less 

downstream and is terminated sooner by primary jets. Also, two smaller 

vortices are formed just after the CRZ due to the high radial momentum of 

primary jets. On the other hand, with higher angular momentum, the increased 

intensity of CRZ has trapped more fuel in the primary region leading to a 

lower mixture fraction in the secondary zone (note the disappearance of the 

black solid line). The intensity of the CRZ in the primary region is illustrated 

better by the vorticity shown in Figure 5.2. The highly swirling core is broken 
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up in the ZTFSC prediction, while the ECFM result preserves the high angular 

momentum core throughout, which is believed to increase the flame stability. 

In addition, since the main objective of this chapter is to demonstrate the 

performance of different combustion models, it is important to note the 

performance of the non-premixed combustion model in Figure 5.1b. This 

model performs completely different from the two partially premixed models. 

A large amount of fuel penetrates far downstream zone of the combustor 

without being recirculated back upstream. This difference is probably caused 

by the fact that the non-premixed assumption overestimates the reaction rate in 

the primary region while the partially premixed models employ a progress 

variable C which limits the reaction rate. 

 

(a) 

Figure 5.3: Intensity of CRZ in primary region represented by vorticity = 

9776.83/s for (a) ZTFSC model, (b) ECFM model. 
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           (b) 

Figure 5.4: (Continued). 

Figure 5.3 shows the progress variable (reaction progress) contours for all 

three combustion models. A reaction progress value of unity indicates the 

local mixture is fully combusted while zero represents no reaction. In the non-

premixed combustion model, whenever  fuel and air mix, combustion is 

effectively completed instantaneously. The reactions are fully progressed 

under this condition and thus the progress variable is assigned at unity 

implicitly. ZTFSC prediction using the FPVA method has limited reaction 

progress in the region closer to the porous wall where the inflowing cold air 

extinguishes the flame. A large amount of unburnt and burnt mixture co-exists 

in the entire region of combustor. With regard to the performance of the 

ECFM model, this predicted reaction in almost the whole primary region is 

limited, it is supposed that this is due to an underprediction of the strength of 

turbulence.  
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(a) 

 

(b) 

 

(c) 

Figure 5.5: Progress variable (reaction progress) contour. (a) ZTFSC model, (b) 

Non-premixed model, (c) ECFM model. 
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The temperature contours on several axial planes of the combustor are 

presented in Figure 5.4 to further clearly discuss the impact of different 

combustion models. The predicted ZTFSC flame is mainly contained within 

the primary region of the combustor with part of the flame penetrating into the 

secondary region particularly near the combustor wall. No reaction processes 

actually reach the liner/combustor walls, which are protected by the cooling 

film formed by the cold injected air through the porous wall. The predicted 

flame with the non-premixed model penetrates quicker downstream in the 

combustor with the flame temperature near the secondary holes thus much 

higher than the temperature in the primary zone. Not surprisingly, due to the 

limited reaction progress predicted by the ECFM model (see Figure 5.3c), 

combustion does not seem to be properly captured by this model although the 

highest temperature does occur in the primary region (Figure 5.4c).  

 

(a) 

Figure 5.6: Temperature contours at axial position of 20mm, 50mm, 80mm, 

130mm, and exit of combustor 210mm. (a) ZTFSC model, (b) Non-premixed 

model, (c) ECFM model. 
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(b) 

 

(c) 

Figure 5.7: (Continued). 

In Figure 5.5, the predicted temperature from Di Mare et al [115] using large 

eddy simulation (LES) and a non-premixed combustion model is compared 

with the result by using a partially premixed model (ZTFSC) and the RSM 

model in this study. Although a large temperature difference near the 

combustor walls is observed and the LES results in Figure 5.5b show two side 
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flames compared to Figure 5.5a (RSM/ZTFSC), the highest temperature flame 

was in the primary zone and downstream of the primary jets.  The main reason 

for this difference is most likely caused by the different combustion model 

chosen.  

  
(a) 

 

     (b) 

Figure 5.8: Temperture in the primary zone: horizontal midplane.  (a) ZTFSC 

& RSM model, (b) LES & Non-premixed model, Colour scale: five levels 

between pink = 2200K and blue = 315K [115]. 
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By examining Figure 5.3a at the position where the two side flames occur in 

the LES result of Figure 5.5b, the ZTFSC/FPVA presents a low progress 

variable of around 0.20.3. Such a low value of the progress variable indicates 

an unburnt or only partially burnt nature of the local mixture so it is not 

surprising that the present method predicts no side flames.  

5.3 Statistical Results 

In this section, statistical results from the present computations are discussed 

and compared with measurement [119], as well as the LES prediction of Di 

Mare et al [115]. Because of limited information about the precise geometry of 

the circular to rectangular transition nozzle at the rear of the combustor, only 

statistical results in the primary region are used for comparison. The flame in 

the primary region is of most interest to combustor designs and is the most 

difficult region to predict due to swirler and multi-jets. Proper prediction of 

the flame in this region is essential for accurate prediction in the combustor 

downstream region.  

In Figure 5.6a, it can clearly be seen that the ZTFSC/ FPVA method predicts 

the temperature profile and thus the flame shape in reasonable agreement with 

the experimental result, although some underprediction is noticeable. The two 

partially premixed models show similar shapes while the flame shape achieved 

using the non-premixed model (mixture fraction/SLFM) in the current 

prediction and in Di Mare et al [115] are seen to be a similar shape (displaying 

the two ‘side-flame’ peaks). The non-premixed model obviously predict the 

incorrect flame shape since the experimental data only show the central peak 

in the temperature profile. 
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On the other hand, the partially premixed model is able to track the ability of 

local mixtures to limit reaction rate and therefore, the two side flames are not 

formed in complete agreement with measurements. The superior performance 

of the partially premixed model is attributed to its ability to account for the 

slow reaction rate of fuel and swirler air mixtures as well as the queenching 

effect of the cool air added through the porous wall.  

Due to the fact that the CRZ predicted by the RANS model is less intensive, 

more fuel exists near the primary holes without being recirculated to the 

upstream combustor region. This extra of fuel with the incoming primary air 

allowing combustion to happen at approximately the stoichiometric mixture 

fraction. Meanwhile, insufficient primary air is recirculated resulting in fuel 

rich combustion at x=20mm. Thus, the temperature predicted by the RANS 

model is higher than the LES [115] prediction (see Figure 5.6b). In addition, in 

Figure 5.6c, the mean mixture fraction predicted by the two partially premixed 

combustion models are seen to be the same, the temperature differences 

predicted can only be caused by the underestimation of progress variable by 

the ECFM model as shown earlier (Figure 5.3).  
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(a) 

 

(b) 

 

(c) 

Figure 5.9: Profile of temperature and mixture fraction in the horizontal 

midplane of the combustor. 
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The profiles of various species mole fractions are presented in Figure 5.7. 

Improvements achieved using the partially premixed models compared to the 

non-premixed approach can be clearly observed in Figure 5.7c where the mole 

fraction of propane is in very good agreement with the experimental data. In 

contrast, when a non-premixed model is employed with both LES and RANS 

turbulence treatments, large differences between predictions and 

measurements are observed further revealing the weakness of non-premixed 

combustion model. The benefits of using a partially premixed assumption can 

also be observed in Figure 5.7a where a more accurate CO2 is predicted by the 

ZTFSC compared to the non-premixed combustion model.  

Although the prediction of the oxygen mole fraction is seen to be far from the 

experimental result, the ZTFSC result is closer to experimental result than the 

other models. With just a little increase in the consumption of propane, the 

mole fraction of oxygen would be thought in reasonable agreement with 

experimental result, i.e. there is an underprediction of combustion near the 

injection nozzle, as clearly shown in Figure 5.3a.  

 

(a) 

Figure 5.10: Profile of species mole fraction in the horizontal midplane of 

combustor (x=20mm). 
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(b) 

 

(c) 

 

(d) 

Figure 5.11: (Continued). 
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Finally, the prediction of carbon monoxide in Figure 5.7b is problematic in 

that none of the available models properly captures its profile. It was 

concluded by Di Mare et al [115] that the CO level is not well represented by 

the steady laminar flamelet method due to its slower reaction rate. Whilst the 

introduction of a progress variable has allowed for a slower reaction of the 

other species predictions, it will probably be necessary to take account 

specifically the slow CO oxidisation reaction to predict CO adequately. 

5.4 Conclusions 

In this chapter, a comparative study of partially premixed and non-premixed 

combustion models has been presented. The chosen test case geometry 

retained all features of a commercial aero-engine can-type combustor and 

provides an excellent test case to illustrate the importance of combustion 

model selection in complex, 3D, multi-jet swirling flow calculations. The 

steady RSM model was used to close the turbulent mixing problem. The main 

findings of the present chapter are: 

 A partially premixed combustion model has been applied to a Tay 

model combustor for the first time and its performance was seen to be 

quite different to that from a non-premixed combustion model.  

 Both LES and RSM treatments of turbulence did not predict flame 

pattern and species concentrations correctly when applied with a non-

premixed combustion model near the injection nozzle. 

 The predicted mixture fraction using both ZTFSC and ECFM were 

similar in the primary region of the combustor, although the latter 

model predicted much lower temperature due to an underprediction of 
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reaction progress. Both models predicted the flame shape reasonably 

accurately in the primary region compared to non-premixed 

combustion predictions. 

 Temperature and species concentrations predicted by the RSM model 

in conjunction with ZTFSC model were in reasonable agreement with 

experimental data. Although the temperature profile was 

underpredicted, the flame pattern was accurately captured.  

 Predicted species concentrations of fuel, O2 and CO2 were in 

reasonable agreement with measurement but CO concentration was not 

well captured by any method. A detailed reaction mechanism taking 

slow CO oxidisation into account is required to improve CO 

concentration prediction. 
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Chapter 6 

Turbulence Modelling in a Representative Rich Burn Gas 

Turbine Combustor 

6.1 Introduction 

In this chapter, two traditional URANS methods and a scale-resolving 

simulation (SSTKWSAS) are used to model turbulence and are combined with 

the partially premixed model of Zimont’s ‘Turbulent Flame Speed Closure’ 

(ZTFSC) approach to predict turbulent combustion in the same Tay model 

combustor used in Chapter 5.  

The main objectives of this chapter are: (i) to fill the gaps in the literature [115，

138], which have used steady RANS and unsteady LES methods but not 

considered any form of URANS or SAS closures that exist in simulating a 

fully realistic gas turbine combustor and (ii) to provide guidance in terms of 

the trade-off between accuracy and CPU Time requirements for 3D combustor 

flows using scale resolving approaches to turbulence. The SSTKWSAS model 

has been reported to be able to realise LES-like behaviour but with much 

larger time steps and using far lower mesh resolution. However, its ability has 

never been validated in a complex combustion flow that includes multi-jets 

and strong swirling flow. The numerical results are compared with the 

experimental results on several planes of the combustor and the benefits of 

combining the SSTKWSAS (SAS-approach) with the ZTFSC combustion 

model using the FPVA approach are discussed in the following sections. 
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6.2 Behaviour of Flow Field and Scalar Variables 

The instantaneous iso-surface of swirl strength = 2222.24/s and statistically 

time-averaged reaction progress contours predicted by different turbulence 

models are presented in Figure 6.1. The SSTKWSAS model (Figure 6.1c) is 

seen to provide more large scale swirling eddies emerging in the primary 

region of the combustor compared to both URANS models due to the fact that 

traditional URANS models have no mechanism to resolve a significant part of 

the turbulent spectrum. The detailed structure of the flow close to the swirler is 

also more complex in the SSTKWSAS prediction. A much thicker central 

precessing vortex core (PVC) has been captured by SSTKWSAS than that of 

the URANS predictions. The formation of the PVC is recognised as related to 

the vortex breakdown phenomenon corresponding to high swirl intensity of 

the centre recirculation zone (CRZ). The CRZ predicted by SSTKWSAS is 

thus believed to be stronger and more intensive than that predicted by the 

traditional URANS models.  
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(a)          (b) 

 

(c)           (d) 

 

(e)            (f) 

Figure 6.1: Instantaneous iso-surface of swirling strength = 2222.24/s (Left) 

and statistically averaged reaction progress contours (right). (a) and (b): 

SSTKW. (c) and (d): RSM. (e) and (f): SSTKWSAS. 

Figure 6.2 shows the distribution of mixture fraction in the primary region of 

the combustor. The fuel jet clearly penetrates further towards the porous wall 

in Figure 6.2c (SSTKWSAS) and this is due to higher momentum in the outer 

layer of the CRZ. In addition, the inner layer of CRZ (negative axial velocity) 

has recirculated more air from the primary holes towards the head of 

combustor and thus reduced the mixture fraction. This shows that the CRZ 
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predicted by the SSTKWSAS model is much stronger than that predicted by 

other URANS models. The ability to resolve more eddy structures is believed 

to have increased the mixing rate of fuel and air resulting in faster reaction 

progress within the local mixtures (as shown in the Figure 6.1b, d and f). The 

fully combusted region (reaction progress = 1) predicted by SSTKWSAS 

model is thus wider than that predicted by the URANS models due to the two 

interrelated reasons: increased CRZ intensity and the ability to resolve eddies. 

The two mechanisms tend to enhance the flame temperature by more rapid 

production of a stoichiometric mixture fraction and by enhancing the reaction 

progress. 

 

(a) 

Figure 6.2: Mean of mixture fraction on horizontal midplane of combustor 

(y=0mm) (a) SSTKW, (b) RSM, (c) SSTKWSAS. 
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(b) 

 

(c) 

Figure 6.3: (Continued). 

A new method (streakline plots applied on surfaces of eddies appeared in 

Figure 6.1a, c and e) to visualise better the PVC structures captured by 

different turbulence models is proposed and presented in Figure 6.3. The PVC 

structures are coloured by eddy viscosity to illustrate the influence of eddy 

viscosity on the predicted PVC. By comparing the PVCs at two different swirl 

strength of 2222.24/s and 4444.48/s, the SSTKWSAS model is observed to 
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produce the lowest eddy viscosity and thus leads to the strongest central PVC. 

The RSM model produces the less strong PVC and the PVC produced by 

SSTKW model is lost in primary region. Several line eddies emerging from 

the swirler have been picked up by the SSTKWSAS model demonstrating its 

ability to resolve different (and smaller) scales.  

  
(a) 2222.24/s 

 

(b) 4444.48/s 

Figure 6.4: Instantaneous streakline plots of PVC at 2222.24/s and 4444.48/s. 

(a) and (b): SSTKW. (c) and (d): RSM. (e) and (f): SSTKWSAS. 
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(c) (a) 2222.24/s 

  

(d) 4444.48/s 

Figure 6.5: (Continued). 
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(e) (a) 2222.24/s 

  

(f) (d) 4444.48/s 

 Figure 6.6: (Continued). 

Meanwhile, complex vortex structure which has not been seen before are 

clearly captured in Figure 6.3e and f. Six complex vortex structures are formed 

perhaps due to the reason that fluid flowing out of the primary zone is ‘sucked 

into’ the wake region behind the radially penetrating primary jets. The SAS 
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model clearly produces stronger vortex structure compared to those URANS 

models.  

 
(a) 

 
(b) 

 
(c) 

Figure 6.7: Time-mean temperature contours on horizontal midplane of 

combustor (y=0mm) (a) SSTKW, (b) RSM, (c) SSTKWSAS. 

To the author’s knowledge, such complex vortex structure has not previously 

been discussed, since most previous researches have focused only on 
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simplified burners with no primary holes. Nevertheless, the positioning of 

these complex vortex structures might be taken as an indicator of flow features 

which will certainly influence the wall temperature in the secondary region 

and needs to be further investigated. These complex vortices are associated 

with hot primary gas leaving the primary zone through the gaps between 

primary jets, and then are identified as high temperature zone in the combustor 

secondary region as shown in Figure 6.4. Note also in this figure, these hot gas 

regions extended further into the transition nozzle with the SAS closure 

compared with other URANS models (see Appendix E for more comparisons). 

This finding is thought to be of great interest to turbine designers, although no 

statistical comparisons with experimental data have been provided due to 

limited information about the geometry of transition nozzle.  

The time-dependent central PVC and its precessing nature about the central 

axis as predicted by the SSTKWSAS model are illustrated in Figure 6.5. The 

precessing nature is not captured in the other URANS models as the unsteady 

nature is essentially much weaker. 

 

(a) Time step 12000 (Simulation time 1.2s) 

Figure 6.8: Instantaneous streakline plots of PVC at 4444.48/s (SSTKWSAS). 
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(b) Time step 13000 (Simulation time 1.3s)

 
(c) Time step 14000  (Simulation time 1.4s)

 

(d) Time step 15000 (Simulation time 1.5s) 

   

Figure 6.9: (Continued). 
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Furthermore, since the reaction progress variable determines the status of local 

mixtures, the flame shapes predicted by different turbulence models are 

obviously well illustrated by the pattern of reaction progress. The wider 

primary zone shape predicted by the SSTKWSAS model (see Figure 6.4c) is 

in reasonable agreement with the experimental results (see following section) 

and the results support the conclusion made by Zhang et al [138] that a scale 

adaptive simulation such as SAS is better able to represent flame pattern. 

Finally, to show the transient behaviour predicted using the SAS approach, the 

instantaneous temperature field on the combustor horizontal midplane is 

provided in Figure 6.6. The predicted flame has clearly stabilised in the 

recirculation region and in the wake behind the primary jets. No reaction 

happens close to the combustor liner walls which are prevented by the cool air 

passing through the porous walls. Cold air flow from the diameter reduced 

primary holes has penetrated right to the combustor centreline and has greatly 

reduced the flame temperature in the central of the secondary region of 

combustor. Note that flame fluctuations show significant variation in the shape 

the varied hot gas region at different times.  
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(a) Time step 10020 (Simulation time 1.002s) 

 

(b) Time step 11000 (Simulation time 1.100s) 

Figure 6.10: Instantaneous temperature field at horizontal midplane 

(SSTKWSAS). 
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(c) Time step 11880 (Simulation time 1.188s) 

 

 (d) Time step 12980 (Simulation time 1.298s) 

Figure 6.11: (Continued). 
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6.3 Statistical Results 

In this section, the statistical results achieved in the various computations are 

discussed and compared with measurements [114], as well as the LES 

predictions of Di Mare et al [115].  

Good agreement between prediction and experiment can be observed in Figure 

6.7a particularly for the SSTKWSAS simulation, which is closer to the 

experimental data than all the other predictions and show a temperature profile 

higher than other models. Modifying the primary hole diameter has clearly 

improved the accuracy of predictions at x=20mm. It is also likely, however, 

that it has led to a deterioration in the agreement where predictions are 

performed further downstream at x=50mm (Figure 6.7b). This speculation is 

partially confirmed by observing the prediction by Di Mare et al [115] who 

retained the original size of the primary holes. Their prediction of flame 

pattern at x=50mm is in reasonable agreement with the experimental result 

even though the non-premixed combustion model was employed which is 

inappropriate for such combustor.  

Figure 6.7c shows comparison of the mean mixture fraction predicted in this 

study with the LES prediction of Di Mare et al [115]. Discrepancies occur 

mainly at the peaks of curves where the SAS model shows a slight higher 

mixture fraction and much wider peaks than LES. However, since the SAS 

approach used here predict the temperature closer to the experimental data 

than LES, the SAS approach seems to predict CRZ very well and more 

accurate. The outer layer (positive axial velocity) of the wider and more 

intensive CRZ predicted by the SAS model has transported more fuel towards 
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the porous wall and presented extended fuel jets (as shown in Figure 6.2c) 

(which is why the peaks predicted by the SAS model are higher). Note also 

that the two URANS models predict lower mixture fraction compared to LES 

and URANS and which are incorrect. 

 

 

(a) 

 

(b) 
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(c) 

Figure 6.12: Profile of temperature and mixture fraction in the horizontal 

midplane of the combustor (y=0mm). 

 
(a) 

 
(b) 

Figure 6.13: Profile of species mole fraction in the horizontal midplane of 

combustor. 
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(c) 

 
(d) 

Figure 6.14: (Continued). 

Finally, as can be seen in Figure 6.8, the majority of species mole fractions 

predicted by SSTKWSAS has outperformed the URANS or even the LES 

predictions of Di Mare et al [115], although as expected all models fail to 

predict the CO mole fraction accurately. This is again because the chemistry 

closure adopted is not applicable to  the slow CO oxidisation reaction. The 

more accurate prediction of the CO2 level illustrates that the partially 

premixed model in conjunction with the SAS approach has significant 

advantage over the traditional URANS models.  

It is worth emphasis again that for the SAS approach, the time step size of 1e-

04s is far less than the 2e-07s reported by Di Mare et al using LES [115] 
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which is limited by CFL 1, hence the current prediction requires far less 

computational time compared to LES. 

6.4 Conclusions 

Comparative studies of two conventional URANS models (SSTKW and RSM) 

and a scale-resolving simulation represented by the SSTKWSAS model have 

been presented. The chosen test case geometry possesses all features of 

commercial aero-engine rich burn can-type combustors and provides an 

excellent test case to examine the advantages of using SAS approach in 

conjugated with a partially premixed combustion model. Tabulated chemistry 

were chosen to reduce the cost of using a detailed chemical kinetic scheme. 

The local chemical non-equilibrium caused by turbulent strain is taken into 

account by introducing the scalar dissipation rate in tabulation of the flamelet 

library and a presumed shape PDF was used for turbulent combustion 

interaction. The main findings of this chapter were: 

 For the first time, a scale resolving simulation method (SAS approach) 

was employed to predict turbulent combustion in Tay model gas 

turbine combustor by invoking the partially premixed ZTFSC 

combustion model.  

 The SSTKWSAS model was seen to provide much better temperature 

and species concentration agreement with experimental data in the 

complex primary zone compared to URANS method due to its ability 

(at least partially) to resolve the turbulent spectrum.  

 The mixture fraction distribution in the primary region of the 

combustor predicted in the current study was close to that predicted by 
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LES as reported in the literature. This indicates that the SSTKWSAS 

model is able to produce LES-like behaviour without explicit 

dependence on local grid spacing and of much smaller computational 

cost. 

Finally, the study emphasises the advantages of using a more efficient and 

numerical accurate scale-resolving simulation of SSTKWSAS model in 

simulating complex, swirl-stabilised, multi-jet partially premixed turbulent 

flame. The computations using  the SSTKWSAS model were carried out on 

the City, University of London 20 processer Solon cluster. A total wall-clock 

time of 160h was spent for a prediction from scratch (2 million mesh). Past 

predictions based on LES of the same combustor have required total wall 

clock time of 26,432 hours using 64 processing elements of the Cray T3E at 

the University of Manchester is unaffordable by most industries (1 million 

mesh) though the prediction was done in 2004 [115]. 
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Chapter 7 

Closure: Conclusions and Recommendations 

7.1 Summary 

The work presented in this thesis has demonstrated a practical turbulence 

combustion modelling method for simulation of an industrially representative 

rich-burn Tay model gas turbine combustor containing a complex geometry of 

multi-jet, and highly swirling flow. The method is based on the coupling of a 

partially premixed combustion model (ZTFSC) within a mixture 

fraction/reaction progress variable thermo-chemical disicipline and an SRS 

turbulence model (SSTKWSAS) closure. Chemical reactions are not assumed 

to proceed at infinitely fast rate and the progress of the chemical reaction is 

controlled by the solution of the transport equation for the reaction progress 

variable. The more conventional widely used mixture fraction/flamelet method 

lacks any mechanism to take into account slow chemical reaction effects such 

as local extinction and re-ignition.  

It has been shown that the coupling of these two approaches to turbulence and 

combustion chemistry can be used to predict complex turbulent combustion 

problems more efficiently and accurately than an approach based on non-

premixed combustion models and the LES method as often reported in the 

literature. 
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7.2 Overall Conclusions 

The following conclusions are drawn from the work presented in this thesis. 

1. The benefits of coupling the ZTFSC combustion model and SSTKWSAS 

turbulence model in predicting turbulent combustion in a complex industrial 

gas turbine combustor accurately and efficiently have been demonstrated.  

2. The SSTKWSAS model was seen to presented LES-like behaviour without 

explicit dependence on local grid spacing even with a relatively large time step 

size, whilst presenting stable numerical solutions.  

3. The time spent for the simulation in the current thesis using the 

SSTKWSAS model is approximately 1/165 of the time needed by the LES 

model reported in the literature (though the LES prediction was done in 2004). 

4. Cross-comparison with experimental and computational results available in 

the literature has been performed and reasons for previous inaccurate 

predictions in the primary region of the combustor has been analysed. An 

accurate flame pattern in this region has been captured in this thesis. 

5. The ZTFSC model has been shown to perform significantly better than the 

ECFM model that the latter one has over-suppressed the chemical reaction rate. 

6. The importance of using a partially premixed combustion model in 

simulating combustion in the primary zone of the complex flow environment 

involved in 3D high swirl combustor has been highlighted. 
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7.3 Recommendations for Future Work 

Several recommendations for future work are presented here based on the 

results of this thesis. 

1. The current work has employed the specified fixed mass flow rate 

distribution through the porous wall of the combustor due to lack of newly 

developed information on the porous material and the difficulty of modelling 

flow through porous walls. However, this simplification may influence the 

flame shape and temperature especially in the primary region of combustor. It 

would be useful to develop a new physically based methodology for 

calculating the cross flow distribution through a porous wall as a function, for 

example, as the function of pressure difference across the wall. 

2. The SAS approach can only resolve the turbulent spectrum down to the 

resolution of the mesh. It is possible that the amount of turbulence spectrum 

resolved by the SSTKWSAS model with the current mesh is not enough. The 

combustion models might respond differently if more of the spectrum were 

resolved. Also, the ECFM model might be much more sensitive to turbulence 

compared to the ZTFSC model whose chemical reactions is dominated by the 

turbulent flame speed which is proportional to the local mixture fraction, while, 

the flame surface area used to estimate the chemical reaction rate in ECFM is 

more sensitive to turbulence. It would be of interest to repeat the current study 

with a linear mesh to examine this feature. 

3. Near the combustor wall, complex vortex structures were observed 

penetrating into secondary region which will influence the wall temperature 
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significantly since wall cooling is of great importance in combustor design, 

further investigations of their flow features should be carried out. 

4. Whilst the introduction of a reaction progress variable in the FPVA method 

allows the overall chemical reaction rate to proceed at a finite rate, it is 

insufficiently designed to limit the chemistry of very slow reactions. This is 

necessary because prediction of CO concentration in the primary zone was not 

well captured. By imposing one more transport equation similar as the 

progress variable transport equation but with a local CO reaction rate control 

limit, the overall temperature and emission levels in the combustor can be 

better studied. 
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APPENDIX A 

Derivation of Transport Equation for Correlation Tensor     

The correlation tensor has been defined as: 

               
        

        ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅                (A.1) 

Where        and       . The transport equation of     is derived by 

summing up the following pair of equations: 

            
                   ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅                (A.2) 

            
          

         ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅                (A.3) 

Where         and     
          are the transport equations for instantaneous 

velocity fluctuation at different time and position that        and 

      . 

First, the         is derived from the Navier-Stokes equation: 
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Where    represents any possible external forces. By expanding equation A.4 

using the average and the fluctuation of each quantity, we have: 
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By time averaging equation A.5, we have: 
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By subtracting equation A.6 from equation A.5 and rearranging the equation, 

we have: 
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Similarly, we have: 
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Substituting equation A.7 and A.8 into equation A.2 and A.3 
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To simplify above equations, the following differentiation equations apply: 
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Therefore, equation A.9 is simplified term by term: 
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        ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  

    

   
 

    

   
             (A.16) 

  
              

      
   ̅̅ ̅     

   

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
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             (A.17) 
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                       (A.18) 
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 (  
        

      ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )

   

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
               (A.19) 

   
               

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅        
 ̅̅ ̅̅ ̅̅                (A.20) 
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 ̅̅ ̅̅ ̅̅ ̅

   
 

     
 ̅̅ ̅̅ ̅̅ ̅

   
              (A.21) 

Where     
 ̅̅ ̅̅ ̅̅           

            ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅. 

   
             

    
      

      

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
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̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
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))     

     

      
  

     

      
 

     

      
  

                           (A.22) 

And equation A.10 is simplified term by term: 

  
      

   
            

     

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
 

    

  
               (A.23) 
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̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
   ̅̅ ̅           

    

   
                      (A.24) 

  
        

            
   ̅̅ ̅           

  
 
   

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
    

   ̅̅ ̅           
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̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
 

       

   
             (A.26) 

  
      

    
              

            ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 

  
 
   

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
                (A.27) 

  
         ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅        

 ̅̅ ̅̅ ̅̅                 (A.28) 
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̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
 

 

 

   
   ̅̅ ̅̅ ̅̅

   
              (A.29) 

Where   
   ̅̅ ̅̅ ̅̅                 

      ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅. 

   
       

    
            

  
 
   

  
 
   

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
  

 

   
   

      
   

            

  
 
       

     

      
         (A.30) 

By summing up all the terms above, we have equation A.9 and A.10 

rearranged to: 
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)     (A.31) 
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                  (A.32) 

Summing up equation A.30 and A.31, the transport equation for correlation 

tensor     is given as: 
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 ̅̅ ̅̅ ̅̅  

                   (A.33) 
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APPENDIX B 

Explanation of Regime Diagram for Premixed Combustion 

To explain the premixed combustion regimes, fundamental scales of flame and 

turbulence are first introduced and then the relationship between the vertical 

and horizontal axis of Figure 3.4 are derived.  

As is widely accepted, the smallest scales of turbulence are defined as 

Kolmogorov scales at which the turbulent kinetic energy is dissipated into heat 

through eddy dissipation   due to eddy viscosity. Therefore, the Kolmogorov 

scales can be written as: 

   
  

 
                       (B.1) 

    
 

 
                       (B.2) 

                             (B.3) 

Where   is the Kolmogorov length scale,   is the eddy visocisty,    is the 

Kolmogorov time scale and    is the Kolmogorov velocity scale. 

The scales of flame are defined as: 

   
 

  
                    (B.4) 

   
 

  
                    (B.5) 

Where    is the flame length scale,   is thermal diffusivity,    is the flame 

time scale and    is the laminar flame speed. 
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The common turbulence Reynolds number can be defined as in equation B.6: 

    
  

  

 
                   (B.6) 

Where the   
  represents the turn-over velocity of eddy. 

By assuming the Prandtl number (note there might be confusion between 

Prandtl number and Schmidt number) equals to unity which is the ratio of 

eddy viscosity to thermal diffusivity in equation B.7 so that    : 

   
 

 
                     (B.7) 

And by applying equation B.4 and B.7 to equation B.6, one could write: 

    
  

  

 
 

  
  

 
 

  
  

     
                 (B.8) 

To understand Figure 3.4, one Damköhler number and two Karlovitz number 

are defined below so that the Damköhler number equals to the ratio between 

turbulence dominated mixing time and chemical reaction: 

   
           

             
 

 

  
 

  
  

 
  

  

    
                (B.9) 

The 1
st
 Karlovitz number is defined as: 

   
                

                     
 

  

  
              (B.10) 

By applying equation B.5, and applying unity Prandtl number, equation B.10 

can be rearranged to (Note:    
 

  
  by combining equation B.2 and B.3): 

   
  

  
 

 

  
 

 

  
 

 
  

 

  
                (B.11) 
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By applying equation B.4, and unity Prandtl number again (Note:   
  

  
 by 

combining equation B.1 and B.3): 

   
  

  
 

  
 

  
  

  

  

  

  
 

 
  

 

                 (B.12) 

The 2
nd

 Karlovitz number is defined as: 

    
                            

                       
 

  
 

  
                 (B.13) 

Where the reaction zone thickness        and   takes the value of 0.1 for 

methane-oxygen reaction, i.e. the reaction zone thickness is one-tenth the 

thickness of diffusion/preheat region. 

To achieve the relationship amongst   
    ,    ,   ,    , and      as shown 

in Figure 3.4, equation B.1 is squared on both sides and by substituting the 

scaled dissipation rate     
  

   and         
   

 
 from equation B.4 

into the squared equation B.1, one could have: 

    
  

  

 
        

   
  

  
   

     
  

 

  
    

                  (B.14) 

Rearrange equation B.14: 

 
  

 

  
   

  
  

   
  

 

  

 

  
                (B.15) 

Finally, equation B.12 is then substituted into equation B.15 to have the 

relationship amongst   
    ,   , and      and by combining equation B.8, it is 

summarized that: 
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                   (B.16) 

The region at which the Reynolds number larger than unity is discussed here: 

(1) If    
           

                
 

  

  
 

  
 

  
  

  
 

  
  , then  

  
 

  
  

 

  
     (straight 

line in log-log graph), and     : the laminar flame thickness equals to the 

Kolmogorov  length scale. 

(2) If    
           

                
 

  

  
 

  
 

  
  

  
 

  
  , then     , the flame is 

embedded in to the smallest eddy, two sub-conditions are defined: 

 a. If when      and   
    , laminar flame propagation speed 

dominates over the flame front corrugation, i.e. wrinkled flame. 

 b. If when      and   
    , flame front corrugation dominated 

over the laminar flame propagation, i.e. corrugated flame. 

(3) If    
           

                
 

  

  
 

  
 

  
  

  
 

    , then     , the smallest 

eddy penetrates into the reaction zone, two sub-conditions are defined: 

a. If     
                            

                       
 

  
 

  
       , although 

eddy penetrates into the flamelet, the smallest eddy length scale is still larger 

than reaction zone thickness, the flamelet assumption is still valid, the region 

is called thin reaction zone region. 

b. If     
                            

                       
 

  
 

  
       , the smallest 

eddy length scale breaks into the reaction zone, and therefore, the zone is 

called broken reaction zone. 
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Now, the problem with ECFM model is discussed here: 

When ECFM model has been used in the main text of this thesis, the model is 

seen to have suppressed the chemical reaction rate by presenting the lower 

value of progress variable across the whole domain of the combustor. It must 

be realized that the model is based on the assumption that the premixed flame 

is located in the regime supporting for the corrugated flame.  

In the corrugated flame regime, an assumption must be followed that the turn-

over velocity of eddy is larger than the laminar flame speed that instead of 

having little wrinkling due to the propagation of flame, the flame is highly 

corrugated, i.e. the eddies which are turning faster than the flame front 

propagating speed will push the flame front around. 

If the Gibson length scale is defined so that it is equivalent to the length scale 

at which the eddy turn-over velocity equals to the flame front propagating 

speed (i.e., Gibson length scale is the flame front wrinkling limit), the flame 

corrugation assumption can be fully covered only if it satisfied: 

        

Where    is the laminar flame thickness,    is the Gibson length scale and   is 

the smallest resolved scale. 

In LES, if   is properly described by linking it to the local cell size, the entire 

length scales smaller than Gibson length scale can be directly resolved to 

provide an accurate prediction of flame area corrugation. However, in 

SSTKWSAS, there is no explicit dependence between the resolved scales and 

the local cell size. The use of large courant number in this thesis may indicate 
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the smallest resolved scale is larger than the Gibson length scale (or only part 

of the resolved scales are smaller than Gibson scale), and therefore, the flame 

area corrugation cannot be completely considered.  
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APPENDIX C 

Calculation of Properties 

Calculation of temperature: 

To calculate the mean temperature of mixtures, equation C.1 is used as below: 

  ̅         
̅̅ ̅     

̅̅ ̅                 (C.1) 

Where the mean unburnt temperature   
̅̅ ̅ is directly read from the Pre-PDF 

polynomial: 

   ∑   
 
     ̅                    (C.2) 

Where    takes the coefficients shown in Table C.1: 

C0 C1 C2 C3 

318 -3.10E-11 8.63E-11 -5.60E-11 

Table C.1: Polynomial coefficients for calculating unburnt temperature 

 The burnt temperature    is calculated from equation C.3: 

   ∬   ̅        ̅       ̅                    (C.3) 

Calculation of density:  

To calculate the density, equation C.4 is used as below: 

                               (C.4) 

The burnt density    is calculated from: 
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 ∬   ̅     

 

   ̅     
  ̅                    (C.5) 

And the unburnt density is read from Pre-PDF polynomial as well (calculated 

from idea gas law             where M is the mean molecular weight 

and     is the operating pressure 1atm): 

   ∑   
 
     ̅                    (C.6) 

Where    takes the coefficients shown in Table C.2: 

C0 C1 C2 C3 

1.105569 0.390674 0.090071 0.103513 

Table C.2: Polynomial coefficients for calculating unburnt density 

The unburnt properties such as unburnt specific heat capacity (J/(KgK)) 

(                    ∑         where      is the specific heat capacity of 

individual species,    is the mass fraction of each species) and thermal 

diffusivity (    ) (                        ) follow the same polynomial 

rule, but the coefficients are given below in Table C.3 and C.4: 

C0 C1 C2 C3 

1.01E+03 7.5E+02 1.44E-10 -9.5E-11 

Table C.3: Polynomial coefficients for calculating unburnt specific heat 

capacity 
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C0 C1 C2 C3 

4.06E-05 -4.30E-05 2.52E-05 -7.60E-06 

Table C.4: Polynomial coefficients for calculating unburnt thermal diffusivity 
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APPENDIX D 

Chemkin Chemical Reaction Mechanisms 

Detail chemical kinetics are shown below starting with ‘Elements’ and Species’ and followed by the ‘Reactions’. The first column in the kinetics 

below ‘REACTION’ represent individual chemical reactions and second to forth columns represent the exponential factor, the fudge factor and 

the activation energy factor appeared in Arrhenius equation for high pressure limit. The ‘LOW/’ and ‘TROE/’ used for reactions represent rate 

parameters for low pressure limit in Lindemann formula and Troe’s formula. In general, these rate parameters for low pressure limit or fall-off 

region depend largely on buffer gas. Hence, rows starting with a species name and followed by a ‘/*/’ represents enhancement factor for buffer 

gas and the low-pressure-limiting rate constant must be multiplied by * for a certain species. 

ELEMENTS 
      N AR HE H O C 

 END 
      

       SPECIES 
      N2 AR HE H O2 

  OH O H2 H2O HO2 
  H2O2 CO CO2 HCO CH3 
  CH4 CH2O T-CH2 S-CH2 C2H4 
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CH3O C2H5 C2H6 CH C2H2 
  C2H4OOH OC2H3OOH C2H3 CH2CHO C2H4O 
  HCCO CH2CO C2H CH2OH CH3OH 
  CH3CHO CH3CO C2H5OH CH2CH2OH CH3CHOH 
  CH3CH2O C3H4 C3H3 C3H5 C3H6 
  C3H8 I-C3H7 N-C3H7 C3H6OOH OC3H5OOH 
  END 

      

       REACTIONS   
     H+O2 OH+O 3,52E+19 -0.700 17069.79  

   H2+O<=>OH+H 5,06E+07 2.670 6290.63 
   H2+OH<=>H2O+H 1,17E+12 1.300 3635.28  
   H2O+O<=>2OH 7,00E+08 2.330 14548.28 
   2H+M<=>H2+M 1,30E+21 -1.000 0.00 
   AR/0.50/ HE/0.50/ H2/2.50/ H2O/12.00/ CO/1.90/ CO2/3.80/ 

 H+OH+M<=>H2O+M 4,00E+25 -2.000 0.00 
   AR/0.38/ HE/0.38/ H2/2.50/ H2O/12.00/ CO/1.90/ CO2/3.80/ 

 2O+M<=>O2+M 6,17E+18 -0.500 0.00 
   AR/0.20/ HE/0.20/ H2/2.50/ H2O/12.00/ CO/1.90/ CO2/3.80/ 

 H+O+M<=>OH+M 4,71E+21 -1.000 0.00 
   AR/0.75/ HE/0.75/ H2/2.50/ H2O/12.00/ CO/1.90/ CO2/3.80/ 

 O+OH+M<=>HO2+M 8,00E+18 0.000 0.00 
   AR/0.75/ HE/0.75/ H2/2.50/ H2O/12.00/ CO/1.90/ CO2/3.80/ 

 H+O2(+M)<=>HO2(+M) 4,65E+15 0.440 0.00 
   AR/0.70/ HE/0.70/ H2/2.50/ H2O/16.00/ CO/1.20/ CO2/2.40/ C2H6/1.50/ 

 
LOW/ 5,75E+22 -1.400 0.00 / 

 
 

TROE/ 0.5 1,00E-30 1,00E+30 / 
 HO2+H<=>2OH 7,08E+16 0.000 294.93 
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HO2+H<=>H2+O2 1,66E+16 0.000 822.90 
   HO2+H<=>H2O+O 3,10E+16 0.000 1720.84 
   HO2+O<=>OH+O2 2,00E+16 0.000 0.00 
   HO2+OH(+M)<=>H2O+O2(+M) 4,50E+17 0.000 10929.73 
   

       

 

LOW/ 2,89E+16 0.000 -497.13 / 
 

 

TROE/ 1 1 1,00E+07 1,00E+07 / 

2OH(+M)<=>H2O2(+M) 9,55E+16 -0.270 0.00 
   AR/0.70/ HE/0.40/ H2/2.50/ H2O/6.00/ CO/1.50/ CO2/2.00/ 

 
 

LOW/ 2,76E+28 -3.200 0.000 / 
 

 

TROE/ 0.57 1,00E+30 0 / 
 2HO2(+M)<=>H2O2+O2(+M) 1,94E+14 0.000 -1408.94 

   

       

 

LOW/ 1,03E+17 0.000 11042.07 / 
 

 

TROE/ 1 1 1,00E+07 1,00E+07 / 

H2O2+H<=>HO2+H2 2,30E+16 0.000 7950.05 
   H2O2+H<=>H2O+OH 1,00E+16 0.000 3585.09 
   H2O2+OH(+M)<=>H2O+HO2(+M) 7,59E+16 0.000 7272.94 
   

       

 

LOW/ 1,74E+15 0.000 1434.03 / 
 

 

TROE/ 1 1 1,00E+07 1,00E+07 / 

H2O2+O<=>HO2+OH 9,63E+09 2.000 3991.40 
   CO+O(+M)<=>CO2(+M) 1,80E+14 0.000 2384.08 
   AR/0.70/ HE/0.70/ H2/2.50/ H2O/12.00/ CO/2.00/ CO2/4.00/ 

 
 

LOW/ 1,55E+27 -2.790 4190.97 / 
 

 

TROE/ 1 1 1,00E+07 1,00E+07 / 

CO+OH<=>CO2+H 4,40E+09 1.500 -740.92 
   CO+HO2<=>CO2+OH 2,00E+16 0.000 22944.55 
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CO+O2<=>CO2+O 1,00E+15 0.000 47700.05 
   HCO+M<=>CO+H+M 1,86E+20 -1.000 17000.48 
   H2/1.90/ H2O/12.00/ CO/2.50/ CO2/2.50/ 

   HCO+H<=>CO+H2 5,00E+16 0.000 0.00 
   HCO+O<=>CO+OH 3,00E+16 0.000 0.00 
   HCO+O<=>CO2+H 3,00E+16 0.000 0.00 
   HCO+OH<=>CO+H2O 3,00E+16 0.000 0.00 
   HCO+O2<=>CO+HO2 7,58E+15 0.000 409.89 
   HCO+CH3<=>CO+CH4 5,00E+16 0.000 0.00 
   H+HCO(+M)<=>CH2O(+M) 1,09E+15 0.480 -260.04 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/ 

 
LOW/ 1,35E+27 -2.570 424.95 / 

 
 

TROE/ 0.7824 271 2755 6570 / 

CH2O+H<=>HCO+H2 5,74E+10 1.900 2748.57 
   CH2O+O<=>HCO+OH 3,50E+16 0.000 3513.38 
   CH2O+OH<=>HCO+H2O 3,90E+13 0.890 406.31 
   CH2O+O2<=>HCO+HO2 6,00E+16 0.000 40674.00 
   CH2O+HO2<=>HCO+H2O2 4,11E+07 2.500 10210.33 
   CH4+H<=>H2+CH3 1,30E+07 3.000 8037.76 
   CH4+OH<=>H2O+CH3 1,60E+10 1.830 2782.03 
   CH4+O<=>CH3+OH 1,90E+12 1.440 8675.91 
   CH4+O2<=>CH3+HO2 3,98E+16 0.000 56890.54 
   CH4+HO2<=>CH3+H2O2 9,03E+15 0.000 24641.49 
   CH3+H<=>T-CH2+H2 1,80E+17 0.000 15105.16 
   CH3+H<=>S-CH2+H2 1,55E+17 0.000 13479.92 
   CH3+OH<=>S-CH2+H2O 4,00E+16 0.000 2502.39 
   CH3+O<=>CH2O+H 8,43E+16 0.000 0.00 
   CH3+T-CH2<=>C2H4+H 4,22E+16 0.000 0.00 
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CH3+HO2<=>CH3O+OH 5,00E+15 0.000 0.00 
   CH3+O2<=>CH2O+OH 3,30E+14 0.000 8941.20 
   CH3+O2<=>CH3O+O 1,10E+16 0.000 27820.03 
   2CH3<=>C2H4+H2 1,00E+17 0.000 32002.87 
   2CH3<=>C2H5+H 3,16E+16 0.000 14698.85 
   H+CH3(+M)<=>CH4(+M) 1,27E+19 -0.630 382.89 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ 

 
 

LOW/ 2,47E+36 -4.760 2440.01 / 
 

 

TROE/ 0.783 74 2941 6964 / 

2CH3(+M)<=>C2H6(+M) 1,81E+16 0.000 0.00 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/ 

 
LOW/ 1,27E+44 -7.000 2762.91 / 

 
 

TROE/ 0.62 73 1.2e+03 / 
 S-CH2+OH<=>CH2O+H 3,00E+16 0.000 0.00 

   S-CH2+O2<=>CO+OH+H 3,13E+16 0.000 0.00 
   S-CH2+CO2<=>CO+CH2O 3,00E+15 0.000 0.00 
   S-CH2+M<=>T-CH2+M 6,00E+15 0.000 0.00 
   H2/2.40/ H2O/15.40/ CO/1.80/ CO2/3.60/ 

   T-CH2+H<=>CH+H2 6,02E+15 0.000 -1787.76 
   T-CH2+OH<=>CH2O+H 2,50E+16 0.000 0.00 
   T-CH2+OH<=>CH+H2O 1,13E+10 2.000 2999.52 
   T-CH2+O<=>CO+2H 8,00E+16 0.000 0.00 
   T-CH2+O<=>CO+H2 4,00E+16 0.000 0.00 
   T-CH2+O2<=>CO2+H2 2,63E+15 0.000 1491.40 
   T-CH2+O2<=>CO+OH+H 6,58E+15 0.000 1491.40 
   2T-CH2<=>C2H2+2H 1,00E+17 0.000 0.00 
   CH+O<=>CO+H 4,00E+16 0.000 0.00 
   CH+O2<=>HCO+O 1,77E+14 0.760 -478.01 
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CH+H2O<=>CH2O+H 1,17E+18 -0.750 0.00 
   CH+CO2<=>HCO+CO 4,80E+04 3.220 -3226.58 
   CH3O+H<=>CH2O+H2 2,00E+16 0.000 0.00 
   CH3O+H<=>S-CH2+H2O 1,60E+16 0.000 0.00 
   CH3O+OH<=>CH2O+H2O 5,00E+15 0.000 0.00 
   CH3O+O<=>OH+CH2O 1,00E+16 0.000 0.00 
   CH3O+O2<=>CH2O+HO2 4,28E-10 7.600 -3537.28 
   CH3O+M<=>CH2O+H+M 7,78E+16 0.000 13513.38 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ 

 C2H6+H<=>C2H5+H2 5,40E+05 3.500 5210.33 
   C2H6+O<=>C2H5+OH 1,40E+03 4.300 2772.47 
   C2H6+OH<=>C2H5+H2O 2,20E+10 1.900 1123.33 
   C2H6+CH3<=>C2H5+CH4 5,50E+02 4.000 8293.50 
   C2H6(+M)<=>C2H5+H(+M) 8,85E+23 -1.230 102222.75 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/ 

 
LOW/ 4,90E+45 -6.430 107169.93 / 

 
 

TROE/ 0.84 125 2219 6882 / 

C2H6+HO2<=>C2H5+H2O2 1,32E+16 0.000 20469.89 
   C2H5+H<=>C2H4+H2 3,00E+16 0.000 0.00 
   C2H5+O<=>C2H4+OH 3,06E+16 0.000 0.00 
   C2H5+O<=>CH3+CH2O 4,24E+16 0.000 0.00 
   C2H5+O2<=>C2H4+HO2 7,50E+17 -1.000 4799.95 
   C2H5+O2<=>C2H4OOH 2,00E+15 0.000 0.00 
   C2H4OOH<=>C2H4+HO2 4,00E+37 -7.200 23000.00 
   C2H4OOH+O2<=>OC2H3OOH+OH 7,50E+08 1.300 -5799.95 
   OC2H3OOH<=>CH2O+HCO+OH 1,00E+18 0.000 43000.00 
   C2H5(+M)<=>C2H4+H(+M) 1,11E+13 1.037 36768.64 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ 
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LOW/ 3,99E+36 -4.990 40000.00 / 
 

 

TROE/ 0.168 1.2e+03 0 / 
 C2H4+H<=>C2H3+H2 4,49E+10 2.120 13360.42 

   C2H4+OH<=>C2H3+H2O 5,53E+08 2.310 2963.67 
   C2H4+O<=>CH3+HCO 2,25E+09 2.080 0.00 
   C2H4+O<=>CH2CHO+H 1,21E+09 2.080 0.00 
   2C2H4<=>C2H3+C2H5 5,01E+17 0.000 64700.05 
   C2H4+O2<=>C2H3+HO2 4,22E+16 0.000 57623.09 
   C2H4+HO2<=>C2H4O+OH 2,23E+15 0.000 17189.29 
   C2H4O+HO2<=>CH3+CO+H2O2 4,00E+15 0.000 17007.65 
   C2H4+M<=>C2H3+H+M 2,60E+20 0.000 96568.12 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ 

 C2H4+M<=>C2H2+H2+M 3,50E+19 0.000 71532.03 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ 

 C2H3+H<=>C2H2+H2 4,00E+16 0.000 0.00 
   C2H3(+M)<=>C2H2+H(+M) 6,38E+12 1.000 37626.67 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ 

 
 

LOW/ 1,51E+17 0.100 32685.95 / 
 

 

TROE/ 0.3 1,00E+30 1,00E-30 / 
 C2H3+O2<=>CH2O+HCO 1,70E+32 -5.312 6503.11 

   C2H3+O2<=>CH2CHO+O 7,00E+17 -0.611 5262.43 
   C2H3+O2<=>C2H2+HO2 5,19E+18 -1.260 3312.62 
   C2H2+O<=>HCCO+H 4,00E+17 0.000 10659.66 
   C2H2+O<=>T-CH2+CO 1,60E+17 0.000 9894.84 
   C2H2+O2<=>CH2O+CO 4,60E+18 -0.540 44933.08 
   C2H2+OH<=>CH2CO+H 1,90E+10 1.700 999.04 
   C2H2+OH<=>C2H+H2O 3,37E+10 2.000 14000.96 
   CH2CO+H<=>CH3+CO 1,50E+12 1.430 2688.81 
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CH2CO+O<=>T-CH2+CO2 2,00E+16 0.000 2294.46 
   CH2CO+O<=>HCCO+OH 1,00E+16 0.000 2000.48 
   CH2CO+CH3<=>C2H5+CO 9,00E+13 0.000 0.00 
   HCCO+H<=>S-CH2+CO 1,50E+17 0.000 0.00 
   HCCO+OH<=>HCO+CO+H 2,00E+15 0.000 0.00 
   HCCO+O<=>2CO+H 9,64E+16 0.000 0.00 
   HCCO+O2<=>2CO+OH 2,88E+10 1.700 1001.43 
   HCCO+O2<=>CO2+CO+H 1,40E+10 1.700 1001.43 
   C2H+OH<=>HCCO+H 2,00E+16 0.000 0.00 
   C2H+O<=>CO+CH 1,02E+16 0.000 0.00 
   C2H+O2<=>HCCO+O 6,02E+14 0.000 0.00 
   C2H+O2<=>CH+CO2 4,50E+18 0.000 25095.60 
   C2H+O2<=>HCO+CO 2,41E+15 0.000 0.00 
   CH2OH+H<=>CH2O+H2 3,00E+16 0.000 0.00 
   CH2OH+H<=>CH3+OH 2,50E+20 -0.930 5126.91 
   CH2OH+OH<=>CH2O+H2O 2,40E+16 0.000 0.00 
   CH2OH+O2<=>CH2O+HO2 5,00E+15 0.000 0.00 
   CH2OH+M<=>CH2O+H+M 5,00E+16 0.000 25119.50 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ 

 CH3O+M<=>CH2OH+M 1,00E+17 0.000 19120.46 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ 

 CH2CO+OH<=>CH2OH+CO 1,02E+16 0.000 0.00 
   CH3OH+OH<=>CH2OH+H2O 1,44E+09 2.000 -838.91 
   CH3OH+OH<=>CH3O+H2O 4,40E+09 2.000 1505.74 
   CH3OH+H<=>CH2OH+H2 1,35E+06 3.200 3490.68 
   CH3OH+H<=>CH3O+H2 6,83E+04 3.400 7239.96 
   CH3OH+O<=>CH2OH+OH 1,00E+16 0.000 4684.51 
   CH3OH+HO2<=>CH2OH+H2O2 8,00E+16 0.000 19383.37 
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CH3OH+O2<=>CH2OH+HO2 2,00E+16 0.000 44933.08 
   CH3OH(+M)<=>CH3+OH(+M) 1,90E+19 0.000 91729.92 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ 

 
 

LOW/ 2,95E+47 -7.350 95460.09 / 
 

 

TROE/ 0.414 2.8e+02 5.5e+03 / 
 CH2CHO<=>CH2CO+H 1,05E+40 -7.189 44340.34 

   CH2CHO+H<=>CH3+HCO 5,00E+16 0.000 0.00 
   CH2CHO+H<=>CH2CO+H2 2,00E+16 0.000 0.00 
   CH2CHO+O<=>CH2O+HCO 1,00E+17 0.000 0.00 
   CH2CHO+OH<=>CH2CO+H2O 3,00E+16 0.000 0.00 
   CH2CHO+O2<=>CH2O+CO+OH 3,00E+13 0.000 0.00 
   CH2CHO+CH3<=>C2H5+CO+H 4,90E+17 -0.500 0.00 
   CH2CHO+HO2<=>CH2O+HCO+OH 7,00E+15 0.000 0.00 
   CH2CHO+HO2<=>CH3CHO+O2 3,00E+15 0.000 0.00 
   CH2CHO<=>CH3+CO 1,17E+46 -9.800 43799.95 
   CH3CHO<=>CH3+HCO 7,00E+18 0.000 81700.05 
   CH3CO(+M)<=>CH3+CO(+M) 3,00E+15 0.000 16700.05 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ 

 
 

LOW/ 1,20E+18 0.000 12500.00 / 
 

 

TROE/ 1 1 1,00E+07 1,00E+07 / 

CH3CHO+OH<=>CH3CO+H2O 3,37E+15 0.000 -619.98 
   CH3CHO+OH<=>CH2CHO+H2O 3,37E+14 0.000 -619.98 
   CH3CHO+O<=>CH3CO+OH 1,77E+21 -1.900 2979.92 
   CH3CHO+O<=>CH2CHO+OH 3,72E+16 -0.200 3559.99 
   CH3CHO+H<=>CH3CO+H2 4,66E+16 -0.300 2989.96 
   CH3CHO+H<=>CH2CHO+H2 1,85E+15 0.400 5359.94 
   CH3CHO+CH3<=>CH3CO+CH4 3,90E-04 5.800 2200.05 
   CH3CHO+CH3<=>CH2CHO+CH4 2,45E+04 3.100 5729.92 
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CH3CHO+HO2<=>CH3CO+H2O2 3,60E+22 -2.200 14000.00 
   CH3CHO+HO2<=>CH2CHO+H2O2 2,32E+14 0.400 14900.10 
   CH3CHO+O2<=>CH3CO+HO2 1,00E+17 0.000 42200.05 
   C2H5OH(+M)<=>CH3+CH2OH(+M) 5,00E+18 0.000 82000.00 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ 

 
 

LOW/ 3,00E+19 0.000 58000.00 / 
 

 

TROE/ 0.5 1,00E-30 1,00E+30 / 
 C2H5OH(+M)<=>C2H4+H2O(+M) 8,00E+16 0.000 65000.00 

   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ 
 

 

LOW/ 1,00E+20 0.000 54000.00 / 
 

 

TROE/ 0.5 1,00E-30 1,00E+30 / 
 C2H5OH+OH<=>CH2CH2OH+H2O 1,81E+14 0.400 717.02 

   C2H5OH+OH<=>CH3CHOH+H2O 3,09E+13 0.500 -380.02 
   C2H5OH+OH<=>CH3CH2O+H2O 1,05E+13 0.800 717.02 
   C2H5OH+H<=>CH2CH2OH+H2 1,90E+10 1.800 5099.90 
   C2H5OH+H<=>CH3CHOH+H2 2,58E+10 1.600 2830.07 
   C2H5OH+H<=>CH3CH2O+H2 1,50E+10 1.600 3039.91 
   C2H5OH+O<=>CH2CH2OH+OH 9,41E+10 1.700 5460.09 
   C2H5OH+O<=>CH3CHOH+OH 1,88E+10 1.900 1820.03 
   C2H5OH+O<=>CH3CH2O+OH 1,58E+10 2.000 4450.05 
   C2H5OH+CH3<=>CH2CH2OH+CH4 2,19E+05 3.200 9619.98 
   C2H5OH+CH3<=>CH3CHOH+CH4 7,28E+05 3.000 7950.05 
   C2H5OH+CH3<=>CH3CH2O+CH4 1,45E+05 3.000 7650.10 
   C2H5OH+HO2<=>CH3CHOH+H2O2 8,20E+06 2.500 10799.95 
   C2H5OH+HO2<=>CH2CH2OH+H2O2 2,43E+07 2.500 15799.95 
   C2H5OH+HO2<=>CH3CH2O+H2O2 3,80E+15 0.000 24000.00 
   C2H4+OH<=>CH2CH2OH 2,41E+14 0.000 -2380.02 
   C2H5+HO2<=>CH3CH2O+OH 4,00E+16 0.000 0.00 
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CH3CH2O+M<=>CH3CHO+H+M 5,60E+37 -5.900 25299.95 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ 

 CH3CH2O+M<=>CH3+CH2O+M 5,35E+40 -7.000 23799.95 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ 

 CH3CH2O+O2<=>CH3CHO+HO2 4,00E+13 0.000 1099.90 
   CH3CH2O+CO<=>C2H5+CO2 4,68E+05 3.200 5380.02 
   CH3CH2O+H<=>CH3+CH2OH 3,00E+16 0.000 0.00 
   CH3CH2O+H<=>C2H4+H2O 3,00E+16 0.000 0.00 
   CH3CH2O+OH<=>CH3CHO+H2O 1,00E+16 0.000 0.00 
   CH3CHOH+O2<=>CH3CHO+HO2 4,82E+16 0.000 5020.08 
   CH3CHOH+O<=>CH3CHO+OH 1,00E+17 0.000 0.00 
   CH3CHOH+H<=>C2H4+H2O 3,00E+16 0.000 0.00 
   CH3CHOH+H<=>CH3+CH2OH 3,00E+16 0.000 0.00 
   CH3CHOH+HO2<=>CH3CHO+2OH 4,00E+16 0.000 0.00 
   CH3CHOH+OH<=>CH3CHO+H2O 5,00E+15 0.000 0.00 
   CH3CHOH+M<=>CH3CHO+H+M 1,00E+17 0.000 25000.00 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ 

 C3H4+O<=>C2H4+CO 2,00E+10 1.800 1000.00 
   CH3+C2H2<=>C3H4+H 2,56E+12 1.100 13643.88 
   C3H4+O<=>HCCO+CH3 7,30E+15 0.000 2250.00 
   C3H3+H(+M)<=>C3H4(+M) 3,00E+16 0.000 0.00 
   

       

 

LOW/ 9,00E+18 1.000 0.00 / 
 

 

TROE/ 0.5 1,00E+30 0 / 
 C3H3+HO2<=>C3H4+O2 2,50E+15 0.000 0.00 

   C3H4+OH<=>C3H3+H2O 5,30E+09 2.000 2000.00 
   C3H3+O2<=>CH2CO+HCO 3,00E+13 0.000 2868.07 
   C3H4+H(+M)<=>C3H5(+M) 4,00E+16 0.000 0.00 
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LOW/ 3,00E+27 -2.000 0.00 / 
 

 

TROE/ 0.8 1,00E+30 0 / 
 C3H5+H<=>C3H4+H2 1,80E+16 0.000 0.00 

   C3H5+O2<=>C3H4+HO2 4,99E+18 -1.400 22428.06 
   C3H5+CH3<=>C3H4+CH4 3,00E+15 -0.320 -130.98 
   C2H2+CH3(+M)<=>C3H5(+M) 6,00E+11 0.000 0.00 
   

       

 

LOW/ 2,00E+12 1.000 0.00 / 
 

 

TROE/ 0.5 1,00E+30 0 / 
 C3H5+OH<=>C3H4+H2O 6,00E+15 0.000 0.00 

   C3H3+HCO<=>C3H4+CO 2,50E+16 0.000 0.00 
   C3H3+HO2<=>OH+CO+C2H3 8,00E+14 0.000 0.00 
   C3H4+O2<=>CH3+HCO+CO 4,00E+17 0.000 41826.00 
   C3H6+O<=>C2H5+HCO 3,50E+10 1.650 -972.75 
   C3H6+OH<=>C3H5+H2O 3,10E+09 2.000 -298.28 
   C3H6+O<=>CH2CO+CH3+H 1,20E+11 1.650 327.44 
   C3H6+H<=>C3H5+H2 1,70E+08 2.500 2492.83 
   C3H5+H(+M)<=>C3H6(+M) 2,00E+17 0.000 0.00 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/ 

 
LOW/ 1,33E+63 -12.000 5967.97 / 

 
 

TROE/ 0.02 1097 1097 6860 / 

C3H5+HO2<=>C3H6+O2 2,66E+15 0.000 0.00 
   C3H5+HO2<=>OH+C2H3+CH2O 3,00E+15 0.000 0.00 
   C2H3+CH3(+M)<=>C3H6(+M) 2,50E+16 0.000 0.00 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/ 

 
LOW/ 4,27E+61 -11.940 9770.55 / 

 
 

TROE/ 0.175 1341 6,00E+04 1,01E+07 / 
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C3H6+H<=>C2H4+CH3 1,60E+25 -2.390 11185.47 
   CH3+C2H3<=>C3H5+H 1,50E+27 -2.830 18618.55 
   C3H8(+M)<=>CH3+C2H5(+M) 1,10E+20 0.000 84392.93 
   

       

 

LOW/ 7,83E+21 0.000 64978.01 / 
 

 

TROE/ 0.76 1.9e+03 38 / 
 C3H8+O2<=>I-C3H7+HO2 4,00E+16 0.000 47500.00 

   C3H8+O2<=>N-C3H7+HO2 4,00E+16 0.000 50932.12 
   C3H8+H<=>I-C3H7+H2 1,30E+09 2.400 4471.08 
   C3H8+H<=>N-C3H7+H2 1,33E+09 2.540 6761.47 
   C3H8+O<=>I-C3H7+OH 4,76E+07 2.710 2107.31 
   C3H8+O<=>N-C3H7+OH 1,90E+08 2.680 3718.45 
   C3H8+OH<=>N-C3H7+H2O 1,00E+13 1.000 1599.90 
   C3H8+OH<=>I-C3H7+H2O 2,00E+10 -1.600 -99.90 
   C3H8+HO2<=>I-C3H7+H2O2 9,64E+06 2.600 13917.30 
   C3H8+HO2<=>N-C3H7+H2O2 4,76E+07 2.550 16491.40 
   I-C3H7+C3H8<=>N-C3H7+C3H8 8,40E+00 4.200 8675.91 
   C3H6+H(+M)<=>I-C3H7(+M) 1,33E+16 0.000 1560.71 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/ 

 
LOW/ 8,70E+45 -7.500 4732.31 / 

 
 

TROE/ 1 1000 645.4 6844 / 

I-C3H7+O2<=>C3H6+HO2 1,30E+14 0.000 0.00 
   N-C3H7(+M)<=>CH3+C2H4(+M) 1,23E+16 -0.100 30210.33 
   

       

 

LOW/ 5,49E+52 -10.000 35778.92 / 
 

 

TROE/ -1.17 251 1,00E-15 1185 / 

H+C3H6(+M)<=>N-C3H7(+M) 1,33E+16 0.000 3260.04 
   AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/ 
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LOW/ 6,26E+41 -6.660 7000.48 / 

 
 

TROE/ 1 1000 1310 4.81e+04 / 

N-C3H7+O2<=>C3H6+HO2 3,50E+19 -1.600 3500.00 
   N-C3H7+O2<=>C3H6OOH 2,00E+15 0.000 0.00 
   C3H6OOH<=>C3H6+HO2 2,50E+38 -8.300 22000.00 
   C3H6OOH+O2<=>OC3H5OOH+OH 1,50E+11 0.000 -7000.00 
   OC3H5OOH<=>CH2CHO+CH2O+OH 1,00E+18 0.000 43000.00 
   END 
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APPENDIX E  

More Predicted Numerical Results 

 

 

X=50mm     X=80mm 

 

X=130mm     X=180mm 

Figure E.1: Time-averaged flame temperature at various plane of combuser (unsteady 

SSTKW). 
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X=50mm     X=80mm 

 

X=130mm     X=180mm 

Figure E.2: Time-averaged flame temperature at various plane of combuser (unsteady 

RSM). 

(Note: Blank/White flame region in the cutting plane at X=80mm above indicats that 

temperature in this region is higher than 2000K) 
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X=50mm     X=80mm 

 

X=130mm     X=180mm 

Figure E.3: Time-averaged flame temperature at various plane of combuser (unsteady 

SSTKWSAS). 
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(a) Unsteady SSTKW 

 

(b) Unsteady RSM 

 

(c) Unsteady SSTKWSAS 

Figure E.4: Time-averaged flame temperature at exit of combuser. 
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(a) X=150mm 

 

(b) X=180mm 

Figure E.5: Time-averaged flame temperature comparisons at downstream combuser 

(near tansmission nozzle). 

 


