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ABSTRACT

Recent advances in both digital hardware and digital
signal theory have led to a rapid expansion in the importance
and application of computer-aided measurement (CAM) techniques.
Of these advances, the emergence of cheap microprocessor
technology of sufficient processing power and speed to
support some of the real-time signal-processing tasks
encountered in CAM, is probably the single most important

factor.

The Roving Slave Processor (RSP) represents a novel
extension to the field of CAM. The RSP is a basic hardware
unit comprising, in its simplest form, a central processor,
a memory system and a means of input-output. By the use of
a microprocessor, it is possible to reduce the size of the
complete system to very small dimensions, i.e. to construct
a portable computer.

The unit is wholly dependent upon a master computer
for the provision of all fundamental peripherals (e.g.
teletype, reader-punch, etc.) and for all program preparation.
To provide these facilities, a special purpose interface has
been constructed. The RSP is, however, capable of disconnected
operation and this is shown to lead to a very efficient and
economical means by which to perform CAM operations.

The design and development of two prototypes is
described with particular attention being given to the
choice of processor, the storage system and the link to the
master computer. Some consideration has also been given to
the problem of how the RSPs should be programmed and a
scheme based on a high-level calling system is detailed.
Problems of reliability, both hardware and software, are

also discussed.
An application of the RSP technique in the very

demanding field of real-time EEG analysis is described,



with particular attention given to the development of an
automatic spike detector algorithm. The occurrence of spikes
in the EEG signal is of particular clinical significance as
it is indicative of the onset of an epileptic attack. Sharp-
waves, slow~waves and all other abnormal behaviour have been
omitted from this study.

A system, based on a filtered, first-order difference
of the EEG signal has been developed and is described. Very
encouraging results have been obtained, with a 957 success
rate for the abnormal spikes occurring in a series of test
records.

Finally, techniques for the production of a miniature
version of the RSP, which may be attached to and conveniently

carried by a patient, are discussed.
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The purpose of the work described in this -thesis is
two-fold. The initial phases are concerned with the
theoretical constraints, design philosophy and development
of a portable digital computer system, suitable for real-
time signal-processing applications. The latter phases are
concerned with the use of these portable computers in the
very demanding field of real-time analysis of abnormal
electroencephalogram (EEG) signals. -

The portable computers, known as Roving Slave Processors
(RSPs), are very basic hardware units that depend upon a

master computer for the provision of all basic peripherals.
In their simplest form they comprise a central processor,
program and data store and a means of input-output. The RSPs
receive their programs from the master computer and, once
loaded, they may be disconmnected and transported to some
required site for operation. In this manner they can be
made to fill a whole variety of roles by the provision of a
suitable program.

At the commencement of this project, microprocessors
of sufficient speed and processing power, suitable for the
RSP, were just becoming available. Two prototype devices,
based on different microprocessors, have been developed and
are described. One of these was eventually chosen as the
vehicle for a study of the feasibility of providing the real-
time EEG analysis, chosen as a target processing task. The
random, non-stationary nature of the EEG signal make it a
very demanding test case for the portable systems and
provides a useful guideline as to their signal-processing
potential and power.

The EEG case is of particular interest, in that ever
since Hans Berger [l] showed that the electrical activity of
the brain could be monitored by electrodes placed on the
scalp, attempts have been made to link this activity with

the activity of the underlying brain. To this day, there is



still much conjecture as to the usefulness of this gross,
averaged and distorted signal, as to whether it conveys any
meaningful information or is merely an interesting phenomenon
and nothing more [2].

Berger, however, was not only the first to demonstrate
the EEG phenomenon in man but was also the first to discover
that it was abnormal in epilepsey. This, combined with the
work of Walter [3] who established that slowly varying )
voltages arose near the tissue surrounding brain tumours
which could thus be detected via the EEG, gave electroenceph-
alography an air of respectability and led to its acceptance
as a tool for clinical diagnosis.

In order to test the RSP principle in this field it was
desirable to chose one demanding application, so it is in
the detection of the abnormal activity occurring as =z
precursor to an epileptic attack that the main use of the
RSPs has been directed. This abnormality usually manifests
itself as high-frequency activity in the EEG and the eventual
aim is to provide a means of detecting this activity as it
occurs (i.e. in real-time);

The two main themes of the research are closely related,
though this may not at first sight be evident. A major
consideration when the design of the portable computer was
embarked upon was the hope that technology would eventually
permit the construction of a pocket-size, portablé computer,
which may be attached to, and conveniently carried by, a
patient. This would permit the continuous monitoring of that
patient and provide a means of automatically detecting, for
example, any abnormal activity of the brain under different
environmental conditions.

The thesis is divided into two volumes, with this

volume, volume I, containing the main body of the research
and volume II, technical details of the hardware and software

developed.
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During the past decade computer-aiced measurement (CAM)
has become a recognizable and well defined branch of applied
science. As the name suggests, it involves the use of a
computer to assist in the solution of a measurement problem.
It often involves the computer in controlling and performing
the whole measurement task.

There are two main reasons for this rapid development

~

to the present level of importance and applicability, one
economic and the other technical necessity. The basic
underlying economic factor is that the cdmputer, by confining
speciality to software, enables extensive use to be made of

its capital intensive hardware; i.e. the hardware can be
effectively reconfigured to perform a whole range of different
operations’ by the provision of a suitable program. This is
not generally the case with specialized equipment, which
tends to be designed for one specific application.
The technical necessity behind the rapid developments
is simply that many of today's measurement problems are mnot
soluble without the processing power offered by a computer.
Major advances made iﬁ integrated circuit technology
have had a dramatic impact on signal processing techniques
and associated hardware, not only in the design, construction
and processing power of digital computers but also on such
devices as digital-to-analogue (D-A) and analogue-to-digital
(A-D) converters. These items are indispensable in interfacing
with the real (time-continuous) world. A recent development
which, 'it appears likely, will have a revolutionary effect
on the field of digital signal-processing, and with it CAM
in general, is the introduction of the first single-chip
microprocessors, in particular the more powerful sixteen-bit
devices.

A microprocessor incorporates all of the essential
features of the central processing unit (CPU) of a conventional

computer, integrated onto a single silicon die and housed
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in a single package. These new devices offer a sufficient
operating speed, digital wordlength and computational power
to make them suitable for many signal-processing applications.
The rapid advances made in integrated circuit technology
have led to a considerable reduction in the cost and physical
dimensions of digital processors (Fig. 2.1) thus making
them a viable proposition for many applications and has,
further, brought them into range of many potential users. -~

This cost versus power consideration adds considerable weight

to the economic factors already discussed.

Accompanying the recent hardware developments, and of
equal importance, are rapid advances being made in digital
signal-processing techniques and algorithms [4][5]. The most
important of these 1s probably the rediscovery and subsequent
development of the fast Fourier transform (FFT) algorithms
{6] . Advances made in digital filter theory and techniques
have also been responsible for the increasing use of digital
rather than analogue equipment for signal processing.

The dévelopment of digital techniques has not only
brought about the simulation and replacement of analogue
techniques, but has also led to entirely new theories and
methods which exploit the discrete nature of the data and
have no counterpart in the older theories. The combination
of these theories and techniques with the processing power
of modern computing devices is providing the experimenter
with unprecedented signal-processing capabilities.

A brief review of the application of this mnew found
capability to the problem of real-time analyses of the
electrical activity of the brain will now be presented.

An enormous amount of effort has been expended in
random signal analysis techniques for application to EEG
resulting in many papers on computerized pattern recognition
(or feature extraction) schemes [71[81. Of these, most arc

concerned with iua-rral-time analvses of pre-recoreded Zota,

([ON



Figure 2.1 The F100L - a complete central processing unit

integrated onto a single silicon chip.,
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and are thus of little direct relevance to the current project,
except where the algorithms may be modified to produce a
real-time solution. From the papers concerned with real-time
EEG analysis, none could be found which utilized a micro-
processor as the basic processing element, and so it has
been assumed that none exists. Indeed there is very little
published work in any branch of signal-processing concerning
the use of microprocessors. The papers to be reviewed have -
been selected with an emphasis placed on schemes which offer
the potential for possible modification and implementation
on a microprocessor based system.

Special purpose hardware systems have been built for
automatic spike detection (the high-frequency abnormality
referred to in Chapter 1) that employ the second derivative
and spike width as the criteria for detection [9][10] . Carrie
used a hybrid computer for spike detection working on both
the orignal EEG signal and its second derivative [I1]. A
quantitative comparison was made between values from consec-
utive EEG waves and a moving average. An output was generated
when the ratio of the input sample to the moving average
exceeded a preset limit. Carrie reported that use of the second
derivative gave better results than the first derivative.

Smith [12] used a technique of modelling the waveform
to be recognized. The model adopted was a triangle to classify
the three essential features of an abnormal spike:-

i) a relatively large and smooth slope followed by a
similar slope of opposite polarity

ii) a sharp apex

iii) a definable base of 20 - 80ms.

These parameters were all adjusted to give the optimum
correlation between the processed results and those of

trained EEG readers. The detection criteria thus defined
were applied to the filtered first derivative of the EEG

waveform. A success rate of 85% was reported for the records



analysed with this technique, the predominant cause of false
alarms being muscle artifact (which satisfied the spike
model).

Various methods of performing a direct filtering
operation on the original data have been implemented. One
such method was that of matched filtering [13]. For this, a
non-recursive filter whose pulse response is the required
signal in reverse form is used. Reasonable results can be -

obtained by the use of this method but it suffers from a

high false alarm and 'miss' rate because many different spike

waveforms may occur, each requiring a different matched
filter.
Another approach is the use of a bandpass filter centred
around the spike frequency. Stevens et al[l4] describe such
a system which utilizes a 6 - 10Hz bandpass filter, a slope
recognition unit and a voltage trigger. The parameters were
preset for each subject on an empirical basis, which appears
to be its major disadvantage. The method was used to carry
out an automatic analysis, on recorded data, of spikes
occurring in 24hr. epochs. The performance of the system,
to quote the authors, '...suffered from arbitary errors...
but is likely to be more consistent than intuitive recog-
nition by the electroencephalographer' (i.e. the system does
not appear to be a very sound means of automatic recognition).
A long term analyser has also been developed by Gergely
and Paul [15] which enables a short length of record preceeding
and following a spike-and-wave discharge to be recorded.
This leads to a considerable condensation of the data
collected during a long term analysié, by removing the
substantial lengths of record between the features of interest.
The device operates on all sixteen channels of a conventional
EEG recording simultaneously, but trigger levels can be set
separately for each channel. The system is currently under-

going evaluation and no results are as yet available.



Various studies have been conducted involving the fast

Fourier transform (FFT) since the orignal work of Grass and
Gibbs [16] . These are concerned more with an analysis of the
frequency components of the complete waveform rather than
for the detection of specific features. As a result they
were considered to be an unsuitable method for the purposes
of detecting spike activity. A further consideration against
the Fourier methods is that of computational requirements -
and the effect this would have on the real-time bandwidth
of any system using them as a means of analysis.

An evaluation of many of the methods discussed in this
chapter is given in Chapter 5, where the nature of the EEG
signal in general and the abnormal activity under investig-

ation in particular, are considered in far greater detail.
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Any computer installation engaged in computer-aided
measurement will almost certainly experience periods of
inefficient usage. The extent of this inefficiency will be
directly related to the proportion of time during which the
computer performs real-time signal-processing measurements.

This appears to be a contradictory state of affairs,
after all if the purpose of the computer is to assist in
measurement tasks any increase in this demand should lead,
automatically, to an increase in the efficiency of use.
However, a closer inspection of a number of typical CAM
problems indicates that this assumption may not always be
correct. In general, three distinct phases may be identified:-

i) preparation |
ii) measurement
iii) post mortem.
A consideration of the computational requirements of these
phases reveals that phase (ii) is very different in nature
from phases (i) and (iii).

The préparation phase is the period during which the
measurement problem is analysed and the programs, necessary
for its solution, written and tested. This will normally
require the use of many of the system resources, both
peripherals and system software.

The measurement phase consists of using the programs
prepared in phase (i) to carry out the prescribed measurement,
This will not, in general, require any of the system resources
other than the central processing unit (CPU) itself and a
few signal-processing peripherals (e.g. analogue-to-digital
and digital-to-analogue converters, real-time clock, etc.).

The final phase, post mortem, is an optional phase and
the usual activity here is further analysis of the results
obtained in phase (ii), for display in some suitable format,
for example. This, again, will require many of the system

resources used for phase (i).

12



As can be seen, phase (ii) requires none of the system
resources required by the other two and it is as a consequence
of this difference that the computer system can be put to
very inefficient use. The situation is further aggravated
by the fact that much, or all, of the measurement phase may

involve real-time processing, usually with full occupancy

of the CPU. |

It is worthwhile defining the term real-time, at this
stage, as it has been the author's experience that the term
suffers from a 'Humpty Dumpty' type of definition in that it
means whatever the user wants it to mean! By real-time, the
author is implying that the interaction between input and
output of the computer is such that a minimum processing
speed exists, below which there is an essential breakdown
in the intended sequence of operation.

This should not be confused with on-line for which
there is usually no such lower limit, other than the artifice
of time-out circuits, which may be included on some periph-
erals, and the patience of the user. Real-time is a special
class of on-line operation. All three phases of the typical
CAM exercise discussed involve on-line processing but only
phase (ii) will involve any real-time demands. Phases (i)
and (iii) may be conducted quite conveniently under multi-
user, time-sharing conditions, but the processes involved
in phase (ii) may be so time dependent that the entire
processing power of the CPU must be devoted to the execution
of the measurement program. As a result, all of the expensive
peripherals will stand idle until the measurement is comp-
leted. Obviously, phase (ii) makes very inefficient use of
the computer installation and as the real-time load is

increased so the efficiency of use will decrease.
One possible solution to this problem is the inclusion

of a front-end or pre-processor, These usually comprise a

minicomputer, special hardware or, more recently, a micro-

13



processor system. The normal relationship between the pre-
processor and the main processor is some form of hierarchy
with the main processor acting as master and the pre-processor
its slave. The connection of the on-line experiment is now
modified from the simple layout of Figure 3.1 to that shown

in Figure 3.2. The slave processor can now be delegated
various operations concerned with the real-time measurement

task only requesting attention from the main computer when .

absolutely necessary.

This can ease the load on the main processor considerably,
leaving it free to perform other tasks between interruptions
from the experiment. The number of interruptions received
by the main processor during the course of a measurement
will depend upon the nature of the measurement and the
computational power of the slave processor. If a minicomputer
i1s used it should be able to act in almost total autonomy,
once loaded with its program from the main processor. An
interrupt need only be requested upon completion of the

assigned task or if, for example, a blockAof data is to be
transferred to the main backing store (e.g. disc). In contrast,
if the slave falls in the special hardware category it may
be very basic and will demand attention from the main
processor for all but very simple operations; e.g. the slave
may be a simple level detector which causes an interrupt to
the main processor every time the input rises above a pre-
defined threshold level. The main computer would then take
over and perform the required analysis on the input waveform
returning control back to the slave upon completion, to
await the next interrupt. The microprocessor based solution
falls between these two extremes and its power is a direct
function of the power and complexity of the microprocessor

and associated system.
Various pre-processors have been interfaced to the

Department's computer by past research students, the most

14
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important of these being the Pulse Height Analyser [17] and

Transient Recorder [18]. It was during this work that another
problem was becoming more prominent, and that was the
physical immobility of the computer installation. There was
a real need to be able to transport the power of the main
computer to remote sites, and it was from this need that the
idea of the Roving Slave Processor arose [19][20](21]{z2]. In
this, the hierarchical system already outlined is taken a
stage further and the slave processor is made detachable.

It is then free to be takem to the object under test rather
than vice-versa, as is the normal case (see Figs. 3.3.a and
3.3.b).

The RSP is dependent upon the main computer for all
program preparation and provision of peripherals, as is any
pre-processing device, but unlike the others once it has
been loaded with a suitable program it is capabie of
disconnected operation. |

Several important advantages accrue from an approach
of this type, besides those already mentioned; a few of the
more important will be considered briefly.

Firstly, numerous RSPs may be serviced via a single
link to the master, instead of each pre-processor requiring

its own individual link which can involve important economic

consequences.
Individual users may have exclusive use of an RSP for
considerable periods which can be of great importance as

some measurements can involve many hours, or even days, of

continuous monitoring.

Certain important peripherals can be given a roving
commission, e.g. the Transient Recorder [23].

Finally, and probably most important of all, is the
fact that the RSP is, in essence, a portable, software
definable instrument. By the provision cf a suitable program,

tre user may define the RSP as a whole range -~ i, ront

16
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instruments to perform a variety of measurement and control
operations.

Clearly, the hardware unit devised to fulfil the role
of the RSP must be of sufficient computational power to
facilitate its useful application to a variety of measurement
problems and also be of suitable dimensions to permit easy
transportation, i.e. it must be portable rather than trans-
portable. Ideally, the final version will be a pocket-sized
device.

Of equal importance to the hardware considerations is
the software system mnecessary to exploit the RSPs. With
the availability of these basic hardware units it is possible
to describe an instrument as a concatenation of standard
software blocks [24]. Ultimately, the usefulness and applic-
ability of the RSP technique will depend upon the organization
of the software system and the ease with which it may be
employed by operators from differing disciplines, not just

computing experts.
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4.1 Introduction

The design constraints laid down forxr the RSP in the
previous chapter were that it must be of sufficient comp-
utational power to permit its useful appnlication to many
signal-processing and control problems and that the complete
system.must be portable, easy to use (interface) and to
program. The practical implications of these constraints
will be considered in this chapter. ’ ’

It is proposed that a very basié hardware unit comprising,
in its simplest form, a central prbcessor (microprocessor),
a program and cata store and a means of input-output, form
the basis of the RSP (Fig. 4.1). A configuration of this
type offers the potential of producing a miniature device.
Special hardware units may be added to the basic processing
unit, as required, for specific applications (e.g. real-time
clock, hardware multiply-divide, etc.). The basic unit,
however, should be capable of performing many of its

processing tasks alone, without the aid of these special

add-on hardware units.

Program and
Data Store

AN
ﬁ*v/iﬂﬂ_““*

Microprocessor

Figure 4.1 The basic RSP

gystem.
/\

Input-—Outbut
Channel
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Three prototype stages were planned, the first to be a
large rack-mounted system housed in a mobile unit. This
system 1s the one used in the present research to evaluate
the applicability and potential power of the RSP concept.
The second prototype is to be a portable device of similar
proportions to a modern oscilloscope and a final stage
involves the construction of a miniature version, of about

the size of a pocket calculator.

4.2 Choice of Processor

This is the most fundamental decision to be made, an
incorrect decision at this stage could invalidate the whole
project. The two major considerations are the choice between
multichip (i.e. bit-slices) or singlé board microprocessors
and single chip devices, and the wordlength required for the
envisaged applications.

The bit-slice approach appears attractive on first
inspection since the wordlength can be tailored to suit the
application as éan the instruction set via microprogramming.
Bit-slice and single board.systems must, however, be rejected
on size and weight grounds. Not only are the circuits involved
bulky, but large supplies are also required to power them.
Also, microprogramming is very expensive in man-hours, which
would have posed serious problems.

These constraints effectively limit the choice of
microprocessor to a single chip device. Further, the
processor eventually chosen must be of sufficient comput-
ational power to fulfil the processing requirements outlined
earlier (Chap. 2), on its own. If it becomes necessary to
resort to a multiprocessor design to achieve the desired
goals then a bit-slice or single board system may as well
have been opted for from the outset, since the two systuvms
will be of similar dimensions and will both involve si ''ar

power supplv reguirements,



As an example, a dual processor design based on the
F100L microprocessor is compared with the single board
'"Miproc' system, in Figure 4.2, The elements shown in the
dual F100 system correspond to the processing unit repre-
sented by the single board Miproc. A hardware multiply-
divide chip has been included since Miproc has this facility
and the memory and interface for the second processor must
also be included since they are additions, necessarily
introduced by the second processor. In both cases, the main
memory and other system peripherals have been omitted and
so, as far as possible, two like systems are being compared.

As can be seen, the dual processor system does not
appear very attractive when considered as a complete processing
unit with all of its additional circuitry. With other
single chip processors the situation would be somewhat worse,
since the F100 is geared to multiprocessor configurations.
Not only is the multiprocessor system slower than a comparable
single board system, of approximately the same board area
and with similar power supply requirements, but it is also
far more complicated to program., One of the design criteria
for the RSP is that it must be easy to use and understand
so that persons whose expertise does not lie in the comp-
uting field may utilize them (see Chap.3). The concept of
a multiprocessor approach was favoured at the commencement
of the project [22] and is still the subject of much research,
the main aim being to relieve possible input-output bottle-
necks,

The original intention was to produce a dual processor
system with the secondary processor responsible for all
input-output operations. As has been shown by Figure 4.2,
this is not such an attractive system as was first anticipated.
The dual processor approach represents an elegant conceptual
system but it is now the author's opinion that it is

unsuitable for the RSP, particularly for the planned miniature

22
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version.

It is possible to reduce the total power requirement
of the dual processor system given in Figure 4.2 by the
substitution of specially constructed circuits to replace
some of the interface sets (e.g. the memory interface).

This, suprisingly, does not involve any appreciable increase
in the physical dimensions of the interface and can reduce
power consumption quite appreciably. The major problem of
this approach, however, is the considerable amount of
valuable research time which must be spent in development.

These comments do not, however, rule out the use of
secondary microprocessors as part of special processing
units (SPUs), or peripheral control units (PCUs), the
optional add-on hardware units discussed at the beginning of
this chapter. Indeed, a microprocessor based solution will
often represent the optimum choice for an SPU or PCU
application. It should be re-emphasized, though, that these
are optional add-on units, extra to the basic RSP.

Before any comparisons are made between the available
single chip microprocessoré, it is necessary to determine
the wordlength requirement. This will be specified by the
most demanding application envisaged for the RSP. These will
arise in real-time signal-processing applications. Of the
real-time processing tasks, digital filtering is likely to
present one of the most demanding computational problems,
and was therefore used as a 'benchmark' to help determine
wordlength requirements. The theoretical constraints imposed
during the design phase have been subsequently borme-out by
practical assessments on prototype devices [25] .

For most signal-processing applications an interface

to the real world will be required, i.e. an analogue-to-
digital (A-D) converter. This will produce a quantized
representation of the time-continuous input signal, the

accuracy of which is deteruninad Sy the number of different
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discrete levels used to descibe the original waveform (see
Chap.6). The difference, in amplitude, between adjacent
quantization levels, and hence the number of points used

to describe a given input level, is related to the number’
of binary digits available to describe each level. The number

of bits used has a direct effect on the accuracy to which a

given input level can be defined:-

number number

of bits of levels % error
4 16 6.25
8 : 256 0.39
10 1024 0.098
12 . 40%6 0.024
14 16384 0.006
16 65536 0.0015

Clearly, ten bits would appear to be the optimum number
of bits to use as it provides an accuracy of 1 part in 103,
which should be suitable for most instrumentational requ-
irements. However, eight-bit devices (A-D converters) are

more readily available and these offer an accuracy of 4

parts in 10°, which was considered adequate for the present
applications (see Chap.6).

At this stage eight or sixteen-bit microprocessors
appear equally acceptable. Problems start to occur for
‘eight-bit devices as soon as any processing 1s performed
on the input data, however. For any input above half full-
scale (i.e., bit 7 set) ambiguities arise over the sign of
the data and hence the sign of any calculated results. A
‘reduction in the A-D conversion accuracy to seven bits
giving an accuracy of 8 parts in 10° (approx. 1%) was
considered unacceptable. As a result, the user will be
immediately forced to double-length working with its
associated increase in computational load and programming
effort. Neither of these overheads are compatible with the
RSP concept. The effect of the increased program length

will be to more than halve the‘operating speed of the
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system, thereby reducing the real-time bandwidth.

It can be argued that some eight-bit microprocessors
operate at more than twice the speed of current sixteen-
bit devices and so double-length working would impose no
bandwidth penalty. The faster eight-bit devices, however,
will impose a greater load on the power supply than the
sixteen-bit machine they would replace. This need not
necessarily be only as a function of the processor itself )
but due to such factors as the requirement for faster
memory systems, with an associated increase in power
consumption.

From the point of view of increased programming effort,
double-length working demands a comprehensive understanding
and programming knowledge on the part of the user, which
has the effect of making the RSP a difficult device to use.

The programming area is where the sixteen-bit micro-
processors have an undisputable advantage over the eight-
bit machines. The range and flexibility of instructions
facilitated by a sixteen-bit wide instruction field is
vastly superior to anything which can be supported by an
eight-bit field.

Finally, some operations involve the use of fixed
constants which are used in calculations, e.g. the coeff-
icients required in a digital filter calculation. The range
these coefficients may take is again governed by the number
of binary digits available for their quantized representation,
For this purpose even sixteen-bits is none too generous,
offering only *32,768 levels (i.e. 0.003%). Further, when
these constants, or indeed any quantities, are used in

calculations, the number of bits required to represent the
results will, in general, be more than was required to
describe the originai values (e.g. intermediate results in
filter calculations). If insufficient bits are available,

overflow or underflow will result and agaiﬁ; sixteen-bits
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are often inadequate. The effects of finite wordlengths are

considered further in Chapter 6.

Following the choice of a sixteen-bit processof a
review of those available was made. Three main contenders
were identified, each offering a specific advantage over
the other two [26] . The three chosen were the Ferranti F100L,

General Instrument Corporation CP1600 and Texas Instruments
TMS9900.

-

The F100L has already been mentioned and is attractive
as it has been designed to a military specification and has

come from a computer manufacturer unlike the other two,

which come from semiconductor manufacturers. This background
manifests itself in subtle ways in the architecture, input-

output structure and instruction set.

The CP1600 is attractive from the point of view that
it was designed primarily for real-time applications. It is
not only a very powerful single chip microprocessor but is
also easy to understand and use. In addition to the normal
mnemonic assembly language, a 'Super Assembly Language' is
also available (see sect. 4.7) which provides a very powerful,
yet easy to use, real-time programming language. Also worthy
of special note is the inclusion of two interrupt inputs,
one maskable in software and the other not, and a group of
four outputs and one input which may be demultiplexed to
provide a powerful polling system comprising sixteen
possible inputs.

The TMS9900 is probably the most powerful of the three
single chip microprocessors considered. The inclusion of a
hardware multiply-divide facility in the circuit which,
even if only for unsigned operations, gives the device a
great advantage in terms of processing power. The major
disadvantage of the TMS9900 is the large number of additional
packages it requires for a minimal system configuration.

Any advantage offered to the RSP by the hardware multiply-
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divide facility is more than offset by this latter requirement.
The processor should not, however, be considered in

isolation, special purpose interface chips must also be

considered. These are not necessarily for incorporation

into the RSP but may prove very useful for peripherals to

be attached to the RSP. Special purpose interface chips make

the task of interfacing user peripherals to the system very

simple and hence make the RSP easier to use.

The F100 is well supported from this point of view,
having a three-chip 'interface-set' which can be made to
operate in one of five modes:-

i) peripheral mode

ii) store mode
iii) special processor unit (SPU) mode
iv) bus extension mode

v) buffer mode
Not all of these modes are usable in a real-time system,
for example when one is employed as a store interface a
minimum delay of 775ns for a read and lus for a write
operation is introduced for current S5MHz devices. This
timing overhead, added to the access time of the memory
devices makes the memory cycle prohibitively long for any
real-time system. Further, the size of the full interface-
set, three forty-pin packages, and power requirement of
325mA virtually exclude their use in any mode within the
RSP. However,in their place, the interface-sets can simplify
considerably the task of connecting peripherals to the F100
bus.

The CP1600 is also well supported in terms of special
interface chips having two main support chips, the input-
output buffer (IOB) and peripheral interface controller
(PIC). These are designed specifically as peripheral interface

devices, both housed in forty-pin packages. The I0B is

'basically an eight-bit buffer offering two bi-directional,
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eight-bit ports to the user. Also included are registers
to hold the interrupt vector for the attached peripheral,
an error input and associated interrupt vector and timer
circuit which may be used to count externmal events or be
controlled by an oscillator.

The PIC device is virtually a microcomputer in its own
right and may be delegated tasks from the CP1600. Unfortun-

ately this requires that the PIC has an internal program

store, which is of the mask-programmable type. This rules
out their applidation to experimental work since, to be

economic, they must be manufactured in large quantities

(>1000) to cover the initial masking charges.
The TMS9900, at present, has no special interface
devices and it is left to the user to construct any that may

be required. This makes the TMS9900 inconvenient when

peripheral interfacing is involved.

As well as the hardware required for interface, the
method of data transfer must also be considered. The F100
operates on an asynchronous transfer basis (i.e. transfers
are not tied to the system clock) whereas the other two
use synchronous systems. The asynchronous method offers a
faster overall transfer rate, which is in keeping with real-
time considerations, but in general requires a more complex
interface involving more hardware than an equivalent synch-
ronous system. Further, many peripherals are inherently
synchronous in operation and so little speed advantage can
be offered by the asynchronous system. Take for example, the
commonest peripheral, a memory. The normal sequence for a
memory access, shown in Figure 4.3, has strict timing
requirements imposed on the clocking waveforms. With a
synchronous system, the system clock can generally be the
source of these waveforms. For the asynchronous system,

either monostables or some form of clock and dividing

system must be used. The use of monostables is not favoured

29



for high-integrity systems, which the RSP must be, due to
problems'of false triggering and aging of external timing
components which will alter any original delay settings.
The second method represents a better solution but involves

a greater hardware overhead (see Vol.II.3).

= W q/////////////////////////

Figure 4.3 Typical timing diagrams for a semiconductor
random access memory (RAM) - the TMS4030,
4k X 1 dynamic RAM.

Another point requiring special consideration is that
of interrupts. These generally inform the central processor
that a peripheral requires servicing. Interrupts do, however,
place additional hardware requirements on the system in that
an interrupt priority system must be established (e.g.'daisy
chain') and any interrupting device must supply the start
address of its service routine to the processor. Wherever
possible, a polling scheme should be used, which will often

suffice for many applications, although for some, the

interrupt facility will still be required. The polling and
interrupt system offered by the CP1600 make it very attractive

from this point of view.

A final poirnt in the choice of processor, is the
provision of internal registers in which intermediate results
may be stored as opposed to main memory locatioms. The CP1600
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has eight internal registers, the F100L only one and the

TMS9900 relies entirely on external memory. The argument in
favour of the use of memory locations instead of internal
registers is that interrupts may be serviced very quickly,
since few registers need be saved; the TMS9900 merely
switches to a new group of memory registers in a single

operation. The argument in favour of internal registers is

that they make the device easier to program.

Another important consideration, in favour of the
internal register approach, for the RSP, is one of power
consumption, The memory system will draw most power when it
is accessed, due to the fact that current must be switched
- into capacitive loads (see sect.4.4). The situation is
emphasized for many memory devices which may be placed in a
low-power standby mode between access operations. For certain
devices the standby current can be reduced to a megligible
value (pA) e.g. CMOS devices (see sect.4.4 and Appendix B).
Hence, it can be seen that any method of minimizing the

number of memory access operations, involved in a given
program, will minimize the supply drain imposed by the

system. This is an important consideration since the miniatére
RSPs are to be battery operated and so the average supply
drain 1s very significant.

An example to demonstrate the effect of intermal
registers on the average power drain imposed by the memory,
is given in Table 4.1, where the same programming operation
performed on the CP1600 and F100L are compared. The example
illustrates not only the considerable reduction in the
number of memory accesses but also the program simplification
offered by the multiple internal registers. Hence, on both

counts, the provision of internal registers must be considered

as a very desirable feature of the processor to be used in
the RSP.

The fundamental characteristics of all three processors



are summarized in Table 4.2. From the foregoing section and

a study of Table 4.2, it would appear that the CP1600

represents the optimum choice for the microprocessor most
suited to the RSP application (presently available).

Two prototype systems have, in fact, been constructed,
one based on the CP1600 and the other on the F100M, which
is a five board processor, equivalent to the single chip

F1O0L in all but size and power requirements (Fig.4.4).

Table 4.1 Effect of internal registers on number of
memory access operatioms.

Function:=- Yn= Xn+ Ynat Xn-
2 2
F100L CP1600 Comments
LDA x *MVI x,RO Load x, value
SRL 1 SIR RO, 1 Divide by two
STO ml ' - Save result (in location ml)
ADD m3 ~ ADDR RO,RL - Add yn-, term
ADD m2 ADDR R2,R1 Add Xa—l term
/
STO y *MVO R1,y Output result
STO m3 - Store next yn-, value
LDA ml - Fetch next xp-, value
2
STO m2 MOVR RO,R2 Store new X,-, value
2
- - Continue
x - Double-word instruction
F100L CP1600
9 instr. fetch cycles - 8 instr. fetch cycles

+ 6 memory cycles + 0 memory cycles

= 15 memory accesses ' = § MeTOry accesses

(99
N
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Table 4.2 Comparison of three,

Basic Total
Noﬂ of | Basic instrect. Tntrnl | No. of Power power Interface| Special
Device| bits [instrct. execute regs. | clocks|Package suppls.|dissip. |Document. support features
time (typ) | (typ)
1.9 - 37 5mW Special
F100L 16 109 8.8us 1 1 40 pin| +5V in CPU | Poor Good Processor
(350ms gil  |@s20ma |, % facility
memory = 1.725W
S5MHz CPU) in pass
transis.
2.4 - +12V @ Branch
7.2/13 40 pin 70mA Ve external
CP1600 16 87 basic CPU 8 2 dil +5v @ 900mW Y Good polling
1.6 - 12mA gOOd System.
4,8 us -3v @ 3
'A' versn. 0.2mA uper
assmblr.
4.7 - +12V @
41.3us . 30mA Hardware
TMS . 64 pin| sv @ .
16 72 (assuming | 0 4 dil 990mW | Good Poor multi. -
9900 no wait 125mA divide
cycles -5V @ facility
. for slow 1mA
B memory ) B

sixteen-bit,

single-chip microprocessors.
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4.3 Interface to Master Computer

The interface, or link, between the main computer and
the RSP is a fundamental component of the overall RSP
philosophy. A great deal of design comnsideration and
constructional effort has been expended on this part of the
project. The first task was to define a design specification
for the link and the functions it was to perform. Basically,
the function of the link is to transfer data between the
master computer and the RSP, and vice-versa. This data
transfer may take the form of block or single word transfers.
Since the final RSPs will have no front-panels a means of
controlling start-stop operations from the master computer
via the link will also be required.

Three basic approaches were identified, each offering
different merits and drawbacks. The three methods are:-

i) a special parallel highway, connected directly
into the main computer's bi-directional data
highway

ii) modification of an existing channel already

available on the ﬁain computer (e.g. high-speed

teletype channel to give a high-speed serial link)
iii) use of a general purpose input-output channel,

available as an option on most minicomputers.

The option based on method (iii) above, has been
developed and is, at present, the only link between the
master and slave processors, although both of the other
methods are being evaluated [27][28] . The basic featurss of
all three approaches are summarized in Table 4.3. Method (1),
the Fast Transfer Unit, offers the best performance of the
three systems but involves a considerable hardware devel-
opment effort to produce the direct interface to the main
computer bus. The serial link makes use of a conventional
teletype channel, at its highest speed setting. Agaln, a

consilerable hardware development effort i- r-guired; indeed

(S
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an eight-bit microprocessor has been used as the basis of

the system.

General Input-Output Sixteen-bit, bi-directional
(Gipop) Slow - 7k bits/secc.

Serial Send-receive (teletype)

' pair .
Medium - 31k bits/sec.
Fast Transfer Unit Twentyfour-bit,
bi-directional

(FTU) Fast - 12M bits/sec.

Table 4.3 Characteristics of Link Methods.

The general input-output (Gipop) channel, although the
poorest choice from the performance point of view, represents
the simplest approach both in terms of design and construct-
ional time and effort. Since the link forms an essential,
but not a major section of the overall RSP development
program, it was decided that, for the purposes of this
research, the Gipop method offered the best solution.

The link system developed is basically a sixteen-bit
parallel, bi-directional data highway to the RSP, constituted
from two sixteen-bit uni-directional highways from the master
computer (Fig.4.5). Data are transferred as a series of direct
memory access operations controlled by an asynchronous
handshake pair plus an additional control line. The control
input serves to latch a four-bit control word into the link
which specifies the type of operation to be performed. The
control word is stable at the link output before any data
transfer request signals are issued.

At the time of writing, only the prototype based on
the FIOOM is interfaced to the link; the CP1600 being, at

present, a more self-contained system is less dependent upon
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the master computer for program preparation and associated
activities. A separate'buffer board was constructed to form
the interface between the F100M data bus and the Gipop link.
The design of the buffer was complicated by problems
encountered with time-out circuits built into the F100M
system, which did not allow sufficient time for data
transfers from the link. As a result, the buffer circuitry
became a little more complex than was originally intended.
From Table 4.3, it can be seen that with the link, transfer
rates of up to 70Hz are possible. Hence, for a thousand-
word program, a loading time of 15sec. will be required.

This may appear excessive, but in practice proves morc than

usable,

Master Gipop <<:E::::::::i::> e
Ccmputer : Link 16

P,

> 'Hanashake'
Pair

L

Figure 4.5 General input-output link to the master
computer,

Full design and constructional details of both the
Gipop link and buffer circuits are given in Volume II
- (Chaps. 1 and 2), together with listings of the control
programs required to operate the system. At present the
remote start-stop facility is rot incorporated, but provision
has bcen made for its later inclusion,
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A diagramic representation of the Gipop system in use
is ‘given in Figure 4.6. For data transfers between the
master and slave computers, the RSP is plugged into the
Gipop link, as shown, and when ready, may be disconnected
and taken to the site of the experiment, A further
consideration arises at this stage, again due to the fact
that the final RSP versions are to have no front-panels.

It is essential during program loading to check that -~
the program has been transferred to the RSP's store correctly.
A simple method of performing this check is to read the data,
just written, back from the RSP's store, one word at a time,
and compare it with the corresponding word in the master
computer's store. The comparison process is merely an
exclusive~OR operation; any result other than zero indicates
an error and the bit position(s) indicate the location(s)
of the error(s).

The error checking process is, in fact, performing an
integrity check on the Gipop link, buffer and RSP memory,
as well as checking the transferred data.

It may also be desirable to perform a check on data
read from the RSP to the master computer (e.g. for phase (iii)
operations - see Chap.3). In this mode, the initial read and
checking operations would be performed in the normal manner,
except that now the check word in dispute (i.e. second read
from an RSP store location) must also be stored. When an
error is found, a third read must be performed to establish
which of the previous two readings was in error. It should
be noted that the read check cannot identify errors in the
Gipop link, buffer or RSP memory; a write-read operation

is the only way in which this check may be performed.

4.4 Memory System

The choice of memory system for the RSP is possibly

more complicated than the choice of processor, discussed in
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section 4.2. A vast range of memory devices is available from

which to fabricate the system, all with different technical
specifications.

The basic requirements of the memory are that it is
sixteen-bits wide, since a sixteen-bit pfocessor is to be
used, and 4k (4096) words in length. For many applications,
a 1k (1024) word memory would suffice but it is considered

~

that to make the RSP completely general purpose, a minimum

of 4k words is desirable.

It is proposed that the entire memory be of the read-
write type, with no predefined distinction made between
which portions are to be used for program or data storage.

It is left to the user to define the partitioning of the
memory, which means it may be tailored to suit individual
applications. A restriction will normally be imposed on the
start address of the program area which is defined by the
reset address of the microprocessor employed. Any reset
address may be provided for the CP1600 and this will

normally be location zero, but the F100L is confined to reset
to location 2048 or 16384.'

The use of read-write memory makes the task of
programming and re-programming fairly easy, which is an
important consideration for a device like the RSP, which
will require frequent program changes. A further requirement
of the memory is that it must be fast in order to maintain
the real-time potential of the RSP system., This last require-
ment imposes many conflicting design problems since, in general
as the speed of the memory is increased so the power consump-
tion rises.

The fact that the RSP is to be a portable device places
further special requirements on the memory system and power
supply. In addition to the size and weight considerations,
common to all elements of the RSP, the store must be non-

volatile; i.e. it must retain its stored information while
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mains power is removed.

From the non-volatility point of view, core storage
would appear attractive, but unfortunately this must be
rejected on the grounds of size and weight. A 4kx1l6 core
memory would not only be bulky, but the power supplies
required to drive it would also have to be large.

A recent development in this area, is the introduction
of bubble memories. Like core store, these devices depend
upon a magnetic form of data storage. At present, bubble

memories are better suited to mass storage systems (see
later), being organized in a 64k or 92kxl configuration with
average access times in the order of 4ms. Further, they
impose a fairly heavy load on the power supply during use.
Hence, although bubble memories offer a mon-volatile storage
medium with a high packing density, they are not suitable
for the read-write store of the RSP, in their present form.
Two other devices, recently introduced, are also of
some interest. The first of these is the electrically alterable
read-only memory (EAROM), which is a programmable read-only
memory (PROM) that may be programmed and re-programmed with
the use of an overvoltage input (compared with TTL levels).
These devices are far more convenient in use than their
ultra-violet erasable counterparts in that they do not need
to be cleared before re-programming and further, the re-
programming may be performed with the chips in circuit
(provided any TTL circuits are protected). Unfortunately,
present devices are fairly slow in operation, with typical
access times of 1 - 4us. Their main disadvantage, however,
is that they are only suitable for program storage; it is
not a practical proposition to program the EAROMs via the
RSP during program execution. Hence, if EAROMs were used it
would be necessary to separate the program and data stores,

- an idea which has already been rejected for the RSP's storage
system.



A better solution is just becoming available in the form
of a non-volatile random access memory (RAM). This is a very
new device and still requires some technological improvements
before it will be useful for the RSP. Basically, the device
comprises two distinct storage areas, one a RAM and the other
an EAROM, into which the data held in RAM are copied upon
power down. When power is restored the contents of the EAROM
are returned to their appropriate RAM locations and the system
is again ready for use. Present devices are organized in a
256X4 bit configuration and although rather slow in operation
(typical access time 1.5us) they hold great promise for the
future.

All of the devices discussed so far are inherently non-
volatile. A considerable advantage may be gained by the
adoption of an alternmative approach which makes use of voltile
storage elements provided with a means of back-up supply
(i.e. battery) which takes over automatically if the main
supply is interrupted.

The use of this technique brings the potential of a
whole range of semiconductof memory devices into reach of
the RSP. The first, and most obvious choice would be RAMs
produced using the CMOS technology. This family of devices
is very attractive from the power supply point of view since
they may be operated over a wide range of supply voltages
(3 -11lv typical) and will maintain their data storage down
to even lower voltages (2.2v typical) with very little supply
current drain. A further attraction of these devices is that
the surface leakage currents are so small that they may be
considered as only drawing power when actually accessed;

during all other times they are effectively in the standby

mode.

Unfortunately, the price paid for this very attractive
form of memory device is a low packing density. Until very

recently only 1kxl bit devices were available, involving
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some sixty-four packages in the RSP's store, although now
4kX1 bit chips are becoming available.

For the miniature RSP, CMOS devices are the only practical
solution since the only power source will be a battery. The
portable version, however, is to be powered from the mains
during operation and so alternative avenues of approach may
prove profitable. One such alternative approach involves the
use of devices fabricated in the n-channel MOS (NMOS) tech-
nology. Much higher packing densities are possible with this
technology and at the commencement of this project, 4kXl bit
chips were available, although still very new. These devices,
when operated from the same supply and at the same speed as
CMOS memories, consume a comparable amount of energy, but
require considerably more power during the standby phase.

It was felt, however, that a 4kX16 bit memory could be
constructed from NMOS devices and a moderately sized battery
(130X35X60mm approx.) with a standby period of at least one
day (24hrs.). A standby period of this duration was considered
as adequate for most RSP applicatioms.

There are two main classes of NMOS device, one based on.
a flip-flop type of storage element and the.other on the
parasitic capacitance of an FET. The flip-flop element may
be set to either state and will remain in this state indef-
initely, provided power is maintained, and is hencec tecrmed a
'static' memory. In contrast, the other device, which relies
on the charge stored in a capacitive element, needs to be
continually refreshed (i.e. the charge on the capacitor must

be replenished) if the stored data are to be retained. The

rate at which these refresh operations must be performed is
governed by the surface leakage currents of the material
usced In Lhe Labricalion of the storage cell and is typically
of the order of 2ms.

The refresh operation requires that each row of the

memory matrix be accessed which automatically restores all
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of the storage elements in that row. Obviously, some additional
circuitry will be required to perform the refresh operation,
typically ten to fifteen packages. The increase in the total
memory system size as a consequence of the inclusion of the
refresh circuits is offset by the much higher packing density
offered by these 'dynamic' memories over static devices and

the lower average standby power supply requirements (see
Vol. II.3).

A great deal of the early design and development phase
of the RSP system was spent on the design and construction
of a non-volatile store based on the above principle, using
4kX1l bit dynamic NMOS memory elements. A full account of
this design work together with many of the more technical
considerations involved can be found in Volume II-3.

The main objectives throughout the design was to produce
a memory system for which the standby power requirements
have been minimized without impairing the operating perform-
ance when accessed. Most effort has been expended in the
design of the refresh circuit in order to minimize both the
size and power consumption bf this particular functional
unit. The power requirements can be reduced to a minimum
between refresh cycles by the use of CMOS devices in the
refresh circuits and by the implementation of special
techniques.

Most important of these special techniques is that
employed to select the address sequence during refresh. The
peak currents involved in switching signals into capacitive
loads in a short period can be very considerable. For the
devices used, the maximum input capacitance for each address

input is 7pF. Sixteen of these loads are placed in parallel
on each address line driver, six in all, involving a worst
case load of 112pF on each. When these loads are driven, the

charge involved is given by:-

8q = 81 and éq = CGév
ot
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Assuming the load is to be driven in 20ns and a supply voltage

of 5v 1s used, the peak current is:-

59 - 112.107'2x5
st 20.1077

= 28mA

Clearly, the number of times each address is switched
must be reduced to a minimum during the standby mode if the
power supply drain is to be minimized. A total of sixty-four
cycles is required in order to refresh the complete memory.
If a simple binary counter is used a total of sixty-four
switches is involved. An obvious way of reducing the number
of switches is to implement an alternative form of count,
and a Grey code will obviously represent a minimum, since
only one input will change during each cycle. The total

number of switches is now reduced to thirty-two for a

complete refresh (see Table 4,4).

During standby, the entire sixty-four cycle refresh
operation is performed once every 2ms, with the memory
placed in the low-power standby mode between refreshes. In
the operating mode, the refresh cycles are dispersed
throughout the 2ms refresh period so that one row is refreshed
every 30us approximately., This is an important consideration

from the real-time operating point of view since, if the
entire refresh operation were performed as one operation

with the memory in use, any access request from the processor
could be delayed by up to sixty-four read cycle times. If

the refresh opefation is performed one rbw at a time, the
maximum delay is one read cycle time, which is far less
serious for real-time operations. Having two different refresh
modes does however require that additional circuitry be used

in the store's implementation.

The problem of memory'reliability is also of the utmost

importance. This can be a particular problem with semiconductor

types of memory element{29]. A means of detecting and
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automatically correcting any run-time memofy failures is the
ideal solution, but this can involve a comsiderable amount
of additional circuitry. The whole question of memory and
program reliability is discussed further in section 4.8.

In addition to the main read-write store, just discussed,
some applications will require the use of large amounts of
memory for the storage of data collected during tests. For
this purpose, it is proposed that a bulk backing store be
provided as an add-on hardware module, to be included when
required. Just as for the RSP store, a great variety of

memory types are available for this purpose.

~

Solid-state devices are, of course, to be favoured for
this application, and two devices are of particular interest,
bubble memories and charge-coupled devices (CCDs). Both
offer very high packing densities, 64kxl bits in a single
package.IOf the two, bubble memories have the advantage in
that they are inherently non-volatile, although special
precautions are necessary when power is removed. CCDs tend
to be more compact and exhibit a lower operating power
requirement and are generaliy much easier to use. The interface
for a CCD memory will be smaller than that of an equivalent
bubble system.

Both devices are very new and so mechanically based
systems have been considered, as they are more readily
~ available. Of the devices available, the most useful types
for this application were considered to be the cassette,
cartridge and floppy disc storage systems. Of these, the
cassette and cartridge solutions are favoured since micro-
versions are available which may prove useful for the
miniature system, A cassette storage unit has been developed
for this purpose and is interfaced to the CP1600 (Vol. I11.7).
This has proved a very important and useful peripheral.

A technical review of all of the memory devices,

discussed in this section, is given in Appendix B.
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4.5 Input-OQutput Considerations

The final functional unit of the RSP to be considered

is the means of input-output. It is felt that both digital

and analogue input-output channels should be provided as
standard.

The digital input-output channel presents no real
problems since it would be sufficient just to provide any
peripheral with access to the RSP's data bus. To simplify
the use of this chanmnel, data output latches followed by
line-drivers should be provided. This addition will simplify
the task of interfacing user peripherals to the digital
input-output channel considerably.

The analogue input-output channel, although more
complicated than the digital channel, is also fairly
straightforward. Again, the size-weight-power versus
operating speed problem arises, but the choices available
in this instance are somewhat limited, which reduces the
design and development problems.

The digital-to-analogue (D-A) channel is very simple
and can be constructed using very few packages (Vol. II.6).
The main decision to be made is the number of bits required
in the digital word to be converted to analogue form. As
discussed in section 4.2, an eight-bit wordlength gives an
accuracy of 4 parts in 10° and it was decided that this is
a suitable accuracy for the D-A converter. An eight-bit
D-A converter with an output in the range 0 - 2.535v was
used, comprising 255X10mv steps.

The main choice for the analogue-to-digital (A-D)
channel, besides the number .of bits, was whether to use
a commercially available converter or to construct a

converter from a D-A device. Most A-D converters are
fairly bulky and expensive devices, with sizable power
requirements. One device, however, was identified as being

the ideal choice for the RSP system, a single chip D-A or
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A-D converter housed in a single standard fourteen-pin
package (the Ferranti ZN425E). This device may bg used as
either an eight-bit D-A converter or, by the use of an
internal counter, an eight-bit, counter type A-D converter.
When it is used in the A-D mode, being a counter type
converter, the operating speed is low, with a worst case
conversion time of 0.5ms at the maximum clock frequency.
Hence, if the converter is operated in this mode an external

sample and hold circuit is essential. This will obviously
involve additional circuitry and an alternative approach,
only involving the addition of two extra packages, yields
a better solution. The alternative system employs a
successive approximation register together with the converter
in its D-A mode and a comparator, to make a successive
approximation type A-D converter. This is the form of A-D
converter used in the prototype RSPs (Vol. II1.6) and will
probably be retained for both the portable and miniature
versions. The conversion time for the successive approximation
converter can be as low as 16us, but for the CP1600 version
the clock rate used increases the conversion time to ~26us.
Hence, the need for a sample and hold circuit is effectively
removed.,

The interrupt and direct memory access (DMA) signals
must also be considered as part of the input-output system
of the RSP. It is via these lines that peripherals may
demand attention of the RSP at any stage during the processing
task. The DMA facility is required for data transfers between
the master computer and RSP (see sect. 4.3) and interrupts
may or may not be required for a particular application. The
interrupt and DMA request and accept lines can be taken
directly to and from the microprocessor with amny priority
encoding (e.g. 'daisy-chain') being provided by the user
as part of the peripheral interface. For the CP1600, two

levels of interrupt are available, one maskable and the
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other not. The choice of which should be used for a given
application is the ressponsibility of the user.:

As previously mentioned (sect. 4,2), the CP1600 also
has the capability of providing a very powerful polling
system, of up to sixteen channels. These sixteen inputs
form a very important input-output control channel. With
the large number of lines available no multiplexing should
be required but should it become necessary the priority
encoding is again the responsibility of the user.

The complete range of input-output facilities available

for the CP1600 version of the RSP are shown in Figure 4.7.

4.6 Power Supply Considerations

It is probable that the power supply will be the most
bulky unit of any RSP system and it is therefore of the
utmost importance that every effort is made to reduce all
unnecessary power consumption., Various techniques aimed at
reducing the necessary power consumption of the different
elements of the system have already been discussed. The main
area of concern has been the standby state, where consumption
must be reduced to a minimum. To achieve this goal, power
should only be supplied to essential circuits during standby,
i.e. the memory and its refresh circuits. Some sections of
the memory may be powered-down (e.g. memory address range
circuits) together with the rest of the system. Hence power
is always supplied to essential sections of the memory but
is switched off to all other circuits during the standby
period (see Vol. II.3).

Ironically, one of the major sources of wasted power
is the power supply itself. A great deal of power can be
dissipated in the regulator circuits used to provide the
necessary stable voltage output to the logic circuits.

Methods aimed at reducing the physical dimensions and

improving the efficiency of the power supply for use with
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the RSP are to be discussed in this section.

Ideally, a battery supply should be used but this is
not practical at present; the large power requirement of
the current RSPs when operated would demand a very bulky
battery. Further gdvances in both semiconductor and battery
technology must be awaited, to provide integrated circuits
with lower power dissipations and batteries with improved
power:weight ratios. )

As a result, a mains supply must be used to power the
system. Standard linear supplies are used in the prototype
RSPs but these are fairly bulky arrangements, weighing some
27kgs.; not exactly conducive with the concept of a portable
device!

The portable version is to be powered with both mains
and battery supplies and the final miniature version is to
be powered entirely from a battery supply. Hence, both mains
and battery supplies are of relevance.

The physical dimensions of mains power supplies can be
reduced considerably by the use of switching techniques.
These operate on the principle of oscillating the mains
input to a much higher frequency, typically 20 - 30kHz, and
then using this to provide the regulated output. Operating
at higher frequencies means that the size of the transformer
(inversely proportional to the operating frequency) and
smoothing capacitors can be greatly reduced. The resulting
supply can be up to 40% more efficient than standard linear
supplies (efficiencies of 80% are possible) and can be as
little as one-fifth of the size and weight. The principles
of operation of the two types of supply are shown in Figure
4.8,

There are several drawbacks associated with switch-mode
supplies, however, which partially offset the gains. Summar-

izing these disadvantages:-

i) Stabilization. The degree of stabilization that any
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regulator can produce is related to the amount of loop gain
in the feedback circuit. In a switching regulator various
problems restrict the gain to relatively modest values. This
leads to a stabilization performance several orders of
magnitude poorer than is available from a linear design.

ii) Noise. This is one of the major problems associated
with switching supply designs. The switching process generates
a great deal of radio frequency (rf) noise which may 'leak'-

out through the dc output leads or the mains cable or by
direct radiation.

iii) Transient response. Switching supplies typically
take milliseconds to respond to external transient disturb-
ances as compared to microseconds expected from linear
stabilizers.

iv) Complexity and Reliability. A glance at the
schematic of even a simple switching supply gives an
indication of their complexity. Since reliability is generally
regarded as being inversely related to complexity, it is
obvious that switching supplies offer a lower degree of
reliability than an equivalent linear system.

v) Cost. Despite the savings made in bulk material
‘requirements, switching supplies are generally more expensive

than linear supplies, owing to the cost of the components

used in the switching circuits.

All of these disadvantages are more than compensated
by the considerable savings in size, weight and heat dissi-
pation of the complete supply. When the dimensions of the
supplies used in the prototype RSPs are considered it is
evident that switched-mode supplies are the only possible
choice for the portable versions.

As discussed earlier, the memory is to be provided with
a battery back-up supply and the miniature version powered
entirely from a battery. Before a choice of battery can be

made the load to be placed upon it must be considered.
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The total power consumption of the miniature RSP is
difficult to assess theoretically and will be best determined
when a prototype version has been constructed., For the 4k
dynamic memory, transient demands of several amps can be
involved during refresh operations and a typical quiescent
curvent drain of 8 - 10mA is involved (see Vol. II.3) during
the standby state. Obviously a battery of fairly large
capacity is required if a standby period of any reasonable
duration is to be obtained, a 24hr. standby period being

desirable, It must also be able to cope with the large
transient demands.

Another important requirement is that the battery must
be of the re-chargeable type. This essentially limits the
choice to either a nickel-cadmium or lead-acid type of cell.
The former has the advantage of a good power:weight ratio
whereas the latter has a larger capacity capability.

The large capacity requirement rules out the use of
nickel-cadmium batteries at present. As a result, sealed
lead-acid batteries were decided upon. The use of sealed cells
ensures that corrosive fumes are not generated during use,
as is the case with conventional lead-acid accumulators.
These can have a disasterous effect on integrated circuits
printed circuit boards, p.v.c. coverings, etc.. Sealed cells
also have the advantage of being more compact and rugged than
the 'wet' types. Lead-acid batteries, however, will be too
bulky for the miniature RSP, so the whole problem of battery
type will need re-evalution when this version becomes a
practical proposition.

It is normal practice to include a dc-to-dc converter
in cascade with a battery supply when it is to be used with
logic. Standard logic circuits impose stringent demands upon
the voltage levels, which must be regulated to close toler-

ances. Dc-to-dc converters, however, operate on a similar

principle to the switching regulators described earlier,
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i.e. the dc input is switched at high-frequency and then
transformed and rectified to produce the appropriate dc output.
Hence, they suffer from similar disadvantages to the switching
regulators, the most serious of which, for this application,

is the poor responsé to input voltage and load changes. The
latter of these renders them virtually useless for the dynamic
memory application without the inclusion of a fairly bulky
smoothing capacitor to cope with the large transient demands:
A series type regulator could be used if the associated loss

of efficiency and wasteful power drain from the battery could
be tolerated.

An important consideration for any power supply to be
used with logic circuits is that of protection, particularly
against over-voltage transients. In order to gain some
experience with power supply and protection circuits a
protected 12v-C-12v linear supply was constructed for the
CP1600 prototype (Vol. II.8).

One final consideration, om the subject of power supplies,
1s the trade-off between the use of separate supplies for
each required voltage or the use of only one supply and de-
to-dc coverters to generate any others. During development,
separate supplies have been favoured as the total demands on
each voltage level are ill-defined and changeable. The
situation should be investigated more thoroughly during the

production of the portable and miniature versions.

4,7 The Software System

The potential power and applicability of the hardware
system described, so far, is wholly dependent upon the software
system employed and its organization. Two conflicting requ-
irements exist, the most important being that any programs
produced must be as efficient as possible if the real-time
capabilities of any instrument, thus defined, are to be

maintained. The other major comsideraticn is that the system

t
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must be easy to use. The people requiring to use the RSPs

will not normally be software specialists, so the method
employed must enable them to generate efficient machine code
programs starting with only a very basic programming knowledge.

The first requirement necessitates that a comparatively
low-level assembly language be used whereas the second implies
some form of high-level language. High-level languages are
not suitable for real-time programming, however, since they -
tend to produce inefficient machine code, and so will not be
considered further.

At the low-level, an algebraic type of assembly language
appears to offer major advantages, both in terms of ease of
use and scrutibility of programs so produced [30][(31l] . If some
means of structuring the programs is included (e.g. if-then-
else type constructions) then a reasonably high-powered and
efficient programming language results.

An assembly language for use with the CP1600, 'Super
Assembly Language', incorporates many of the above features
and is, to my knowledge, the only suitable language to be
commercially available. The Super Assembly Language enables
the user to program with Fortran-like statements rather than
at the machine level of conventional assembly languages, while
maintaining a high-level of efficiency in the generated
machine code. It includes LET, IF, CALL, DO and GOTO statements
as well as all the instruction mmemonics and assembly directives
of the more basic CP1600 assembly language. The basic assembly
language statements can be intermixed freely with high-level
statements to yield a very powerful and useful real-time
programming language [32].

The 'ease of use' problem is a little more complicated.
As already mentioned, high-level languages are not suitable
for the generation of real-time programs. Equally, the use of .

a low-level language, even of the form discussed, is not, on

its own, a satisfactory method of program preparation for
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inexpert users. The language itself may be capable of

conversion to efficient machine code but it is only as good

as the original program. For users not accustomed to progr-

amming at the assembly level, major problems will still
exist.

As for the RSP, a consideration of some typical CAM

exercises, this time from a programming point of viewy suggests
a possible solution.

Many applications will involve the use of standard signal
-processing techniques such as signal averaging or digital
filtering. The programs required to perform these operations
would normally be written as subroutines and made available
to other users as required. If enough of these subroutines
were available, then, by the use of a suitable programming
system, the possibility of defining an instrument as a
concatenation of 'standard software blocks' exists.

A subroutine, however, must be general purpose to be of
any use. This will obviously impose software overheads which
will extend the length of code, requiring a larger program
store and, more seriously, may increase the execution time
of the routine. These two drawbacks make the straightforward

subroutine approach an unsuitable basis for the proposed
programming scheme.

The system to be described in the following paper was
designed to overcome these problems and has been further
developed to include other important features. To make the
system easy to use, routines, other than the 'High-Level
Definer', described in the paper, have been written, the most
important of these being the 'Library Update Routine' (see
Vol. II.4).

The combination of this programming system with the Super
Assembly Language provides a very powerful, and easy to use

method of programming the RSPs.
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THZ SOFTWARD RZALISATION OF INSTRUVENTS

®,A. Comley and T.R. Hewish

Electrical andé Electronic Fagineering Uepartment, The City University, London
This paper deals with the technique and imnlications of defining
I"SC"'JT‘.QHCS ')V neans OI' a coq:ﬂ:enation of 'S:C." ard SOL;WE’.I’G
packasg . A host comnuter holds all the standard nackages
which are called by nich-level commands and linked o form
complete wrosram. The orogram is then transferved to a
subordinate nrocessor, realised in the fornm of a lh=hit
microDrocessor svstom, Cemorenensive simelator fa:ilit:es are
used to debup prograns orior o running where bottlenecks may be
identified and, 1if required, software modules renlaced hv niug~
in hardware modulas Zxanples are given, narticular attention
being paid to negical anoslications where 'versonalised’
insrruments are often required.

INTRODUCTION '

This paper deals with the technique and implications of dcflnxnz instruments by
mears of a concatenation of 'standard software packages' The instruments thus

def{ined are intended for use in the demanding evvmvonﬂent of real-time signal
processing reasurements.

Digital computers are playing an ever increasing role in the measurement field,
mainly because many of tocay's most urgent problems are only soluble hy the

application of modarn computing and mathematical techniques, which often also offer
a more ecoremical solution.

Most measurement problems require the use of some specialised niece of equioment
which tends to de expensive, initially, and further, experiences a very low decree
of utilisation once the task for which it was purchased has been comnleted. The

next measurement problem will probadly *eqnx'ﬂ some cther new piece of equioment.

The digital computer, by confining sveciaiity to software, relieves this situation

and it may de quickly redefined (reprogrammed) to behave as a different instrument.
Hence, we have the basis of a software defined instrument.

This is not, however,
a very satisfactory solution as it stands;

to be useful the instrument must be

reasonably small and portable as it is not always convenient, or possible, to bring
the test objec: to the measuring instrument.

THE EARDWARE SYSTEM

To overcome this problem two prototype davices have been constructed, basad on 16-
bit microprocessors, the Ferranti FTIO00L and General Instrument CP1600 cdevices.
"hese are particularly suizable for this applicatiom by virtue of their orocessing
power, cheapness, ccmpact size and ea2se of interfacing,

hey also zre proviced with support software which offers attractive features. The .
CP1600 has an algebraic assembler with efficient high-level features, while F100L
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ffers a very comprehensive set of sumnort so tware including macros, link editinv
and simulation.

The svstems are very basic hardware units comprising, in their simnlest form, a
central processor, program and data store and an innut-cutput channel, i.e. a basic
microcomputer They are denmendent uvonm a host computer for provisien of all
funcamental perinh rals (e.g. teletype, reader-punch, front vanel etc.) and for all
program preparation. Special signal processing type nerinherzls may he added to the
basic system (e.g. analnpue-digital charnel) as required for the varicus aonlicationms.
The systems are connected to the host computer via a special link which allows data

to be transferred to or from the subordinate processor. The presram, when ready, is
dumped to the subordinate processor over this link via a direct memory access (TMA)

operation. Once loaded the instrument mav be detached from the host computer and

v

transported to the required site for operation.

nk also allows the system to be run in a hierarchical mode with the master

The 1i
uter controliing operations. This can be very useful at the debug stage.

bt
comput

The basic hardware unit is known as the Roving Slave Processor (PSP), refs. 1 and 2.
Fig. 1 gives an overall view of the master-slave relatjonship.

THE SOFTWARE SYSTEM

thod of ﬁrogramming these hardware units is now required so that they may be
&Iy and easily reconfipured 2s different instruments. The most imvortant

ve of any programaing svstem desipned for this application is that the programs
ced must be effizient if the real-time cavabilities ¢f the instruments are to
intained, Another impcrtant consideration is that the system must be easy to
-
T

use, ne neonle requiring to use the RSP's will normally be enzineers who are not

software specialists, so the method employed must enable them to generate efficient
machire code starting with oaly a very basic prograwmiing knowledge.

These are conflicting requirements, the first necessitates that a commaratively low
level assembly languaze be used, whersas the second implies some form of hieh-level
language. The anp'oach adepted by the authors was to use three well established
concents in comou ter progremming, sudroutines, macros and modular programming, to

develon a programming system which allows high-level type commands to be used to
generate blocks of efficient assemdbly code,

single general subroutine being written to perform some signal
processing task, a suite of routines is written. The suite consists of various
segments writien to perform specific operations within the processing task. The
requirad sudbrourine is built up from a number of these semments, called by a high-
level command and linked together to form a single block of code.

Instcad of 2

The suite is written in the assembly language of the RSP and is stored on the master
computer's backing stovre (dxsc) A cortrol sepment is included, written for the
master computer, to organise the ealling and linking of the other segments of the
suite, The control segment uses parameters specified in the high-level call to
deternmine wnich of the segments are required and also perform some checking on the
calling command (syatax) and tha compiled code. Dizgrostics relating to signal
processing considerations and constraints are also provided via the master segment,

e.g. warnings about bandwidth, accuracy, input range etc. may be provided where
relevant.

FTor linking purposes the segments must be considered as individual modules and the
constraints imposed by modular programming techaiques must be cbserved [3].

tions several of these subroutine suites will be required, and these
ed from a master nropram at compilation time. High=-level commands
rnguage instructions may be mixed freely in the master program.

2
-
L

fed
[l L
{\; r+ N
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During comnilation all assembly lannu~ge statements are passed directly to the out-
put file topather with any comments.  High-level commands are decoded and the

appreoriate block of assembly lanpuare code is nassed to the outnut file in olace of
the command.

As for the segments, the blocks of code penerated by a mester nropram must be

considered as modules and linked accordingly. A further vefinement to the system
enables these mocdules to b i

Se inserted a2s either a subroutine or macro in the outnut
file, the distinction being resoived by the compiler upon the number of calls made
to a given suite from one master promram, In this way the additional code reguired
for subrcutine cails is eliminated where not required, although some care is reeded

to ensure that registers from omne part of the propram are not inadvertantly
corrupted,

A further stage which is necessary to resolve the conflict between efficiency and
ease of use is one of 'pre-computation' on the master cemnuter. For example, a
digital filter routine will require the provision of cartain ccefficients which are
derived by an indirect, but well defined, procedure from z orimary snecification.
It is too much tc expect the inexpert user to perform this caleculatien, so the
system must be capable of working from nrimitive data (such as tyne of filter and
cut-off frequency) and produce an adoropriate data table ready for insertion into

the efficient code at the assexmbly stage.

y

Another important consideration is the definition of data areas. These will
normally be required to be accessible from several dif{ferent modules generated for
the program. As a result they too must be considered as modules and svecified as
such in the master profram. Ir this manner the other modules mav transfer data to

and from the various data areas. The nrogramming system is outlined in Figs. 2
and 3. )

USING THE SYSTEX

It is now possible with such a system to generate efficient srograms quickly and
easily with a fairly limited proaramming knewledge. It ig also possidle to
describe and define a given instrument as a concatenation of 'standard software
blocks’, i.e. te realise an instrument in the form of a nrogram, The problem has

now become one of modularising the programming task, and this should be approached
as follows:- ’

(i) analyse the problem to be solved and draw-up a scheme of basic
requirements

(ii) identify where standard modules may be used

try to identify any modules which should be written as standard
modules in the remaining code

(iv)  write the progrvam accordingly.

The third stage of the process is probably the most difficult of the four. It is
no longer sufficient to think solely in terms of subroutines, the code nust be
written as a subroutine suite togetiier with a confrol segment.

Further, the suite
wmust be segmented carefully 1€ it is to produce efficient code and be rcleased for
general use,

It is very advantagcous to nave a software specialist available for
this stage who can produce the necessary programs.

TEST PROCEDURES

Once the program has been produced it must be assembled and then tested as

thoroughly as possible before use. It is always a difficult prodlem to test real-

43



time proprams but a preat deal can be achieved if comorehensive simulator facilities
are availabdle.

are availadle for both processors usaed in the PS?'S, the one for the

L i led on the host comnuter, This makes testing verv convenient
ince the nroerams may be prepared, rested and finally transierred to the =1I0NL
aszd RSP all on the same master computer. This simulator has timine traces
rrovided, which mare 1t possible te identify potential real-time bottlenecks that
could cause the system te fail at run time. One suzh bot:leneck mav arise as a
result of the execution speed of a software module (e.o. multiplyd and if this is
the case the user may replace this rcutine with an ootional
and associated control program. Several of these harcdware modules have been
developed and others are under consicderation to relieve currently identified
problem arcas, e,z. multiply, divice, FFT.

.re

slua-in hardware module

A further aid to
prcoram has deen
nosT computer in overs

ot
"o
[SINA
3ot
D W b

g is to keep the RSP connected to the host computer after the
e , and run the svstems in a hierarchical wmode, with the
ey 51 This cnables the program to be checked while it
is actualiy residing : the RSP, For this nurposc an on-iine editor/
controliler is beiny developed and is at a fairly advanced stape. This enahles the
host comnuter to edit direc:lv to the szore of the RSP and t¢ control its
operation, e.g. to single step the RSP through the program. We feel this will
prove almost indisp ns;ble during the fault finding phase.

5
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ADPLICATIONS '

The applications envisaged for these software defined instruments are many and
diverse. The devices ars beinp ceveloped primarily for use in computer-aided
measurement prodlens in the research field, but they could also prove extremely
useful for industrial amplications. Two examoles will be given to illustrate the
powey ol the technique described; bdoth are in the medical field.

£ these arises in post-operative intensive care situations where various
eters must be xept under coastant surveillance, e.g. heart-rate, blood

ure, respiration rate ete. Yot all of these will require mounitcring for any
patient and to producc the required instrument the user would write a mastex
eram with the necessary high-ilevel calls and associated parameters {e.g. upper

¢ lower safery limits). A suitadle warning routine should also be selected which
may be called by any of the other modules should their imputs go out of range

ziven
oar

any
(i.e. speciiied limits).

The machine cede produced would then be loaded into the basic hardware unit and the
various peripherals (transducers) and associated control units required, plugged in.
HYence the instrument may be reconfigured very gquickly and easily which is essential
for this type of amplication as it rmust be ready for use as socn as the natient
leaves the operating theatre, of cr the patient has no further need of the device
it may Ye removed and quickiy rezeconfimured, perhaos for a compietely different

tvoe of task, Hencze, these instruments can provide a very efficient and cost
eifective solution to this demanding probiem.

The second application to be considered is the use of this technique in ‘the detection
of the onset of cpileptic attacks.

Enileptic attacks are chararterised by a distinctive precursor in the electrical
activity of the brain., The precursor is usualily referred to as a spike-and-wave

conplex as this is the appecrance it has on an electroenceshalograph (e.e.g.) of an
epileptic patient.

The spike-and-wave complexes are all similar in nature but differ greatly from
patiert to patient; this nencssitates the use of a 'personalised' instrument. It
is vossidbie to classify the fealures into various groups and produce standard modules



o7 the classification for each eroun,

to cdeteet the snecified feature for
£ S

¢ the detection decision nrocess the shaorter

r

ach The lenzth of each module (and hence its
execution

es. , a8 a pnoinz will he reached where one
patient mav fall
smaller molules b

¢
efficient coda being p

ve
tese prouns, requiriae that a numher of these

£}

a comnlete classification. This.can lead to less
than that arising from less riporously defined erouns.
N I - s ‘ - . . s

The original classification could be made by 2 visual insmection of the e.e.e.
record or by coupling the patiant te some larmer computer which runs a complete
pattern recognition and classification routine.

This is a very complex probiem and will require considerable oragrarmine effort to
provide a solution of the type outlined above, Ome factor, which may justify the
effort, is our hope that the basic hardware unit can te reduced to a sufficieatly
small size that it may be attached, convenientlyv, %o a patient who may then be
monitored in an environment which 1s as near normal as possible.

 DRAWSACYS

It is worthwhile, at this stage, to consider the potential drawbacks of this
technique. The major obstacle to its successful imnlementation is the difficulty
of persuvading usevs to svend the extra time during the initial stages, necessary to
segment their modules and write them in the form of a general subroutire suite with
an associated control sesment; 1t is much quicker to write the module as a

subroutine for a given anplicatiom. Another prodlem is the add
to test fully and document the subroutine suite for other users,

onal time required

CONCLUSICNS

If these obstaeles can be overcome, however, the technique can be a very nowerful
tool not only in the instrumentaticnal field but in any field where a subroutine
library proves useful and the system to be designed is constrained by timing
restrictions,

The main power of the system lies in the fact that it enables enginecers, signal
processing experts, medics, ete.

(i.e. individuals whose expertise does not lie in
the software field)

to program these devices effectively and efficiently, startiag
with only a limited programming knowledge. It doas, however, recuire a knowledge

of the capabilities of the msdules and the various comstraints imnosed by the system,
e.p. the maximum sampling rate (bandwidth) obtainable and any aliasing effects

which may arise as 2 resulc of zhis limitation. Hence, these devices and the
programming system are nat intended for use by the ill-informed, dut rather to
provide a powerful tool for those who have a comprehensive grasp of their owm
subject and a working knowledge of other allied fields.
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4.8 Reliability

Reliability is of particular importance to the RSP as
the portable and miniature versions will have no means of
displaying or correcting errors when they are disconnected
from the master computer, having no front panels of their
own. As a result, some consideration must be given to the
reliability of the complete system and of the individual
components which go to make up the whole. The potential of ‘
possible future developments must also be reviewed in the
light of such reliability considerations.

As the complexity of individual integrated circuits
increases so their corresponding dependability both in
production (yield) and use (reliability) will decrease,
although a single integrated circuit should be more reliable
than an equivalent multiple collection. In the limit, a point
will be reached at which the failure cost, financial and
otherwise, will outweigh the utility of the working system.
Before this unfortunate state is reached, however, there will
be many devices which are both cost effective and of sufficient
reliability to be of use.

The overall reliability of a system may be improved by
the use of 'redundancy techniques' in which some degree of
duplication is generally involved. Since perfect reliability
is a practical impossibility the use of such techniques
becomes increasingly important,

The problem now becomes one of how and where to provide
the redundant elements in order to achieve an optimum solgtion.
The overheads involved in the implementation of these tech-
niques are, to name a few, extra material, extra time to
perform functions, extra power and cooling, more complex and

expensive design and, very important in this case, added

weight and volume.

Another major consideration before any scheme is decided

upon is the function or functions required of the redundant
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elements. It must be decided whether they are intended to

prevent or postpone the occurrence of an error, or to
circumvent, detect, diagnose or correct an error after it
has occurred.

After a careful consideration of all the factors affecting

the choice of a system for the RSP applicatiom it was decided
that‘it would be sufficient to detect and, where possible,
Lo correct errors after their occurrence. The main proviso .
. placed on any design intended to perform this function is
that it must be simple and interfere as little as possible

with any constraints imposed by the overall philosophy of the
RSP.

There are two main approaches available for the addition
of 'redundant hardware', one is the straight duplication of
circuits and the other involves the construction of error
checking circuits. For the duplication techmnique a number of
functionally identical units are placed in parallel in such
a way that if one fails another may assume full control. This
involves a considerable increase in the hardware required for
the complete system, which is an unacceptable overhead. Futher,

it is aimed more at prevention and postponement of errors

rather than facilitating their detection. As a result, this

1

method was rejected.
A better solution is to construct error checking circuits
to monitor activities within the system and to generate an
'error interrupt' should an error be detected. The interrupt
routine may then effect an ordered shut-down of the system
and finally stop the processor. One obvious circuit is a
power-fail detector. Another area in which such techniques
may be gainfully employed is in the detection of errors
arising within the memory system. By the provision of a
relatively simple parity-checking circuit it is possible to
detect any single-bit errors which may occur as the result

of a memory failure or noise in the system. A slightly more
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complex design allows all single-bit errors to be corrected
automatically and also enables multiple errors to be detected.

Details of both systems are given in Appendix C, where
it is shown that a 70 - 80% improvement in rzliability is
possible. Neither design has, as yet, been implemented but it
is likely that the simple parity check scheme will be adopted
as being the most suitable for the RSP.

Software reliability can be of equal importance to the -
hardware reliability of a system. This is a subject in its
own right and numerous publications appear each year on
various aspects (33](34] . Two useful definitions arising from
one such publication [33], which together serve to specify
software reliability on a broad basis, are:-

Correctness - a program is correct if it performs

properly the functions that were intended and has no

unwanted side effects.

Robustness - a program is robust if it will continue to

do something reasonable in the presence of environmental

changes (such as hardware failure) and demands (such as
incorrect data) that were not foreseen. The terms fault-
tolerent and error-resistant are often used to describe
this property.

Although no attempt has been made to incorporate any software

reliability schehe, the overall concept was borne in mind
when programs were prepared. Such simple precautions as
performing branch operations on positive or negative results
instead of zero conditions are included whenever possible as

this can considerably increase the program reliability.

69



.1{!\)Fﬁrqarﬂ’r§r:£ﬁ
i
Lr‘u&*hﬁu‘j{é,?‘ig ,

Mature of the

Problem



Before any method of detection can be decided upon it
is first necessary to set up & suitable mathematical model
to specify the required features of the signal. Obviously,
the model will be an approximation, the quality of the
approximation determinning the accuracy of the detection
process. Various models have been proposed and used as a
basis for detection, with varying degrees of success.

Epilepsy is generally characterized by the appearance
of sharp spikes in the EEG record (Fig. 5.1). Of particular
clinical interest is the spike-and-wave discharge in which
the spike is followed by a low-frequency (slow) wave of .
fairly large amplitude (Fig. 5.1). Most epileptic discharges
are of this form although individual sharp waves are possible,.
The spike-and-wave model was used by Binnie and Lloyd [13] as
the basis for a matched filter detection scheme (see Chap. 2).

Unfortunately, the matched filter approach met with
very little success. A possible explanation for this failure
lies in the fact that for the simple.matched filter, any
noise component is assumed to be random and completely
uncorrelated with the sought signal. For the EEG case, this
means that the whole of the record between the spike-and-wave
features must be considered as white noise, which is defin-
itely not the case. Although much of the signal appears
random and uncorrelated, certain periodicities are evident
(e.g. alpha-waves), particularly during periods of abnormal
activity (e.g. slow-waves) which are the periods of interest!
This fact can be demonstrated quite conclusively by a study
of the autocorrelation functions of typical sections of EEG
record.

To produce an autocorrelogram of a waveform the input
signal is multiplied by a time-shifted version of itself,
over the length of a record, the period of which must be

greater than the autocorrelation lag. If stationarity is

assumed (see later) then it can be shown that [35] for a
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Figure 5.1 Typical spikes occurring in the EEG record.
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periodic waveform x(t), the autocorrelation function can be
expressed as:-

Rex(T) = 1 {'x(t).x(t + T).dt
2T T
where T is the delay period and 2T the period of the complete
record. This can be expressed in discrete form as:-
Rxx(T) = __1_% x(1).x(1i + 1)
N i=!
where N is the number of samples in the record.
A correction to the basic equation is required for
finite length records. The normal method employed for digital
implementations 1s to limit the range of values for T by

truncation. The autocorrelation function is then expressed
as:-
N-T
Rxx(T) =_ 1 > x(i).x(i +T)
N =T i=!
Alternative, more complicated, methods may be employed such
as the use of window functions (see later), W(T), designed
to taper the signals thereby reducing their contribution to
the average as T approaches'N.,
The above equation assumes a zero mean value, which is
not the case for EEG records (see Chaps. 6 and 7) and so a

correction is required:-
—_\2
Rxx(T), = Rxx(T) - (X)

where the square of the mean input value is subtracted from
the mean value autocorrelation function,

The above algorithms were implemented on the Gimini
prototype system and the results obtained are as shown in
Figure 5.2. The 10Hz sinusoidal input was used as a test for
the autocorrelation routine which appears to be functioning
correctly. The noisy appearance of the waveform is due to
'processor noise', introduced by the Gimini microcomputer
while it is dumping the results.

The autocorreclograms show that there is a certain amount
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of correlated behaviour for the abnormal record analysed

in Figure 5,2.b but this disappears in the grossly abnormal
record of Figure 5.2.c. This result is completely consistent
with the findings of Binnie and Lloyd [13] who's matched
filter performed best with grossly abnormal records. The
final autocorrelogram is that of a normal EEG record (eyes
closed) in which the effects of alpha activity can be clearly
seen. A program listing for the autocorrelation routine is
given in Appendix D.

Whalen [36] gives an analysis of the matched filter for

use in non-white noise, yielding:-

I ho(z) . Ra(T= 2).dz = x(T - T) 0 <T<T

for a filter ho(z) in noise having an autocorrelation function
Ra(T). It is felt, however, that a great deal of time and
effort would be required in order to realize a filter of

this type which, when complete, may still not be capable of
dealing with the obvious correlated behaviour. Further, the
implementation of these techniques is likely to place a very
heavy computational load upon the processing system, which
could rule out its use for a real-time analysis.

The matched filter also suffers from other major disad-
vantages, which tend to make it unsuitable for the present
application, The most serious of these disadvantages is the
difficulty experienced in the formulation of a suitable model
with which to represent the abnormal epileptic activity. For
the matched filter to operate correctly a concise and rigor-
ously defined model is required which will, in general,
necessitate the formulation of a new filter for every patient,
since epileptic precursors and background activity can differ
greatly from patient to patient and may, in some cases, vary
considerably within the record from a single patient. Great
care is also required in the interpretation of results from
a matched filter, since the filter tends to reinforce any

assumptions made about the signal in order to formulate the
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matched filter function.

In view of all of the problems associated with the
matched filter approach, it was considered to be an unsuitable
vehicle on which to base the EEG analysis system.

The basic problem prohibiting the establishment of a
suitable mathematical model is one of definition. The official
definition of an abnormal epileptic discharge is '.... a wave
distinguished from background activity and having a duration.
of 1/12 sec. or less'[37]. As observed by Smith[12] the clause
'distinguished from background activity' in the definition
hinders the design of an abnormal spike detection system. A
trained electroencephalographer frequently finds it impossible
to conclude whether or mot a spike-like waveform is abnormal
if only one or two minutes of record are available, on which
to base the decision,

Discussions with trained personnel at St. Bartholomew's
Hospital (London), have borne out the above statement:; indeed
the whole detection criterion used by human observers appears
to be based more on an acquired, intuative decision making
process, rather than a formalized one.

It was during these discussions, and the initial phases
of the development of the detection system that further
complications began to occur. The first of these problems is
the distinction made between a spike and a sharp wave., Both
are abnormal, but the sharp wave is defined as '... a wave
distinguished from background activity with a duration of
more than 1/12 sec. and less tham 1/5 sec.'[37]. Typical
examples of sharp waves are given in Figure 5.3 together with
a spike for comparison. It is evident that the sides of the
sharp wave are as steep as those of the spike, the only
distinguishing feature being the sharpness of the apex, 1.e.

the time (or number of samples) taken to change from a
positive-going to a mnegative-going slope.

For the purposes of the present research, it was decided

76



that thce analysis should be confined to a spike detection
scheme and that sharp waves should, at present, be rejected

by the system.

LOle

0.5Sec.

Figure 5.3 Typical sharp waves (with a spike (¢) for
comparison).

A second problem arises as a consequence of the manner

in which the EEG signals are derived and referenced. Consider
the example of two signals, given in Figure 5.4, where two

" methods of derivation and reference are shown. In Figure 5.4.a
a common referenée electrode is used (common reference method)
but in Figure 5.4.b, each electrode is referenced with its
adjacent neighbour (bipolar method). The most commonly
employed method is that given in Figure 5.4.b, and the recoxds
to be analysed were derived in this manmner.- The use.of this
method can give rise to some apparently abnormal features in

the EEG record (Fig. 5.5). Such behaviour is not , however,

77



abnormal and arises as a result of the reference method used.
In fact, it merely shows that there has been a large positive

(surface negative) shift in the signal at the reference elec-
trode.

a) Common reference b) Bipolar

Figure 5.4 Methods of signal derivation.
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Figure 5.5 Apparently abnormal EEG activity, arising with
the bipolar method of data acquisition.

The final problem is that of electrode placement and
associated artifact problems. An internationally agreed
standard defines the placement of scalp electrodes, as shown
in Figure 5.6. Muscle artifact\may be present on all inputs,
but the frontal electrodes, in general, present the major
problems, due mainly to eye movements. The normal form of
artifact is a burst of very sharp features in the record.

(Fig. 5.7) which it should be possible to reject with a
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' Figure 5.6 Electrode montage for EEG recordings.
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Figure 5.7 A typical burst of artifact behaviour.

suitable algorithm. A more troublesome form of artifact

behaviour is described by Maulsby [38] and is specifically

concerned with artifact introduced by eye movement (Fig. 5.8).
It is felt that little can be dome to reject behaviour of

this type without degrading the overall performance of the
spike detection system., Maulsby[38] states that '... spikes
and sharp waves of cerebral origin always occupy a definable

electrical field on the scalp and should always be seen in
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two or more nearby electrode sites'. Hence, one possible
solution to this problem may be to use the signals from two

or more electrode sites and base the detection criteria on

their joint behaviour.
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Samples of artifuctical spikes produced by extrinsic eye muscles, A: Trecory
from a 35 vear old woman with a history of witd hecd 1ranma; nornial
neuralogicel examination wid shult Xerays. A nenrologist Dncerpreted this
record s abnormal, showing Pi-frontal spike disciierges. High [requency
filters were used. B: The myogenic origin of these jrontal spikes is maore
obviows because the high frequency filters were off, cud beceuse the spikes
were  always followed by @i obvious eye movemend  potential. Ty
27 vear ofd woman was referred for Lcadaches; nevrological examination
was normul, :

Before a model is finalized, another observation of
Smith et al[39] concerning EEG analysis was noted; '... Almost
all of the effort is concerned with a frequency decomposition
of the EEG (i.e. an analysis of the inherent periodicities).
Although this has provided considerable information, many of
the significant patterns are aperiodic .... To detect these
waveforms, different data-processing techniques must be
employed’'.

This comment adds weight to a personal conviction that

a time rather than a frequency domain analysis of the EEG is
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likely to yield more profitable results.

The reasoning behind this opinion lies in the fact that
the EEG signal is non-stationary, or time-varying, and this
presents certain problems, particularly for frequency analysis
schemes. In the real world, time invariant, or statiomary,
processes are seldom found but many vary so slowly with
regard to time that they may be considered as stationary in
the short term.

A stationary process can be defined as one for which
the statistical properties of the signal do mnot change with
time [35]. This is the strict definition of stationarity, a
- more general definition is that the mean and variance
estimates of x(t) do not vary with time. Signals of this type
are generally referred to as 'weakly stationary processes'
but for most practical purposes can be considered as if they
were completely statiocnary.

Wide-sense stationarity can be defined by saying that
a process is stationary if the expected value is a constant
and the autocorrelation:- |

Rxx(t,,ty) = E{x(t;).x(ty)}
can be expressed as a function of one variable, the time

difference T = t; - t,[21]:-
Rxx(T) = E{x(t + T).x(t)}

where E{x(t + T).x(t)} represents the ensemble average. Note,
the expected value, E{x(t)}equals a constant.

it is known, however, that the statistical characteris-
tics of the EEG may change appreciably with time, depending
upon the state of the subject (e.g. eyes open - eyes closed)
(Fig. 5.9).

Campbell et all40] concluded that the EEG record was
non-stationary over the 60 sec. epochs they used and Elullsl],
using 2 sec. epochs, found that the resting EEG followed a
Gaussian distribution for only 66 percent of the time and

this fell to 32 percent during the performance of an arith-



metic task. Huber et al(42] suggests that even for 1 sec.
epochs, significant non~stationarities can be revealed in

EEG data by the use of bispectral analysis.
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FiG6. 5.2 CIIANGES IN THE NORMAL ZLECTROENCEPHALOGRAM
DURING ALERTNESS, RELANATION, DROWSINESS AND NOCTURNAL
SLEEP

The delta activity is usually scen in the carly part of the night. The

‘spindling’ supcrimposed on the siow waves is characteristic of this stage,

As the duration of sleep lengthens these features tend to drop out as shown
in the lowest strip.

Kawabata [43] recognizes the problem of non-stationarity
but then proceads with a frequency domain analysis and a
discussion of how the inherent difficulties may be overcome,

Various techniques may be employed to deal with non-
stationary processes which range from the assumption of a
plecewise stationarity to the application of advanced
mathematical methods [35]. The mathematical‘methods provide
for a more rigorous enalysis of the signal but unfortunately

tend to generate physically meaningless results(e.g. a two-



dimensional power spectrum) [35].

The piecewise approximation makes use of the assumption
that if a continuous record is divided into a number of
sufficiently short sections (in time) each section may be
considered as a stationary signal [35] (Fig. 5.10). Obviously,
the choice of value for AT is of great importance and will

be fixed by the rate of change of the signal parameters
with time.

!Ampl.

AV Al f"\l\jﬂ\ "\ M\WW S

AT

=Time

Figure 5.10 Application of the piecewise approximation.

The uncertainty principle (see later) precludes the
formation of an instantaneous spectrum, although the idea

of a changing, short-term spectrum is often used to give a
three-dimensional representation in the w-t plane(35]. For
all but very slowly varying processes, though, this repre-
sentation is likely to be fairly crude(21].

Heisenberg's uncertainty principle states that uncert-
ainties involved in the specification of two conjugate
characteristics can never be less than a constant. By the

use of the Schwarz inequality[QA]; this can be expressed:-

AE X at > h
2n

where E and t represent the energy and time respectively

and h is Plank's constant. From the above relationship it

can be seen that as one of the conjugate variables is
specified more precisely, e.g. if At -0, then the uncertainty
of the value of the other, AE, becomes correspondingly

larger.

Frequency and time form such a conjugate pair in signal
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analysis, a fact which may be illustrated by a consideration
of a typical signal processing operation, e.g. a filter. If
a direct filter implementation is assumed (see Chap. 7) and
that a measurement has been performed at time st before t
and a further measurement, taken at time t, is to be‘
statistically independent of the previous measurement at

t - 5t; a zero memory system is required. To achieve this,
the filter must not contain any information from the

previous measurement, i.e. its output must fall to zero

during time s&t.

As the time between samples, st, is decreased (i.e.
st - 0) then the Q-factor of the filter must also tend to
zero, in which case the filter will be of infinite bandwidth
and it will not be possible to discriminate a particular
frequency, £, Similarly, if the filter is required to resolve
a particular frequency, f, an infinitely narrow filter and
hence infinite Q-factor is required which implies an infinite
memory filter[35].

The interdependence between the time and frequency scales
can be expressed in a more rigorous form, from a consideration
of the basic Fourier transform. The Fourier transform of a

signal x(t) is defined by:-

T Ix) = x(@) =] %(t) e de

If the variable in the time function is multiplied by a
constant this will have the effect of expanding or contracting
the time scale, depending upon whether the magnitude of the
constant is greater or less than unity. The Fourier transform

of the scaled time function is:-

ﬁ-[X(at)] =izx(at);e‘i““t.dt

and changing the variable of integration to A= at :-

G x(at)] = 11%%(1).e-1wd . da
=iy

0
4’_\.



=1X(3) a>0
2 |2

If a is negative, which would correspond to a reversal
of the time scale, the limits of integration will be
reversed when the variable is changed:-

& (x(at)] = -1

w a<o
5|8

These two results can be combined in one expression:- )

FFixat)] = 1 X
la (a)

Thus, it can be seen that as the time scale of a function
is contracted, so the frequency spectrum is expanded and
vice-versa. The 1/lal term is necessary to maintain the
energy balance between the two domains.

There are, however, 'certain problems involved when
strict limits are imposed on a signal. The formation of a
finite record, x(t), in the time domain, for example, can

be considered as equivalent to the result of multiplying

an infinitely long random signal, y(t), with a finite
rectangular window (Fig. 5.11). The finite record inevitably
begins and ends abruptly and this introduces errors into

the signal, i.e. additional frequencies (side-lobes) will

be added to the original data.

pre
biid

#
PAS

Fig.5.11 Equivaient finite length record.

These effects can best be explained by a consideration
of the very important Fourier transform pair, the block

function:-
b(x) = U(x + 1/2) - U(x - 1/2)
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and sinc function (sin x)/x, which are Fourier transforms of
each other (Fig. 5.12)[45].

~Yors “orz

()
fig.S.\Z Fourier traasform pairs which illustrate symmciry of I-'ourio\r transiona and
inverse Fourier transform.

If a sharp band limit is imposed upon the signal (i.e.
multiply signal by b(w) ) the effect is to convolve with the
oscillating sinc function in the time domain: Gibbs pheromenon
[46]. Equally, if a sharp time limit is imposed, the effect
is to convolve the sinc function in the frequency domain
(smearing) [35] .

The principal effect of this behaviour is manifest as
a 'leakage' of energy from individual frequencies into other
adjacent frequencies. Various techniques are employed to help
minimize the effects of this leakage, many of which make use
of window functions to medify the signal. The purpose of
these window functions is either to smooth the response in
the frequency domain or round the corners of the block

function in the time domain.

As an example, consider the low-pass filter:-

7-1

H(z) =Lz + 1+
4 2

=

Its effect in the frequency domain is:-

H(w) =

1 (1 + cos 2nw/wg )
2

N
[



The Hann window, as an example, operates on a reversal of
this arrangement; the low-pass filtering operation is
performed on the ordinates of the spectral estimates as
though they constituted a time series. This is exactly
equivalent to multiplying the time data block function by

the cosine bell function, expressed earlier for the frequency
domain [21] . |

Numerous types of window function are available, e.g.
Hann, Chebychev, Parzen [35] [49] all offering different
advantages and disadvantages,‘the choice being determined
by the result required. It is proposed that no window
functions shall be employed for the present analysis and
so the subject will not be pursued further, at this stage.
It is possible, however, that the problem will require re-

evaluation at a later date, after the preliminary studies

have been completed.

If the features of the EEG signal to be detected are
now considered, the choice of a time domain analysis becomes
obvious. To summarize, the sought features are sharp spikes
in the EEG record which are.almost invariably surface negative
in polarity [38. A spike may be defined as having a definable
base of 1/12 sec. or less. Many spike, and sharp wave,
discharges are followed by a slow wave or a series of slow
deflections. This, however, is not always the case and so
will be omitted from the present model.

Clearly, if the spike detection process were considered
as a frequency domain problem, a fairly precise frequency
'window' must be specified which would necessitate the use
of long periods of EEG record. As discussed earlier, it 1is
desirable to be able to consider the EEG signal as stationary
and, for this assumption to hold,.fairly short records (1l sec.
or less) must be used. The non-stationarity problem places

certain predefined restrictions on the value of At and it

would seem logical to consider the whole spike detection
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problem as a time domain problem. This will mean that at
must be defined more precisely, at the expense of frequency
information, and it becomes possible to perform the analysis
over very short time periods (see later) which will further
improve the stationarity assumption.

Carrie {11] used a method based on a running mean of the
input EEG signal (see Chap. 2). The running mean performs
an averaging, or low-pass filtering, operation on the input °

data by the formation of an output sequence from an unweighted

average of several consecutive input samples:-

n-1
yk = Zxk—r (1)
r=o0

u I IR

which, via the use of the z-transform (see Chap. 6) may be

expressed as:-

H(z) = ri’z" (ii)

S|

This represents a non-recursive filter and may be computed
more efficiently if expressed in a recursive form [21] . The

geometric progression of equation (i) may also be expressed

as:-

1l -z : (ii1)

for which the inverse transform is:-

Yo T Yig + (Xk - Xk—n) (iv)

The choice of value for n does not appear to have any

formalized basis and is more a trial and error decision.
Obviously, as the number of samples, n, is increased, so the
amount of filtering will be increased. If n is made too large,

problems will arise as a consequence of the non-stationary
character of the EEG waveform and, further, in extreme cases
the degree of filtering may be so large that the spike features

may be removed altogether! Equally, a reasonable value must be
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chosen for n if the running mean is to perform any useful
filtering, or averaging, operation.

Other problems associated with the running mean type of
filter become apparent ‘when the effects of the operation are

considered in the frequency domain. Substituting z = e'“T into

equation (iii) yields:- o

H(w) =1 1 - e-niwT
n 1l - e-ieT )

TN S
= " Vies sin(neT/2)

nsin{wT/2)

The exponential term is the phase term and since it has unit

modulus, the effect on the amplitude is given by:-

[H(w)| = |sin(n«T/2)
nsin(wT/2)

= Sin(ﬂnw/ws )

nsin(rw/wg )

An examination of this function shows that [H(w)|-~1 as
w-0, so zero and low order frequencies are unaffected. The
behaviour over the rest of the spectrum is determined by the
zero values of w/wg at 1/n, 2/n, ... (n - 1)/2n, for n odd,
and 1/n, 2/n, ... 1/2 for n even. The numerator is periodic
but the denominator steadily increases as w/wg - 1/2 and the
resultant effect is the formation of side-~lobes of decreasirig
magnitude (c.f. sinc function), Hence, although the running
mean provides a form of low-pass filter, the elimination
of frequencies beyond the cut-off is not absolute. Some
frequencies will be removed completely whereas others will
be only partially suppressed. Examples of H(w) for two values
of n are given in Figure 5.13.

The idea of a running mean, or moving average, is an

attractive one when the phrase '..,. a wave distinguished from

background activity ...' in the official definition, is
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considered. Carrie reports that good results were obtained
(i.e. a close agreement was obtained between the computed
results and those from a human observer), but it is considered
that the running mean represents a very poor form of low-

pass filter and that the method is unsuitable for the present
analysis. Assuming a filtering opération is required, it is
the author's opinion that a much more precise and well

defined digital filter will be required if the results are °

to have any significance.

The mathematical model to be used to represent the spike
feature is similar to that used by Smith [12] and is basically
a triangle (Fig. 5.14). It comprises a smooth positive-
going slope, over m samples (equal time divisions) followed
by a smooth negative-going slope of m samples (n.b. this
corresponds to a surface.negative spike). If the rate of
change of slope of these two edges with respect to time (sy)
exceeds a preset level and the total number of samples (m + n)

is less than a second preset value, then the feature may be

classified as a spike.

Ay, - height of rising edge of

spike
Ovyp - heignt of falling edge of

spike

5y - change in megnitude per
unit time

T - one time division{ie 1/w!

m - number of samples on
rising edge

n - number of samples on

falling edge

Figure 5.14 Model of spike waveform.
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Considering one edge, from Figure 5.14 :-
Ay = m.8y

and from the definition given earlier, the period 0 - m

must be 1/12 X 1/2 sec. or less (the 1/12 sec. period refers
to the complete spike, so for one edge this must be halved).
It is proposed that a sampling rate of 500Hz be used, so each
time division corresponds to 1/500 sec.. If, for convenience,

the period O - m is taken as 1/25 sec., then:-

m ¢ 500 or m < 20
25
Hence:-
8Y >4y
20

’which sets two criteria on which to base the detection
algorithm. Both are dependent upon the value chosen to
represent the peak amplitude of the spike (ay), since the
minimum value of 4y will set a lower limit for m.

The only suitable method for the selection of the value
of 4y is by a visual inspection of a number of abnormal
records to give an estimate and then by a series of tests
in which a spread of values around the estimated value are
tried. |

For the purposes of testing, an FM tape recording of
actual data was used, in which the signal had been amplified
to 0 - 2.0V in amplitude. From an inspection of six such
abnormal records, sharp spikes varying in amplitude from
0.3 - 2,0V were observed. The lower input value sets a

minimum value of:-

y = 0.3 = 0,015V

20

for the difference between successive samples.
If the output is not to be noise dominated, a ten-bit
analogue-to-digital converter will be required which would

quantize the input in 1lmV steps. The system to be used is
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equipped with an eight-bit analogue-to-digital converter (see
Chap. 6), which gives a quantization step of 10mV, and so
the basic algorithm will require some modification. Basically,
what is required is a means of increasing the value of dy.

A simple method of achieving this aim is to decrease the
sampling frequency. A sampling frequency of 250Hz is regarded
as a minimum for an accurate representation of the input
signal (which is band-limited to 70Hz). This gives a value -
of 30mV (i.e. three input levels) for sy.

This is not, however, considered a very satisfactory
solution and it is probable that this simple modification
will prove inadequate and that the algorithm will remain
very noise sensitive. As a consequence, an alternative method
was sought. One such method of increasing the magnitude of
the spike activity, in relation to the ongoing background
activity, is to perform a differentiation operation on the
input data, which will yield a different model for the
detection process.

Unfortunately, past analysis of the differentiation
process suggests that the resulting output will contain a
considerable amount of high-frequency noise (see Chap. 6).
This arises, again, as a consequence of the input quantization
errors. It is therefore usually necessary to follow the
differentiation process with a low-pass filtering operation
to remove this noise, before any spike detection algorithm
is applied (see Chap. 7).

The differentiation process will produce a spike for
any high-frequency edge, the polarity of the spike being
determined by the polarity of the slope. A spike in the
original signal will be represented as a double spike in
the differentiated cutput, of opposite polarities (Fig. 5.153).

The use of this technique suggests a possible method
by which the detection process may be simplified considerably.

A simple level detecticn process applied to the differentiated
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Figure 5.15 Effect of differentiation process on spike
(triangular) input.
and filtered waveform may be uceful in isolating the edges
in the original record from the ongoing activity. The use
of this technicue would give an output of the form shown in
Figure 5.16, for a typical spike.
If the level is set correctly, it should be possible
to reject any edges which are not sufficiently shérp to be
classified as a spike edge. The success of the method will
depend upon the amount of emphasis given to the spike activity
over the ongoing EEG activity, As for the determination of
the value for Ay, an inspection of experimental data is the
‘only suitable method of determinning the effectiveness of the
level detection algorithm (see Chap. 7). If the method proves
satisfactory, the complete recognition algorithm can be
reduced to the simple task of ensuring that a positive-going
pulse is followed by a negative-going pulse., The only
additional requirement is that the cross-over region is of
a sufficiently short duration, which determines the sharpness
of the apex, and this may be implemented as a simple count
of the number of samples between the.two pulses output from
the level detector. The upper bound set on t%és number will

Al

set the ciscrimination level between spikes and sharp waves.
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————- ety o

Differenticl

Level
Detection

Figure 5.16 Effect of level detection process on output

waveform.,

It is considered that this method of determination of
the sharpness of the apex is vastly superior to the more
normal second differential approach. The effect of a second
differential process would be to provide further emphasis to
the high-frequency noise, already amplified by the first
differentiation. This would result in an extremely mnoisy

output, and make the task of accurate spike detection

considerably more difficult.

If the method described proves suitable, the only
remaining problem is that of artifact rejection., As discussed
earlier, it is a virtually impossible task to reject all
artifact behaviour, but an attempt must be made to minimize
the number of false alarms due to this cause. By far the

commonest form of artifact is a short burst of high-frequency
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activity (see Fig. 5.7). One possible method of providing
some degree of protection against this behaviour is to
perform a running count of the number of zero-crossings which
occur in the differentiated signal. When artifact is present,
this should be increased considerably from the value obtained
from an artifact-free record.

It is proposed that the zero-crossing count be performed
on the differentiated and filtered output rather than after -
the level detection process, since it is probable that the
difference between the artifact and artifact-free counts will
be greater at this stage of the operation. The artifact
behaviour will, in general, be of a much higher frequency
than the spike activity and the filter will hence tend to
reduce its amplitude, so that only the larger peaks cross
the threshold level. As a result, it would not be possible
to reject the first artifact peak if the count is performed
on the level detector output, since the detection process is
to work in real-time. There is at least a finite probability
that this first peak may be rejected using the method described,
since there will normally be a period of increased zero-
crossing activity before the first level detector output,
on which to base the rejection decision (Fig. 5.17).

The next section will deal with the constraints imposed
on the processes, discussed in this chapter, by the use of

the RSP for their implementatiom.
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b) First order difference.
c) Level detector output,

d) Spike detector output.

Figure 5.17 Zero-crossing count method of artifact rejection.
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A consideration of the restrictions imposed by the use
of the RSP must be made before any of the techniques discussed
in the previous chapter are implemented. Particular attention
will be given to the proposed differentiation and filtering
operations, as these present the most demanding problems. The
major constraints will arise as a comsequence of the instruction
execution speed and sixteen-bit wordlength.

Obviously, the operating speed of the microprocessor will
impose restrictions on the bandwidth capabilities of the system.
The actual instruction execution times of the microprocessors
considered, are comparable with those offered by current
minicomputers. Minicomputers, however, generally offer a higher
operating speed by virtue of their longer instruction word.

The power of individual instructions is a direct function of

the number of bits available for their description. Hence, a
minicomputer with a wordlength of greater than sixteen-bits

will be able to specify more complex operations as individual
instructions than are possible with a sixteen-bit microprocessor,
As a result, the minicomputer will in general be able to

execute a given program moré rapidly than the microcomputer.

Part of the overall design philosophy of the RSP is the
provision of an 'add-on' hardware facility (see Chapter &) so
that any process that imposes a heavy (time consuming) load
on the central processing unit (CPU) may be delegated to a
special hardware unit (e.g. multiplication). However, for
this particular application the eventual aim is to be able to
perform the necessary computations in a miniature version of
the RSP. Therefore, every effort must be made to ensure that
all the necessary processing may be performed by the CPU so
as to facilitate the minimization of the hardware at a later
date.

To achieve this goal the real-time processes involved in

the analysis should be kept as simple as possible and the code

for their implementation as short as possible (the usual state



of affairs for real-time programs).

The available wordlength also has a direct bearing on
the accuracy obtainable with the system., The inaccuracies
will manifest themselves as quantization errors in the
representation of system coefficients and as rounding or
truncation errors incurred in mathematical operations as a
consequence of the need to prevent overflow.

The use of a sixteen-bit wordlength permits coefficients
to be specified to one of 65,536 levels (i.e. 1.5 parts in 10°
or 0.0015%) or 32,768 levels (i.e. 3 parts in 10° or 0.003%)
if the most significant digit is reserved as the sign bit,
as is normal. Clearly, it will be possible to describe many
coefficients to a suitable accuracy within this range but the
results of any processing will naturally require additiomal
bits for their representation. As an example, an n-bit data
sample multiplied by an n-bit coefficient will produce a
product of 2n bits. The effects of quantization errors in this
context will depend upon such factors as whether fixed or
floating-point arithmetic is used and whether, for fixed-point
work, a fractional or integér representation is employed.

It is normal practice in signal-processing applications
to use a fixed-point fractional representation whenever
possible so that the product of two numbers can be contained
within the limited register length by truncation or rounding
of the least significant digits. Note that with this repre-
sentation there is no need to truncate or round the results
of an addition operation, although care is needed to ensure
that overflow does not occur (i.e. the result cannot be
represented as a fraction). For floating-point arithmetic,
dynamic range can generally be ignored owing to the large
range of represcntable numbers, but now quantization errors
will be introduced for both multiplication and addition

operatious,
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6.1 Mathematical Representation

If a binary number is considered to be described by n+l

bits, with the extra bit reserved for sign representationm,
then considering the fixed-point case, if E; denotes the error
due to truncation (i.e. value after truncation minus value
beforz) then, for positive numbers:- .
magnitude before truncation M, = Zaiz—i
=1
N2 .
and magnitude after truncation M, = > a;2"
where n,<n,. =
The magnitude of the error E; is then:-
Ny ) Ny )
>oa 2t -Ya 2
i=1 i=1
1 )
= -z:aiZ”

izNs.;

i.e. ET <0

that is the error tends to decrease the value of the quantity
to be represented.

The position for negative numbers is complicated by the

lack of standardization for their representation. Three methods

are in common use:-
i) Sign-magnitude in which the most significant digit is
used as the sign bit (0 for positive and 1 for negative)

with the rest of the word used to represent the

magnitude.

ii) One's complement in which the negative number is
represented by subtracting the magnitude from the
largest number representable in the register.

1ii) Two's complement in which the negative number is
represented by 2.0 minus its magnitude.
The effects of these different representations on the
truncation error are given in Table 6.1.
The rounding process is independent of the method used

to represent negative numbers, The error is always in the
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1) Sign-magnitude.

12

CEr = (2° 4 Y a2y - (20 4
i=1 i

aj 2—i)
|

= - Z a; 2_.l
i.e. ET < O

i1.e. the magnitude of the negative value is decreased, that

is the quantity is made less negative,

ii) One's complement.

n2 . né . n1 oom .
Er = (2° +> 2 - a2 - (2 +227" -2 a;27)
=l i=1 i=1 i=1
nt . n )
=282 - 32"
i=n2+] i=n2el
ni Coom )
and since >, 27'»> a 27!
f=n2.1 j=nal
Er <0

i.e. the magnitude of the negative value is decreased, that

is the quantity is made less negative.

1ii) Two's complement.

i=]

n2 . n . -
Er = (2" - >a;27) - (2 - 2.2; 27
i i=1
n2

n . .
= Ya2 -3 a2
i=1

i=1
=2 a;2"

i=n2.]
E+ >0
i.e. the magnitude of the negative value is increased, that

is the quantity is made more megative.

Table 6.1 Comparison of quantization errors introduced by

different number representation schemes.
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6.2 Input-Output Considerations

Before a digital processor can deal with an input from

the real (time continuous) world it is necessary to perform
a sampling operation on the input so as to represent the
signal as a series of discrete samples. The process invloves
the sampling of the analogue input at equal time intervals,
determined by the sampling frequency, and then representing

the analogue amplitude by its nearest digital equivalent

(analogue-to-digital conversion) (Fig. 6.2).

Amplitude

Amplitude
A

T

Figure 6.2 The analogue-to-digital conversion process

and its accuracy dependence on the sampling

frequency.
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6.2.1 The Sampling Process

It is convenient to regard the sampling process as an

impulse modulation of the continuous input signal[47]. This
is shown diagramatically in Figure 6.3, where an input signal

x(t) is sampled every T secs., to give an output signal of
y(t).

Sampler ' v

/
x (1) ) o— It

Figure 6.3 Sampler representation.

The ideal sampler can be represented by use of the Dirac
delta function to express a unit impulse train}i&(t-nT). This
corresponds to a series of equally spaced pulses at t = nl secs.

(n positive) and so, for a continuous input, the ideal sample

unit impulse train may be represented as:-
o0
5. (t) = > s(t - nT)
‘ n=0 .
Hence, the sampled output signal may be written:-
0
y(t) = x(t).gag(t - nT)

or, rewriting to include the input signal as a function of
time, when t = nT :-
Cco

g(£) = > x(aT).s(t - nT) (1)

n=0
" i.e. the sampler output is an impulse train with an amplitude
which is equal to the amplitude of the continuous input signal

at the time of sampling (c.f. Fig. 6.2).

- The Laplace transform of the ideal sampler is given by:-
(0]
FAla)] L 2s(e - a1))
SYEGE .
=Ze“”T5 ‘ ' (ii)
n=0

From this result, the Laplace transform of the sampler
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output (i) can be expressed as:-
0

y(s) = >, x(nT).e"Ts (iii)

n=0

6.2.1.1 Time Domain Sampling

If a sinusoidal input signal is considered:-
x(t) = Asin(wt)

then, from (i), the sampler output is:-
Co
y(t) = >, Asin(wnT).s(t - nT)
n=90
From equation (iii) the Laplace transform of the sampler
output for a sinusoidal input is:-

o8]
y(s) =2, Asin(wnT).e"'s
n=0
The input, sampler and sampler output signals, described by

the above equations, are shown in Figure 6.4.
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As can be seen, a time domain analysis gives a useful
interpretation of the characteristics of the sampled signal,

but for a complete interpretation the frequency domain must

also be considered,.

6.2.1.2 Frequency Domain Sampling

For a frequency domain analysis, the Laplace transform

of the ideal sampler (equ. (ii) ) is expressed as:-
o0

ze—nTs= 1 + ST+ e 254 e-3T+ |
n=0

which, for e*T<0, converges to:-

.
1 - e-ST

The Laplace transforim of the sampler output is given
by the Laplace transform of the product of the input signal

and the ideal sampler:-

y(s) <A x(e).5(t)]

= Z x(nT) .'e—nTﬁ

N=0
or may be rewritten as:-

y(s) ZAx(e)] «F s (b))

= X(s) * 1
l - e-ST

which, via contour integration, can be shown to be[47]:-

Y(s) = _1__§x(s + jnw)
T N=-00
where wg is the sampling frequency. |
It is important to note that the sampler and its output
are periodic, with a period of jws. This means that y(s) =
y(s + jws) and is represented in the s-plane by a series of
periodic strips along the jw-axis. As a result, the sampling

operation generates a series of single line spectra in the
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frequency domain, each occurring at an integer multiple of

the sampling frequency.

If the sinusoidal input signal is again considered:-
x(t) = Asin(w,at)

then, for a sampling frequency of wgrads/sec., the sampler

output spectrum will be periodic with spurious sidebands at

all multiples of w,.. The input spectrum is centred around

each of the spurious sidebands (Fig. 6.5).
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- a— W Spectrum
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Figure 6.5 Frequency domain sampling.

6.2.2 The z-transform

Although the Laplace transform is very useful for the
description of time continuous systems there are more
convenient and meaningful transforms available for the
description of sampled data systems; one such transform is

the z-transform. The z-transform describes a signal at the
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sampling instants and so only contains information about the
corresponding time function at those instants. The z-transform
may be obtained, quite simply, by the substitution:-

z = esT

or S

l:ln(z)
T

where z represents a complex transform variable. Thus, every
continuous signal that has a laplace transform also has a
z-transform.

The above substitution causes the periodic strip from
~ws/2 to +w,/2 on the jw-axis of the s-plane to map into a
unit circle in the z-plane, where ws is the sampling frequency.
The portion of the strip lying in the left-hand nalf of the
s-plane is mapped inside this unit circle, and that in the
right-hand half is mappsd on the outside (Fig. 6.6). Succ-
essive wg= 22/T strips on the left-hand half of the s-plane
will all map into the same unit circle and likewise all

corresponding right-hand half strips will be mapped outside.

3 2f jwg

4
: %//%7/1 l—-—--- Re b) Z-plane
5 L’/

Figure 6.6 S-plane

109 to z-plane mapping.



If a transfer function is to be stable, its poles must
lie in the left-hand half of the s-plane and so, correspond-
ingly, must also lie within the unit circle of the z-plane.

If z = eTis substituted in equation (i), the z-transform

output for a sampled input signal is found to be:-
@]

y(z) = > x(nT).z-"

n=0

where z-" represents a delay operator and n a number of integral
unit delays (c.f. equ. (iii) ).

Clearly, this is a very convenient form of representation
for use with a digital system as unit delays are very easy
to realize in the form of buffers or shift-registers. The
real power of the z-transform method, however, lies in the
fact that it enables the polynomials of the discrete sampled
system to be manipulated in a simple algebraic manner, just
as the Laplace transform does for polfnomials in the contin-
uous system, |

Because a digital processér must always perform a
sampling operation on any time continuous input signal and
must therefore always work with sampled data, the significance
of the z-transform to the digital processing world is
immediately apparent. A great deal of use is made of the z-
transform in the next chapter to describe the digital proc-

essing techniques involved in the real-time spike detection

system.

6.2.3 Aliasigg

One final problem to be considered, which arises as a

consequence of the sampling process, is that of aliasing.

As discussed for the frequency domain (sect. 6.2.1.2), a
sampled output will contain a series of spurious sidebands
at multiples of ws, the sampling frequency (see Fig. 6.5).
Now, the interval between - ws/2 to +ws/2, known as the

Nyquist interval, places a bound on the bandwidth of the
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sampler input signal. If the input signal is not bandlimited
to below w;/2 rads/sec. then the spurious compoments in the
sampled output will overlap thus making it impossible to
recover the orignal signal (Fig. 6.7.a). If, however, the
input is bandlimited, it is possible to reject these spurious

multiples and thereby recover the bandlimited input signal

from the sampled output (Fig. 6.7.b).

{Eliw)

| :

EEFORE SAMPLING

AFTER SAMPLING

{a) fnput Signal Not Bandwidth Limited

Figure 6.7 Aliasing

;E (iw}

4\ ' effects for non-limited

11 . and bandlimited input
BEFCAE CANPLUING

| | wousteeava signals.

ANANDNONG

AFTER SAMPLING

{b) Input Signal Bandwidth Limited

6.2.4 Quantization

Obviously, a discrete representation of a time continuous

signal will involve quantization errors, the magnitudes of
which are of great importance as the whole system will be
effected either directly or indirectly by the inaccuracies
present at the input. Indeed, this is true for any system,
whether analogue cor digital.

The error between the true input and its quantized
representation will be evenly distributed over the range

+q/2 where q represents the difference between adjacent

quantization levels (i.e. 2" - 2",

111



The A-D conversion process is essentially non-linear 21
and, as a result of difficulties encountered in non-linzar
analysis, it is usual to treat the A-D problem as a noise
problem. Cousider the simple system shown in Figure 6.%.a
in which a sequence e(nt) is added to the input, to represent
the noise introduced by the A-D conversion process.

The error of +q/2 is evenly distributed about zero (Figz
6.8.b). To estimate the value of this error, consider the

following:-

the probability density function P(x) is defined by:-

P(x) =1 for -0.5 » x » +0.5
=0 otherwise.
The Variance is then:~
oy = q?jm(x - X)L P(x).dx
o0

and since the mean value (X) is zero:-

= q2[ x?.dx

-0.5
q2{_}£3] 0.5
3 -0.5
= q2
12

which gives a standard deviation of ox= l/ViZ = 0.29 for a

single quentization level.

a)  A-D conversicn noise cs aff
x(nt) w4 x{qt) additive noise source
i
e(nt)
%P{Xn)
i
\ b)  Probebility Density Funchion
i of error in ouiput
- C‘v,’q +q/2
L

Figure 6.8 Representation of the A-D conversicn error.
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For an eight-bit A-D converter, the signal is quantized

to 256 levels which gives a signal:noise ratio at the output
of:-

256 ~1000 or 60dB
0.29

and an accuracy of 0.39% (or 4 parts in 10°).
For ten-bits, these figures become:-
S/N = 1024 =~3500 or 70dB
0.29
and an accuracy of 0.098% (or 1 part in 10°).

The problems encountered with the D-A process are far
less serious than for the A-D case, just considered. The D-A
process is essentially linear and since it occurs at the
output any errors will not affect the rest of the system.
Inaccuracies due to truncation or rounding of results will
be introduced if the value to be output requires 'scaling'
(i.e. multiplication or division), but there will be no
quantization errors since the value to be output is already
in a quantized form.

There is, however, one problem associated with the D-A
conversion process and that is the question of 'hold'; i.e.
the interpolation necessary to restore or produce a continuous
signal from a discrete one. The simplest form is a zero-order
hold, in which the output is maintained at the previous output
setting until the next sample arrives. This can be represented
by a mixture of discrete and continuous operators [21] :-

(1 - z 1.1
s

where s is the normal Laplace operator and z7! the discrete
operator meaning delay by one sample. Note that although

z = eT, the above expression does mot have precisely the same
implication as (1 - eT).1/s which is a continuous operation
representing the transform of the block function b(t) = u(t) -
U(t - T) (see Chap. 5). Both parts of the above expression
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are, however, linear.

6.3 Effect of errors on proposed signal-processing operations

Of the processes to be implemented for the spike detectlon

system, digital filtering will impose the greatest computational
demands and so will be given special consideration. Some

consideration must, however, also be given to the proposed

-
-

differentiation operation and its associated problems.
Differentiation in the t-domain is equivalent to a multip-

lication by s in the frequency domain:-

:i;.f(t) — sF(s)
dt

t..:.
e
[a
!
73]

If jw is substituted for s, a plot of the magnitude of the
operation against frequency may be obtained (Fig. 6.9), from
which the amplification of high-frequencies, caused by the

differentiation process, becomes obvious (see Chap. 5).

Magnitude

Figure 6.9 Magnitude of

the differentiation
operation as a function

of frequency.

Frequency

The high—frequéncy amplification can be a very serious
problem for discrete systems since any quantizationm errors
may be cousidered as an additiom of a high-frequency moise
component to the signal. Obviously, the differentiatiom

operation will tend to ampiify the errors introduced as a
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result of quantization. This problem may be alleviated,

though, by the inclusion of a low-pass filter to tailer the
differentiated output. A far more serious problem arises

when an attempt is made to realize the differentiation

operation in a discrete system,
As stated earlier, d/dt becomes s in the complex

frequency domain and for the z-domain, inverting the defining
relationship z = e§E becomes:~-

v

d —s . 1l.In(2z)
dt T

Unfortunately, the logarithm of a complex variable is infinitely

valued (48] ; a direct manifestation of aliasing:-
In(z) = ¢+ joT + j2nk

where k =0, 1, 2, 3, . . . . Even if only the principal value
is taken, i.e. k is set to zero thereby forbidding aliasing,
there is still another problem in that only real powers of
z may be used for the realization of the process (i.e. only
delays or advances by multiples of T in the time domain).
Thus, the best approximation which may be obtained is a serles,
which to be practical, must be truncated.

The éimplest form of series, suitable for this application
is the Taylor series, which may be expressed as:-

£(z) = 5 £"(z0) . (2 - 20)"

n=o n

in the region of a point z, [48] . Expanding 1n(z) in the region
of z =1+ jO gives:-

1n(z) =§ (-l)n‘]‘. (z - 1)"
n=|

n

so one form for the differentiation operation is:-

fi -1 (z - 1)

n=| n

4 . L
dt T
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the Newton-Gregory forward difference formula. A crude
approximation to the differentiation process may be obtained
by taking the first term of this series:-

d . 1.(z-1)

dc T
or in terms of samples, x;:-

x| 1. (XK= %)

deii T
A second approximation would be:-

Qﬁ\z.l.- ('lez+ 2X .- §Xi)
deli T 2 2

Note that the series has been derived for the region on
the unit circle mear z = 1 + jO, which corresponds to « = 0.

As a result, the approximation will only be valid for low
frequencies, |

If the behaviour of the differentiation approximation
formulae is considered in the frequency domain, then the
accuracy of the various approximations to the ideal response,

may be compared on a magnitude versus frequency plot (Fig. 6.10)
(21) .

3rd. order
2nd. order

05 -

ideal Figure 6.10
Frequency domain
behaviour of the

ist.order

Newton-Gregory

forward difference

formula for

differentiation.

Note the restriction

95 of validity to low

w/ws

frequencies.
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Considering the first approximatiom:-
H(z) = 1.(z - 1)
T

this may be written as:-

H(w) = 1.(ej“’T— 1)
T

since z = e!“T. The above equation may be rewritten as:-

H(w) = 1.4, (el - eld)

3

= _]:.eja-;_—T, 2] sin(wT/2)
T

and substituting T = 2n/ws gives:-
H(w) = ng.ei"%s 2j sin(rw/wy)
7t
= el"%, j wsin(rw /w)
4 J

— v
phase amplitude

From the above, it can be seen that for low frequencies
(i.e. w - 0) then:-

sin(rw/uw) - mw/ws

and since the phase term has unit modulus, the amplitude of
the function becomes:-

Ampl., ~ j wenw

T wg

= jw

i.e. it approximates closely to the desired differentiation
operation:=-

- As the frequency increases, so the approximation breaks

down and the expression tends to a sine function, as can be
seen in Figure 6,10,
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The response of the higher order approximations may be

calculated in a similar manner, the first three being shown
in Figure 6.10.

It has been proposed that a sampling rate of 500Hz is

used (see Chap. 5) and, since the EEG records to be analysed

are bandlimited to 70Hz, the ratio of w to wswill be:-

£ = 70 =0.14

wg

500 v

From an inspection of Figure 6.10, it can be seen that any
of the approximations to the differentiation process should
yield equally good results, with only a small deviation from
the ideal. In fact, it would appear that the first approx-

imation may offer the best solution up to this particular
w fws ratio.

The theory of design and implementation of the various
types of digital filter is well documented elsewhere (e.g.
(4]1(5]{49] ) and will not be reproduced here. Instead, the
constraints imposed by the operating speed and wordlength
restrictions, already considered in general terms, will be
investigated.

The maximum operating speed of the CPU places an upper
limit on the sampling rate (ws) available for the filter.
This in turn places restrictions on the upper value for the
cut-off frequency (w.). In order to maintain a usable
bandwidth the filtering operation must be kept as simple as
possible, for any given application. As a result, it is
proposed that fixed-point fractional arithmetic be used
wherever possible and that truncation instead of rounding be
used to maintain the dynamic range of intermediate results.

Further, every effort should be made to contain the mathem-

atical calculations within the range of single length working.

6.3.1 Register length

The limited register length available with microprocessors
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is the fundamciital ractor overning the type and complexity
digital filter which may be supported. Errors will arise

a consequence of the truncation of results and the quant-
ization of the input and coefficient values. The contribution
of all of the errors eminating from different points in the
filter can be calculated, but an estimation of their combined
effect on the output can be complicated, particularly for
recursive filters (see sect. 6.4).

The major limitation, however, is in the accommodation
of the inherent gain experienced by the data as it passes
through the filter. In general, as the cut-off frequency is
decreased for a constant sampling frequency, i.e. the ratio
we/ws is decreased, so the peak gain through the filter
increases. Heunce, as the cut-off frequency is taken closer
to zero so the extra number of bits required to hold inter-
mediate results will incfease. A typical example is given
in Figures 6.11 and 6.12 [47] from which it can be seen that
peak gains of two-hundred or more may be required (i.e.

eight-bits more than the input value).

abs
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Figure 6.12 Peak gain

of the filter given in

HNORMALIZED INAGINARY POLE FOSITION

S Figure 6.11, for various
. oL SO e s ) REAL
010206304 C0506070808 1.0 . . .
NORMALIZED REAL PALE POSITION pole positions in the

z-plane.

Clearly, the problem of gain through the filter will
impose severe restrictions on the type and complexity of
filter to be realized and on the choice of values for wg and
wc. The effects of this internal magnification can be reduced
by the use of different configurations for the realization

of a given filter [25){47].

6.3.2 Limit-cycle behavicur

The peak internal gain will set a limit om the number
of bits available to represent the input sample, to ensure
that overflow dozss mnot occur. However, as the number of bits
used for the input is decreased so the effects of truncation
or rounding of results will increase. This leads to a group
of effects known as limit-cycle behaviour, in which periodic
sequences appear in the output as a result of the successive
approximations. The phenomenon is non-linear and is dependent
upon the filter configuration, the type of arithmetic, the
method of producing finite results and the actual filter
coaefficients,

The most serious limit cycles occur as a result of
overflow in filters implemented using one's or‘two's
complement arithmetic.

Another type of limit-cycle behaviour, first investigated
by Blackman [50] , is the appearance of 'deadbands' in which
the output stops changing even though it has not reached its

theoretically correct value. As an example, cousider a first-
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order filter represented by the equation:-
y(nT) = Gy(nT - T) + (1 - G)x(nT)

If the output y(nT) = 10 and the input x(nT) is suddenly
reduced to zero, then for G = 0.6

* -
.

)

y(nT) v(nT) ¥(nT)
10.09 10 10
6.00

6
3.60 4
2.16 2
1.29 1
0.78 1
0.47 1
0.28 1

-~ o v W o
O © O = N WL o

Table 6.2 Example of the 'deadband' effect.

The y(nT) colum represents rounded values and the y(nT)
column, truncated values. As can be seen, for n » 4 the
rounded value has stopped changing, even though it has not
reached the correct value. If the output had been increasing
instead of decreasing, then a similar effect would have been
observed for the truncated result.

Clearly, if an extra digit had been preserved the dead-
band would not be so pronounced. The deadband will now exist

for n » 6 and the magnitude of the deadband output is reduced
to 0.5.

n y(nT) 7(nT) y(nT)
4 1.29 1.5 1.0
5 0.78 1.0 9.5
6 0.47 0.5 0.0
7 0.28 0.5 0.0

Table 6.3 Effect of increased wordlength on deadband

behaviour.

121



The significance of this result is that the register length
should be sufficient to ensure that the deadband is a
negligible fraction of the total wordlength. This will help
to minimize the possibility of its occurrence and also
reduce the error to a small value. |

The effects of zero input limit-cycle behaviour, just
considered, can be effectively removed, as far as the output
is concerned, by the use of a longer wordlength to represent
the results of calculations than is required for the output.
If, for example, the value of y(nT) in the previous example
is calculated to ten-bits and only eight-bits are required
for the output, by the truncation of the two least significant

digits the limit-cycle effects would be removed.

6.3.3 Parameter Quantizatiom

Quantization of the coefficients in a digital filter
leads to slight changes in their value. As a result, the
poles and zeros are displaced slightly from their correct
locations thereby altering the actual filter. The effects
of this error can be reasonably well predicted, since they
occur only once. Clearly, the limited number of bits available
to represent the coefficients places a restriction on the
values which may be assigned to the cozfficients.

The best that can be achieved with a sixteen-bit
wordlength is an accuracy of five decimal places for any
given coefficient value. From a study of various texts
concerned with digital filter implementation (e.g. (4][5](49] ),
it is apparent that a minimum of four decimal places (i.e.
fourteen-bits) will be required for any practical purposes;
many filters will demand a much greater accuracy. No problems
should be encountered in this range for simple filters,
provided the effects of quantization (and inherent truncation

or rounding) is to reduce the magnitude of the coefficients,

since this will cause the poles to be moved towards the centre
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of the unit circle in the z-domain,i.e. in a direction which
will tend to improve the stability of the filter, but at the
expense of a reduced Q-factor.

Some coefficients have a negative sign associated with
them and if the cozfficient is to be represented as a
negative number, then care is needed in the choice of repre-
sentation. As was shown earlier, the one's complement and
sign-magnitude representations can lead to an increase in -
magnitude of the value which may be sufficient to cause the
pole to stray over the stability boundary (i.e. move outside
the unit circle).

The safest method, and the one to be used to realize

the filter for this application, is to define all of the
coefficients as positive quantities and to deal with the
signs during the final summation process.

As an example of the calculation of the errors involved

due to coefficient quantization, consider the second-order

system specified by:=-

H(z) = 1
1 - Az+ Bz?

The poles are located at z = r,e*if

*

where r = \/53

and 6 = cos~! A

2VB

To determine how the poles vary with changes in A and B,
the total differentials must be taken:-

Ar=_3_rAA+_8_1_:AB
A oB
= 1 AB
2r
A0=_a_gAA+§gAB

oA OB
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= - AA + AB
2r sineé 2r:tand

Tnus, the. changes introduced by the inaccuracies due to

quantization of the coefficient values may be calculated.

A graphical interpretation of the guantization effects

can be given from a consideration of the z-plans

2. As an
example, consider the second-order filter shown in Figure

6.13.a for which:-

A = 2r.cosé

B = r?

Rounding

Truncction

O -Reclizable pole positions

8=Q/2



Variations in the value of A will map as a series of vertical

lines and variations in B will map as a set of concentric
circles, in the z-plane. As can be seen, in Figure 6.13.c,

a gilven continuous region maps into a finite number of
representable points. The shaded area represents a 'quantiz-
ation region' and any pole to be placed in this region can
only be specified to one of the points shown.

As for other parameters, the coefficients may be expressed
to their nearest rounded or truncated quantization level. Note
that for rounding, the quantization region is sub-divided
into four smaller regions. The actual positioning of the pole
will depend upon which of the four sub-regions the unquantized
pole would fall. If a truncated representation of the pole
coefficients is used, then the whole of the quantization region
will map into ome realizable position (Fig. 6.13.c). Hence
the use of a rounded value facilitates a more accurate
placement of the pole in relatiom to its true position but
for poles close to the unit circle there is a possibilty
that they may be moved outside the stability boundary.
Truncation, although inherently less accurate, does not
involve any such instability problems.

The area enveloped by the quantization region is governed
by the number of quantization levels available to represent
the coefficients; the coarser the quantization the larger
the area,

For small values of 6, problems will be encountered as
the mapping for the r terms will be tending to vertical lines.
As can be seen in Figure 6.14.5, if the quantization process
produces an increase in the value of A and a decrease in the
value of B then it will not be possible to define the pole.
Note, this problem will not arise if the values of A and B
are truncated; truncation will always tend to reduce both
values. For very small values of 6 (Fig. 6.14.b), the realized

value of ¢ may be reduced to zero.
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{a) (b)

o Desired pole position

O Realizable pole positions

Figure 6.14 Problems encountered with small values of 6.

RS

For cases, such as these, it will be necessary to adopt

some alternative means of filter implementation. One such
alternative is the coupled form proposed by Rader and Gold
[51] (Fig. 6.15.a). In this, the coefficients are defined by
rcosé and rsing terms and consequently the quantization
region is defined by a rectangular grid (Figs. 6.15.c). Care
is again needed when rounded values are used to specify poles
which are close to the unit circle.

There are, in theory, many different realizations
available for the implementation of a given second-order
filter, but the two given are the most common. Different
structures will, of course, give rise to different grids in
the z-plane and hence different quantization regions. In
general, a structure should be chosen for which the grid is

dense in the region of the z-plane where the poles are to
be located.
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6.4 Recursion Noise

An assessment of the total effect of the various noise

sources on the final output signal of a recursive filter is
complicated. The noise processes can be modelled by the
addition of mnoise sources at appropriate points throughout

the filter, each representing the contribution of a particular
calculation. As these noise sources are added at points inside
the filter, they may not all pass through the same portions-
of the filter with the result that their contributiomns to

the output signal noise may be quite different.

Z—l
x{n) y(n)
Z-l
eb
eda J'
x{n) ;}\@ a 4 y(n) _
ec | 1
Z-l
PR IS
~ v
(b)

Figure 6.16 Internal noise scurces in digital filters.

As an example, consider the effects of two different
implementations foxr a second-order filter, as shown in

Figures 6.16.a and b, For the implementation shown in

Figure 6.16.a, the noise inputs for each stage are all

128



operated on by theic)coefficient, whereas for Figure 6.16.Db
the noise due to theic)coefficient is operated on by the
entire filter but those due to(a)and (b merely add to the
output and are not operated on by any part of the filter.
As a result of this dependence of the overall noise
output upon the filter configuration, any assessment must

be deferred to a later chapter when the actual filter
design has been decided upon. )
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boen selocboed 2o coe velicls on which zo implement the spike

detection scheme describee in Chapter 5. In addition to the

basic hardwere unit, an cighti-bit analogue-to-digital conv-
erter is recuired for input and an eight-bit, bipolar
digital-to-analogue converter for the output (see Vol. II-6).
Four abnormal and three normal records were analysed,
cach of approximatecly three minutes duration. The features
of each recoxd and, where possible, the origin are summarized
in Table 7.1. The records are stored in the form of four-
track, 6.4mm (%in.) FM tape recordings which were replayed
at normal speed to simulate real-time operation. The
recorded sigrals ere in the range 0 - 2.0V and have been
band-limited to 70Hz.. |
The fundamental criterion set out for the spike

detection process was that it must be kept as simple as
possible in order to meximize the bandwidth of the system.
Further, it had to be capable of detecting all abnormal
spikes in the records to be analysed, as indicated by a

trained observer, with a minimal false alarm rate.

7.1 Differentiation

As discussed in Chapter 5, it is considered that a
straightforward analysis of thec original input data would
suffer from the disadvantage that, in order.to reduce the
false alarm rate, the detection threshold (number of points
on slope) would have to be raised, with the consequent
problem that small amplitude spikes may be missed. A further
problem is that, owing to the heavy dependence of the
results’of this straightforward approach upon the spike
amplitude, the algorithm would almost certainly require
modification when used with different EEG records.

One method of reducing this amplitude sensitivity is

to apply a preferential amplification to the high-frequency
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(sharp) edges occurring in the record. An obvious method of
realizing this operation is to differentiate the input

signal. Since the differential represents the rate of change

of input with respect to time, the sharp edges will be

amplified whereas the slower activity will not.

The problems encountered when an attempt is made to
realize the differentiation operation in a discrete system
were discussed in Chapter 6, where two possible algorithms ~
were established. One represents a simple first-order

difference and is described by:-

dx _ 1 (xn = Xp_y)
dT T

or dx _ 1 (1 -2
dT T

and the other, a second-order approximation described by:-

Ei_}i ~ l (-l._Xn + 2xn-1 - _:)’_Xl:l-Z)
aT T 2 2

or dx 1 (-1 + 22-1 - 3z7Y)
dT T 2 2

Both algorithms were impleﬁented on the CP1600, the basic
system being as shown in Figure 7.1. An external oscillator,
set to 500Hz., was used as a real-time clock to set the
sampling frequency.

For the purposes of testing, a signal generator was
used te provide the input signal. The results for square
and triangular-wave irputs are as shown in Figures 7.2 and
7.3. The outputs were captured and plotted via a Biomation
8100 transient recorder and an X-Y plotter. |

As can be seen from the results, there is little
difference between the outputs produced by either algorithm.
Indeed,’it cculd be argued that the first approximation is
better in that it responds more quickly te sudden changes
at the inoput, since only ona past value is used in the
calculation. The square-wave test demonstrates this point,
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where the extra terms are shown to introduce an overshoot
into the output sigmal. The possibility that the first
approximation may yield a better result was noted in Chapter

6, when the frequency domain behaviour of the differentiation

process was considered.

The square-wave is not, of course, a valid test since
the high-frequencies present in the edges disobey the
sampling theorem; it serves more as an illustration. The

triangular-wave is more representative of the features to
be classified.

As there appears to be liftle'difference in the output
for either algorithm when tested with the triangular-wave,
it was decided that the simpler method should be adopted,
since it offers a superior real-time capability. It should
be noted, however, that the first-order approximation
represents only a differencing operation and is not a true
differentiation. The frequency response of the first-owder
approximation is given in Chapter 6 (Fig. 6.10).

The output for a section of one EEG record, when
operaﬁed on by the first-oider differencing process, is
shown in Figure 7.4. As predicted in Chapter 5, all of the

-

2.0V.
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Figure 7.4 Bffect of first-order differencing operation

ont a secticn of an EEG reccrd,
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high-frequencies have been amplified which results in a
very 'moisy' output. The actual output was somewhat worse
than that shown in Figure 7.4; the mechanical compliance of
the plotter introduced a smoothing cfiect on the signal,
analogous to a single-pcle RC filter.

Clearly, the differentiated output must be filtered
before any attempt can be made to identify the spike

activity from the background noise, as proposed in Chapter
3.

7.2 Choice of Filter

The decision as to which type of filter to use is a
complicated one. All offer an approximation to the ideal
rectangular amplitude versus frequencv response, by trading

one characteristic against another. The main features of

concern are;-
1) the sampling frequency (ws)
ii) the cut-off frequency (wc)
iii) rate of attenuation beyond cut-off
iv) phase response
v) pass-band ripple
iv) stop-band ripple.
The filter for this application is to be of a low-pass
design with a sampling frequency of 50CHz..

The simple running mean type of low-pass filter was
rejected in Chapter 5 on grounds of its poor performance
It was decided that a proper digital filter configuration
should be used for any required filtering operations.

Three filter types were considered, Butterworth,
Chebychev and eiliptic, and their characteristics compared.
The frequency responses for each type of filter are given
in Figure 7.5. Of the three, the Butterworth filter offers
the best phase respense end the elliptic the worst, although

none of them has a linecar characteristic. As can be seen

-~ ~—-
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from Figure 7.5, the Butterworth filter gives the flattest
pass and stop-band response. The Chebychev filter, by allowing
ripple in the pass-band, achieves a sharper cut-off for the
same number of poles and zeros. The elliptic filter achieves
an even sharper cut-off than the Chebychev for the same

filter complexity but at the expense of ripple in both the
pass and stop-bands. The elliptic filter also exhibits a
shorter settling time than either the Butterworth or y
Chebychev filters, which may take several periods to settle

at the cut-off frequency [49].
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It was considered, for this application, that the
amplitude response of the filter was of more importance than
the rate of attenuation beyond the cut-off frequency. The
features to be extracted are in the range 12 - 70Hz. (the
input signal being band-limited to 70Hz.), whereas the noise
arises as a result of errors introduced into the values of
successive samples and so is of a much higher frequency.
Hence, the difference between the frequencies to be passed
and those to be stopped is fairly large and so a slow rate
of attenuation beyond cut-off is acceptable. Furthermore,

since the proposed detection system is to be based on a

~

level-detection scheme (see Chap. 5), a flat amplitude
response in the pass-band is of great importance.

As a result, it was decided that a second-order Butter-
worth filter would be implemented and its performance
assessed when used with the output from the differentiation
process. If this filter had proved unsatisfactory, then it
would have been necessary to consider either a higher-order
configuration or a different type of filter.

It was considered that a first-order filter would be
of little use since, in analogue terms, this would be
equivalent.to cascading a differentiator with an integrator.
All that could be reasonably expected from such an arrangement
is a distorted version of the input signal (due to phase
shifts). Nevertheless, a single-pole filter was implemented

and the system tested. The difference between the time

constants for the two operations were such that the
,performance, when tested with a triangular-wave input, was

much better than anticipated, the output being as shown in

Figure 7.6.

Despite the success of this simple filter with the low-
frequency triangular input, it was not considered to be

satisfactory for the present application owing to the
relatively poor performance of single-pole filters in dealing

with higher frequency signals, which will be present in the
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differentiated output. The effect of the single-pole filter
on a section of differentiated EEG signal is shown in Figure
7.7. The output from a second-order Butterworth filter (see

later), for the same input, is also included, from which the

greatly improved performance is evident.

7.3 Filter Design

Once the type and order of filter had been decided,
further decisions about the method of implementation had
to be made. Numerous realizations are possible for a given
filter. The first fundamental consideration is whether a
non-recursive or recursive form of filter should be used.
For the non-recursive filter, the output is the weighted
sum of present and previous input samples. For the recursive
filter, the output is the weighted sum of present and
previous input and output samples.

Several distinct properties are possessed by recursive
and non-recursive filters. The non-recursive filter has a
finite memory due to the practical limitations imposed on
the number of realizable delays. The phase response is
generally very good, although a large number of elements is
required to obtain a sharp cut-off. Recursive filters have
an infinite memory, because of the utilization of previous
output values, and generally require significantly fewer
elements to achieve a given cut-off characteristic. The
phase response of recursive filters, however, is generally
poorer than that of a non-recursive design.

Non-recursive filters are mot generally favoured for
digital implementation schemes because of the large number
of elements which can be involved for fairly simple filters.
Obviously, as the number of elements increases so does the
computational load, which will impose considerable real-time

constraints. A further advantage offered by the recursive

approach is that recursive filters are discrete counterparts
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of linear, lumped-parameter, time-continuous systems. This
can be an important conceptual consideration since the normal
mode of design is aimed at producing a digital equivalent of
an analogue filter, The inclusion of weighted values of
previous outputs in the calculation of the present output
is equivalent to the provision of feedback in an analogue
filter.

For design purposes, the normal method employed is to
derive the required frequency domain transfer function,

H(s), and then to convert this to the time domain via the z-
transform (see Chap. 6) to give H(z).

The next problem is the choice of realization of the
filter. Four possible realizations for a second-order filter
are given in Figure 7.8. The direct form, given in Figure
7.8.a,- is probably the most straightforward, although it is

not favoured for complex filters with a sharp cut-off

requirement. The choice between the parallel and cascade
forms is.not well defined and is generally decided from a

consideration of the initial form of the continuous filter
transfer function. |

Since the filter to be implemented is a fairly basic

second-order system it was decided that the direct approach

should be used. This decision is in keeping with the
requirement that the complete detection sﬁstem must be kept
as simple and as short, in terms of execution speed, as
possible.

Instead of a direct mapping between the s and z-planes,
it is more normal practice to use a transform known as the
bilinear z-transform. This maps the imaginary axis of the
s-plane into a unit circle in the z-plane in such a way that
the entire left-hand side of the s-plane maps into the
interior of the unit circle (see Chap. 5). The entire right-

hand half of the s-plane is mapped outside the unit circle
(Fig. 7.9).
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Unsteble

Figure 7.9 Mapping between the s and z-planes.

The technique involves the transformation of the
continuous transfer function H(s) in the s-plane into a new
transfer function H(s,) in the s,-plane that is periodic in

w, with period ws= 2x/T. The transform used to give this
result is:-

s = 2 tanh s,T
T 2

which, upon substitution of z = &7, yields:-

REIFES
Tlz + 1

Several important advatages accrue from the use of the
bilinear transformation, the most important being that
aliasing errors, possible with the direct z-transform
method, are removed. Repeated poles of a discrete transfer
function resulting from aliasing effects are all mapped
into a single unique position within the unit circle
(assuming a stable filter).

The major disadvantege of this method is that it
produces a non-linear conversion of frequencies from the
continuous system (wa) to frequencies in the discrete
.system (wg). This is usually referred to as a 'warping' of
the frequency scale. The two are related by:-

Wy = __2__ tanﬁ)gl_‘
T 2
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This has the cffect of compressing the complete continuous
frequency characteristic into a limited digital filter

frequency range of 0 < wT<n, as shown in Figure 7.10.

Continuous
filter
representation

Waorped
{requency
discrete filter
reprasentation

Figure 7,10 Warping of the frequency scale.

All that now remains is to define the cut-off frequency,
wey Of the filter. As explained earlier, the features of
interest will be in the 12 - 70Hz. band of frequencies.

From an inspection of the abmormal spikes in the test
records, it would appear that the great majority will be
confined to the lower half of this range. As a result of
this observation and owing to the relatively slow rate of
attenuation beyond cut-off offered by a second-order Butter-

worth filter (see Fig. 7.5.a) it was decided that . should
be set at 50Hz..

This represents a ratio of wc/w, = 0.1, so:-

wg = 0.1lwg = 22X0.1
T
i.e. , wgT = 22%0.1
Sustituting:~

wa = 2 tan 22x0.1
T 2

wy = _]:_ tann = 00,1034
n

10
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For a Butterworth filter, the poles will be at:-
s = 0.1034 x (-0.707 £ 30.707)

and the zeros lie on the real axis (Fig. 7.11).

Imaginary

Figure 7.11
" Pole-zero locatioms

for the second-order

Real
Butterworth filter.

The continuous-filter transfer function, having unity
gain is:-
H(s) = . ab :
(s -~ a)(s - b

0.0107
st + 0.1462s + 0.0107

Sustituting s = 1 {z - l} gives:-
T

z + 1
H(z) = 0.0107
(;T[z - lr+.0.1462 z = 1]+ 0.0107
l7jlz + 1 7 |z + 1
= 00,0675 1+ 2z2-'4+ 2z-2

1 + 1.14bz-' = 0.4142-2

The realization of this filter is givem in Figure 7.12.

7.4 Practical Implementation

The filter given in Figure 7.12 was implemented on the
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Figure 7.12 Realization of second-order Butterworth

filter.

CP1600 in the form:-

y(n) = 0.0675 [x(n) + 2x(n - 1) + x(n - 2)]
+ 1.l44y(n - 1) - 0.414y(n - 2)
where the x(n) terms refer to input samples and the y(n)
terms, to the output samples,.

From the equation given in Figure 6.1l, it can be shown
that the peak gain through this filter will be 2.853. Hence,
two bits must be allowed to accommodate intermediate results
if overflow is to be avoided. This leaves thirteen-bits with
which to represent the input sample, if the most significant
bit is reserved as the sign-bit. To make full use of the
available register length, the eight-bit input was shifted
left five places (equivalent to a multiplication by thirty-

two). This permits the intermediate results to be expressed

to the full fifteen-bits accuracy but unfortunately also
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amplifies the inaccuracies present at the input. Since the

multiplication process is a linear one, however, the overall
signal-to-noise ratio is not degraded.

From an inspection of the digital filter equatiom, it
can be seen that five multiplications are required. To
alleviate the computational load imposed by the multiplication
process a slightly unorthodox approach was adopted.

An approximation to the required coefficient is made
by a series of shift and add operations on the appropriate
sample. For this operation the digital word was considered
as being divided into decimal fields, as shown in Figure 7.13,

with the decimal point in the position indicated. The input

was considered as a wholly fractional number.

MSB Ls8

s 1 | F w
}

D.P

Figure 7.13 Division of computer word for shift and add
operations.

As an example of the technique, comsider the 0.0675

coefficient which can be realized as shown in Table 7.2.

0.0675

0.0625 ~ 1/16 (4 shifts)
0.0050000

0.0039062 1/256 (8 shifts)
0.00109380 |

0.00097656 ' 1/1024 (10 shifts)
0.000117240 |

0.000061035 1/16384 (14 shifts)
0.000056205

Table 7.2 Calculation of the 0.0675 coefficient as a seriles

of shift and add operationms.
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The use of this method can reduce the time required by a
full software multiply by an order of magnitude. The shifted
values are all truncated before addition to the running
total. Further, the difference between the realized and
actual coefficients at the end of the calculation, is also
truncated; i.e. the value of the final shift and add is not
adjusted so that a smaller negative error rather than the
truncated positive error is generated, which would correspond
to rounding. The stability problems which can arise as a
result of rounding were discussed in Chapter 6.

The overall accuracy of the filter can be greatly
improved by a small modification to the configuration shown
in Figure 7.12:,It involves a shift of the 0.0675 scaling
factor so that the x values component is calculated using

unscaled input values and then the result scaled before

1144

X(rd

—a=Y(n)

N
L
1.0

Figure 7.14 Modified filter realization.
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proceeding with the y component. This means that the error
introduced by the scaling coefficient is included only once.

The modified filter is as shown in Figure 7.14.

No overflow problems were encountered with this modified
filter since the maximum value of the x values summation will
be 4 Xx(n) and since x(n) is always less than one, the
summation is always less than four. Two-bits have already
been allowed to accommodate the internal magnification of ~

the original configuration and these are sufficient to cope
with the peak X values sum.

The filter had to be capable of dealing with a bipolar
input since the output from the differencing process is in
this form. This was achieved by a conversion of the negative
input values to positive numbers before the shift and add
multiplication was performed and then followed by a sign
correction at the end.

The final y(n) value had to be rescaled before it was
output via the eight-bit D-A converter. This was performed
quite easily by a five-place shift to the right, which has

the added advantage that it removes any zero-order deadband
effects (see Chap. 6).

The filter was tested with sinusoidal, square and
triangular-wave inputs from a signal generator. The A-D
converter can only deal with positive input signals and so
to test the behaviour of the filter for both positive and
negative signals, the converter output had to be inverted
under program control. The square-wave response is shown in
Figure 7.15 and that of an over-range triangular-wave is
given in Figure 7.16. The triangular input demonstrates the
ability of the filter to deal with full-scale inputs without
overflow. The results shown were recorded via a Biomation
8100 transient recorder and an X-Y plotter,

As specified in Chapter 6, the filter is implemented

entirely in software, without the need for any additional
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external hardware (e.g. multiply) and involves only single-
length working. The result is a filter which fulfils its

design specifications and has an execution time of ~500us.

25V rvmﬁmww~1 L--~m~1 rmv--f1

IR AR
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Figure 7.15 Response of filter to 1OHz. square-wave
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To mecasure the execution speed of the filter, the
routine was modified so that it ran in a continuous loop
and a pulse was output via the D-A converter (i.e. the output
was set to full-scale for ome instruction period) for every
complete pass of the program. The distance between successive
output pulses was then measured on an oscilloscope.

The magnitude-frequency and phase-frequency character-
istics of the filter were measured using the method shown

in Figure 7.17. The results obtained are as shown in Figure
7.18.

;/crlcble Digital R.M.S

r:equency A.D.C. filter D.A.C. o

sinewave i e
routine

generator

| | ’SOOHZ

R.M.S.

R.T.C.
Meter

Figure 7.17 Method used for the measurement of the magnitude-

frequency and phase-frequency characteristics
of the filter,
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7.5 EEG Results

-

The differencing and filter routines were combined and
the system tested with an EEG signal frem the FM tape
recorder. Examples of the system perfcrmance are given in

Figure 7.19.
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As discussed in Chapter 5, the spike fcature can be
further emphasized by the application of a level detectlion
routine., .If the filtered output exceeds a predefined
threshold level, the system output is set to full-scale

otherwise it is set to zero. An example of this process is

given in Figure 7.20.
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Figure 7.20 Thresnold level detection applied to a section

of an EEG waveform.

The level detection process presents the EEG record in

a form which is comparatively easy to analyse for any

abnormal spike activity. The output from the level detector

will always be of the form shown in Figure 7.21 when an

abnormal spike is present at the input.

The width of the two excursions, a and ¢, are directly

proportional to the magnitude of the positive and negative



going slopes of the spike and the cross-over, b, gives an
indication of the sharpness of the 'spike. When applied to

the output from the level detector the effect is as shown

in Figure 7.22.

a {bl ¢

Figure 7.21 Features of a typical level detector output.

The actual magnitude of all three quantities, given in
Figure 7.21, is determined by the magﬁitude of the input,
the sampling rate (fixed at 500Hz.) and the choice of
threshold level. Obviously, the choice of threshold level
is of paramount importance, at this stage. In order to
determine the optimum level at which to set the threshold,
each of the abnormal records was processed eight times using
eight different levels, ranging from 0.3V - 1.0V inclusive,
in 0.1V increments. The results of all eight tests plus a
copy of the input wéveform were recorded in a parallel format
on a two-channel, 'flat-bed' plotter.

The mechanical limitations imposed by the plotter

necessitated the use of an intermediate storage system so

that the results could be output at a rate at which the
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to an EEG signal.
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plotter could respond. The cassette storage system (see Vol.
I1I-7) was used for this purpose, with alternate real-time
data samples being recorded at 250Hz. and the results then
transmitted to the plotter at 7Hz.. Precautions were taken
to ensure that any single-sample level detections were not
lost as a result of the fact that only every-other sample
was recorded.

The cassette store was loaded in two runs. During the
first run, the input waveform was recorded on eight-bits of
the cassette word and the 0.3V threshold on a ninth data
track. These two records were then plotted before the
second run. During the second run, the other seven threshold
level outputs were recorded on seven of the possible nine
tracks. These results were then plotted in pairs. The

configurations used for the recording and playback operations

were as shown in Figure 7.23.

R.T.C.

a) Record

[L] sconz

Differentiator
: ‘ Cassette
D.A.C.| Filter
Level Detector Store

F-M Tape Recorder

RT.C.

b) Playback

- plot. T 742

Cassette Cassette to | \
~laDC. Plotter |
Store Plotter Routine - \

Figure 7.23 Collection and display of threshold level tests,
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The plots of the original EEG waveforms were examined
by a trained electroencephalographer who identified the
abnormal spikes and the plots from the outputs of the level
detector were then compared with these features. The results
for the four abnormal records analysed in this manner are

shown in Figure 7.24 with a plot of their mean values given

in Figure 7.25.
Unfortunately, as discussed in Chapter 5, the interp-

retation of what constitutes abnormal spike activity in an

EEG record is a subjective matter and so the results of
Figures 7.24 and 25 do not necessarily represent an absolute
assessment of the system's performance. Nevertheless, it was
decided that the detection process should be capable of
detecting all of the abnormal features indicated by individual
electroencephalographers, even if these do differ slightly
from observer to observer.

If the average false alarm rate and missed feature
curves (Fig. 7.25) are superimposed on the same graph (Fig.
7.26) it can be seen that a.finite region exists for the .
threshold level setting which covers the no missed features
through to the no false alarms conditions. The intersection
of the two curves represents the optimum threshold level
setting for the two variables. From the graph (Fig. 7.26),

this value can be seen to be 0.56V, for the records tested.
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It has been decided that a zero missed feature rate
should be aimed for and this requires a threshold setting
in the 0.4V - 0.5V region. The false alarm rate for this
setting will be in the region of 600 - 1000 on average per
3min. record (i.e. 200 - 300 per min.), but this value can
be reduced considerably by the inclusion of the spike
detection algorithm in the analysis system. The graphs shown
in Figures 7.24 - 26 represent only the number of times that

the processed EEG signal has crossed the threshold level
during the 3min. test period.

The four abnormal records were re-analysed with the
complete spike detection algorithm using three different
threshold settings within the selected region; 0.4V, 0.45V
and 0.48V., The results were output via the transient recorder
and a visual display unit and the number of spike detections
counted for each record at the various level settings. The

results obtained are tabulated in Table 7.3.

Rec. No. | No. of No. of spikes detected
spikes 0.4 0.45 0.48

1 6 37 17 10

2 22 152 79 44

3 66 99 76 67

4 23 31 17 15

Table 7.3 Results for different threshold level settings.

From an inspection of Table 7.3, it would appear that
the 0.48V setting offers the best choice of threshold level
for all but record 4. A re-analysis of record 4, however,
revealed that of the original twenty-three features classified

as abnormal, eleven could be re-classified as sharp waves.
Similarly, for record 3, some of the features originally
classified as spikes were in fact sharp waves. Since the

spike detector has been designed to reject sharp waves (see
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Chap. 5), the totals for the records had to be amended when

this routine was included in the program. The new classifi-

cation is given in Table 7.4.

Record No. No. of spikes
1 6
2 22
3 61 v
4 ' 12

Table 7.4 Re-classified spike counts for the four abnormal

records.

It should be noted at this stage that the grossly
abnormal nature of the records made the original classifi-
cation extremely difficult. The analysis and susequent re-
classification of the records only serves to emphasize the
subjective nature of visual EEG pattern classification, the
very point cited as the main obstacle to the formulation
of an automatic detection system, in Chapter 5.

The threshold level was set to 0.48V and the four
abnormal and three normal records analysed with the complete
spike detection routine. The results were all plotted via
the flat-bed plotter using a similar method to that employed
for the threshold level tests (see Fig. 7.23), with the
input waveform recorded on eight-bits of the cassette word
and the spike detector output on the ninth bit. The results
for all seven runs are tabulated in Table 7.5.

The false alarm counts have been sub-divided into a
definite false alarm columm and a 'false alarm but possible
spike' column. This second column contains all of the
detections which could possibly be defined as spikes but do
not correspond to any of those already accounted for in
Table 7.4, Four othef detections occurring in the abnormal
records were re-classified as actual spikes after an

inspection of the results and these are indicated in the
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'"No. detected' column of Table 7.5.

Record No. of No. No. Possible False
No. spikes detected | missed . spikes alarms
1 6 6 + 3 0] 1 0
2 22 21 1 8 15
3 6l 60 1 5 2
4 12 10 + 1 2 2 2
- - - 57
6 0 - - - 21
7 0 - - - 0

Table 7.5 Results for the complete detection system.

As can be seen from Table 7.5, the success rate of the
algorithm is very high with all but four spikes out of an
original total of one-hundred and one being correctly
detected, i.e. a 96% (approx.) success rate. The situation
with regard to the false alarm rate, however, is a little
more serious. For the abnormal records, the results for
record 2 give the most causé for concern, with a possible
total of twenty-three false alarms. Problems were expected
with record 2, however, since it is very 'spiky' in
appearance and gave a great deal of trouble at the visual

classification stage.

7.5.1 Artifact Rejection

For the normal records, all but two of the seventy-eight
false alarms can be directly atributed to the presence of
muscle artifact in the signal. As a means of reducing this
particular cause of false alarms, the method discussed in
Chapter 5 was implemented. The rejection scheme is based
on a running count of the number of zero-crossings,

occurring at the filter output, over a given period of time

(number of samples). Since muscle artifact usually exhibits
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itself as a burst of high-frequency activity in the EEG, the

running count should increase during these periods and hence

provide the basis of a rejection system.

The count period was set at 1/4 sec. (i.e. 125 samples)
and a count threshold of twelve chosen as the level above
which the signal would be assumed to contain artifact. This
threshold setting corresponds to an input frequency of 48Hz..

The realization employed is based on a cyclic buffer .
system into which the sign-bits (bit 15) of the last 125
samples are stored together with a marker-bit, which is used
to indicate that a change in sign has occurred. A separate
count is kept of the number of sign-change bits contained
in the buffer at any given time. The complete operation is
shown in flow-diagram form in Figure 7.27. This implementation
of the rejection system is rather wasteful in terms of
storage but is very fast in execution and the real-time
performance was considered more important than the sacrifice
in memory space,

The artifact rejection routine was included as part of
the main program but when tested it was found that the
threshold count had to be raised to eighty before the system
would operate correctly. Counts of up to seventy were
obtained for the normal and abnormal records and this rose
to ninty (approx.) during periods of artifact behaviour.

These high counts were probably caused in part by the

effects of the differencing operation but mainly as a
result of noise pick-up at the A-D converter input. The
processor, when running, appears to induce a considerable
noise component (several tens of millivolts) in the signal
leads. Numerous attempts have been made to isolate and
remove the cause of this 'system moise' but none have met
with any great success. It would appear that the noise is
transmitted through the OV line but attempts at decoupling

to ground via ceramic capacitors have had little effect.
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The best result that could be obtained was to place a simple
R-C low-pass filter (wex~3klz.) on the input to the A-D
convertexr, decoupled to ground and not the system OV, This
at least reduced the noise coemponent present at the input
and did appear to improve the performance of the artifact

rejection algorithm when applied to both the normal and

abnormal records.

The normal records were re-analysed and a reduction in.
the number of false alarms was observed (see Table 7.6 and

Fig. 7.28). Unfortunately, spikes were also occasionally

rejected from the abnormal records, apparently on a random
basis. This occurred very infrequently and on the occasions
that it was observed, a different spike was always ipvolved.
This behaviour casts serious doubts on the éuitability of
the rejection system since one of the prime requirements

for any such scheme must be that it does not interfere in
any way with the results obtained for artifact-free records.
- It is probably still due to noise problems at the input, but
this has not been conclusively demonstrated. Obviously, a
great deal of further research is required on the whole

problem of artifact rejection.
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Record No. of false No. of false

No. alarms without alarms with

rejection system | rejection system

5 57 41
6 21 18
Totals 78 59

Table 7.6 Effect of artifact rejection routine on the false

alarm count for two normal records.

7.6 Concluding Remarks

The routines developed appear to perform to the
specifications laid down for the system in previous chapters,
although the artifact rejection scheme is not very satisfactory.

One final test was performed and that was to measure
the execution speed of the program. This was achieved in a
similar manner to that used to measure thé execution speed
of the filter routine (see sect. 7.4). The complete spike
detection program was fcurd. to take =640us for a complete
pass and this increased to =720us when the artifact rejection

routine was included.
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8.1 Discussion

The work recorded in this thesis represents only the
beginniﬁg of what promises to be a very fast moving and
fruitful field of research.

Microprocessors are, as never before, forcing engineers
and scientists to consider not only the application but also
the processing power of the central processing unit (CPU) in
their computér orientated systems. Over the next few years,
the microprocessor is likely to revolutionize the field of
computer-aided measurement. An approach such as the Roving
Slave Processor (RSP) could help to ease the impact of this
new technology and make the potential power offered by
microprocessors available to a great number of users, who
may not have the necessary computing or electronic background
in order to configure their own systems. In essence, the RSP
is a software definable instrument, which may‘be quickly and
easily reconfigured to perform a whole variety‘of operations
ranging from very simple control functions up to real-time
signal-processing.

The essential features of the RSP are given in Chapters
3 and 4 and an application in the very demanding area of
real-time signal-processing is described in Chapters 5 to
7. The performance of the system and the results obtained,
and their implications, are discussed in this chapter.
Considerable attention is also given to areas where further
work is required; many problems still remain, some of a
development and others of a research nature.

The early confidence shown in the choice of sixteen-bit
processors appears to have been well founded; both prototypes
have demonstrated their ability to perform complex real-time
signal-processing operations. In particular, the CP1600 has
proved that it is not only capable of performing all of the
computaéion necessary for the abnormal EEG spike detector

application, without the need for special add-on hardware

—
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units, but has also proved very easy with regard to the
interface of peripherals (see Vol. II) and in use.

The Gimini microcomputer system has been very effective
for the development of both the hardware and software requ-
ired for the EEG application., Indeed, in its present form
the Gimini could assume the role of master computer and
service the planned portable and miniature versions. This
is a major departure from the original philosophy behind -
the RSP (see Chap. 3) and is strictly speaking of little

relevance to the present research.

The original intention of the RSP approach was to
produce a vehicle by which the capabilities of an available
minicomputer system, complete with a full range of expensive
peripherals, could be enhanced and extended. This is still
the purpose behind the research, but a great deal of
interest has been shown in the RSPs as the main element
of the total computing system, with the master computer
operating almost exclusively in an RSP support role. This
is particularly true for the miniature version. In many
instances, potential users do not possess a minicomputer
system and so the possibility of utilizing a cheap micro-
computer could be of great relevance to them.

In spite of the relative success of the CP1600 micro-
processor, the sixteen-bit wordlength is only just sufficient
for the digital filter implementation (see Chap. 7), which
is not a particularly demanding configuration with a fairly
large wc/ws ratio (i.e. the poles are not forced close to
the unit circle (stability boundary in the z—domain) and so
greater errors can be tolerated in their placement before
the filter becomes unstable). The errors involved, however,
are fairly small, a complete analysis being given in
Appendix E. As can be seen, the errors are sufficiently
small not to warrant double-length working.

This is a very important result, since although the

filter employed was not rarticularly complicated as far as
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digital filters are concerned, digital filtering is none the
less a very demanding real-time signal-processing operation.
The ability of the processor to deal with this operation
within the confines of its single-length working capability
is very important; it demonstrates that sixteen-bit micro-
processors, in general, possess suffiéient computational
power to cope with a whole range of real-time problems.

To considered the actual EEG analysis system in more .
detail, the most important result must be the demonstration
of the ability of a microprocessor to deal, successfully,
with the problem of detection of abnormal sharp spikes in
the EEG signal in real-time. The techniques employed to
achieve this result, though, must also rank of great
importance.

The fundamental feature of the detection system is

that it is implemented as a time domain operation. The
arguments against the more commonly employed frequency domain
analyses are given in Chapter 5, where the non-stationarity
of the EEG signal is cited as a major consideration. In

some respects, the non-stationarity is fortuitous since, in
general, stationary processes have no Fourier transforms (52] .
As discussed, the non-stationarity problem can be overcome
by the application of a piecewise approximation to the
signal over which period the signal may be assumed to be
stationary, in the wide sense (see Chap. 5). The piecewise
approximation involves a partitioning of the signal into
equal length records in the time domain. The effects of a
contraction of the time scale on the fiequency domain is
expressed as an uncertainty principle, in which it is shown
that as the limits imposed on the definition of t are
tightened, so the definition in « becomes more vague (see
Chap. 6).

Owing to uncertainties about the period over which the

EEG signal may be considered as stationary, it was decided
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that very short records should be used; less than 1 sec. in
duration. To quote Gevins et al [7], 'Violatioms of the
assumption of stationarity have not been adequately studied.
Huber et al suggest that even for 1 sec. epochs, there are -
significant non-stationarities in EEG data as revealed by
bispectral analysis. Until these effects are understood,
caution must be exercised in the physiological interpretation
of the results of analysis.'

Such a short time scale effectively rules out the use
of any frequency domain analysis. Instead, a time domain
system was opted for in which a model of the sought feature
was used as a 'moving window' of variable width, but of

approximately 1/12 sec. (i.e. 40 samples) durationm.

The method has proved extremely effective when applied
to the test EEG signals. It was particularly attractive in
that it employed a very short time scale and was also very
easy to realize as a discrete operation. This results in a
very simple program and, hence, makes the method ideal for
a microcomputer implementation and also very effective as a
real-time process.

Another important feature of the spike detection system
is the inclusion of a second-order digital filter routine
instead of one of the more common techniques, the rumming
mean, to perform the low-pass filtering operation. The poor
performance of the running mean as a filter was discussed
in Chapter 5, where it was decided that, in spite of the

real-time implications, a more elaborate form of digital
filter should be used.

Also rejected as a possible method of analysis was the
matched filter technique., One reason for its rejection were
the problems involved in the formulation of a suitable
model with which to define the spike, and the fact that the
filter will tend to reinforce any assumptions made about

the signal in order to synthetise this model. The other
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major reason is the reguirement that for a simple implement-
ation, the signal should be uncerrelated between the features
of interest. This has been demoenstrated not to be the case
for the EEG signal by the use of n~utocorrelation techniques
(see Chap. 5, Fig. 5.2).

The autocorrelograms obtained help to explain the

problems encountered by Lloyd and Binnie [13] who found that
their matched filter performed best with grossly abnormal

EEG signals. From the autocorrelegrams it can be seen that

as the EEG behaviour becomes more abnormal so the correlation

decreases until, for the grossly abnormal records, the signal
is totally uncorrelated.
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8.2 Suggestions for Further Work

The next important phase in the development of the RSP

is likely to be the production of a miniature version. The
miniature RSP is now a practical proposition, which is much
earlier than was anticipated or predicted at the commencement
of this project. A great deal of research and development is
still required, however, before the first prototype may be
produced., Most of the problems to be overcome are of a
practical nature, with such factors as power supply require-
ments and heat dissipation being of major concern.

The memory system still requires some further consider-
ation, with the areas of volatility and reliability being
of great importance. The problems involved in the provision
of a form of bulk back-up store, which may be demanded in
certain applications, is also of major interest, with
magnetic bubble or CCD memories (see Appendix B) appearing
the optimum choice at present.

An interesting possibility, with regard to the mini-
aturization problem, is the technique of 'chip-bonding'
with which the RSP could be reduced to very small dimensions.
Basically, the method involves the use of the individual
silicon chips, which go to make up the various components
of the RSP (e.g. CPU chip, memory chips, etc.), which are
all affixed to a single substrate and then interconnected

with very fine gold wires, ultrasonically bonded to small

'pads' around the edge of the chips.

A great many practical problems exist for an approach
of this type, for example very expensive equipment is
required to secure and interconnect the chips; integrated
circuit manufacturers will only release their devices in
chip form in very large quantities (e.g. >1000) and then
they are usually placed in Nitrogen filled containers in
order to avoid any possible contamination. Also, great

problems would be experienced in such areas as heat
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dissipation of the final device, and the number of attempts

required to produce complete working systems from a collection
of very delicate chips.

These problems can, however, all be overcome and the
technique is quite widely used in industry, particularly for
the production of hybrid and military equipment.

Once the problems of miniaturization have been invest-
igated and solutions found, it should be possible to produce
RSPs very cheaply and this will emphasize the need for an
efficient means of program preparation and generation. This
will arise as a natural progression, since, as the availab-
ility of cheap and small RSPs increases, so the number of

people interested in their capabilities and use will also
increase.

A start has been made on a programming system, aimed

at fulfilling this need. The system has been called the
High-Level Definer, and is described in Chapter 4 and

- Volume II-4. It is the author's opinion that most of the
remaining research to be conducted on the RSP project, lies
in the programming and program preparation fields. The High-

Level Definer represents just one attempt at a solution to

what is possibly the most complex problem of the entire RSP
concept.

It would appear that the High-Level Definer is a
satisfactory solution as far as it goes, and that the _
underlying principles are sound. The ability of the system
to generate efficient programs from a source containing a
few simple statements has been demonstrated (Vol. II-4).
There are, however, certain problems and limitations imposed
on its effectiveness [24] and the whole topic demands a great
deal more fundamental research.

Without a proper programming system, the RSPs will

remain 'basic hardware shells' and be of little general use;

they will remain, like microprocessors, the province of
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persons well versed in computer technology and programming

techniques. They could still prove extremely useful, even

if confined to this small group, but to realize their full
potential the RSPs must be made available to non-expert
users. The overall concept behind the RSPs is that they are
to be software definable instruments and should, correspond-
ingly, demand no more of the operator than any other piece
of complex instrumentation.

Any attempt to suggest possible areas of application
for the RSP would be a rather meaningless exercise; anywhere
that the processing power of a microcomputer may be put to
effective use is a potential area of application. Many of
the uses may not exploit the full power of the RSP, |
obtainable when it is operated in the master-slave mode,

but they would be, nonetheless, a possible application.

A great deal more work is required on the EEG analysis

system described as an application for the RSP in this thesis.
One of the major requirements is the need to perform many
more tests on recorded EEG data, with some long term trials
(e.g. 24hr, recordings). It may be found necessary to
incorporate some small modifications into the basic program
developed for this investigation, and it may also be possible
to increase the execution speed; this represents an area for
continuing research. It is the author's opinion that any
modification should not, however, sacrifiée the standards

set for the performance of the basic algorithm, e.g. the
second-order filter should not be replaced by some inferior
configuration. Rather, it would be better to await the next
generation of microprocessors, with which an improved
performance may be attained, e.g. lower power consumption,
improved facilities (hardware multiply/divide), easier system
configuration, etc..

It is not being suggested that the method employed in

the present analysis is necessarily the best or only means

178



of tackling the spike detection problem with a microprocessor;
many other approaches may prove equally effective. The RSP
is an ideal vehicle on which to develop and test different
routines since, like any computer based system, its operation

is determined by a program, which can be altered quite easily.

The RSP also offers the possibility of adaptive or
'learning' type programming, by virtue of the fact that the
program store is contained in the read-write memory and so
may be modified at run time (dynamic programming). It is more
normal practice to store the program in some form of programm-
able read only memory (PROM) for microprocessor applicatioms.
Great care is needed in the use of a technique such as
dynamic programming as the problems of debug and software
reliability (see Chap. 4) can be daunting. The method does,

however, offer interesting possibilities.

The major problem faced by any detection scheme is
likely to be that of artifact rejection. This problem
represents a research topic in itself, and will be of
particular importance for the miniature version which is
intended for connection to patients who will be free to move
around. A relatively crude method has been proposed and
tested, with some degree of success (see Chap. 7), but it is
considered that a much better solution is demanded. A very
important factor in the synthesis of a better rejection
scheme is the capability offered by the system to operate
on up to three electrode sites, in its present form (a single
input can be processed in ~640us and 2ms are available

between samples at 500Hz sampling frequency). Since an

abnormal discharge appears over a finite area of the scalp

[38] its effects will be observable at a number of adjacent
electrodes. This need not be the case for artifact, and so

could prove very influential in the formulation of an

artifact rejection scheme.

The use of the signal from several electrode sites may
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also make it possible to lower the detection threshold level
used for the present analysis (see Chap. 7) and thereby
reduce the possibility of missed features. This is not
practical at present since a lowering of the threshold level
would automatically lead to an increased false alarm rate.
If several signals were available on which to perform the
detection decision, this situation may be improved consider-

ably.

~

More electrodes may be taken into account if the sampling
frequency is reduced, but care will be required should this
method be adopted, as it will necessarily increase the wy/wsg
ratio, which, if increased too far, could introduce significant
errors into the system, The first effects will be experienced
in the differentiation (differencing) operation, the errors
for which can be seen from an inspection of Figure 6.10.
Further, the spike detection routine is likely to be adversely
affected since it will have fewer samples on which to base a
decision. This disadvantage will be partially offset, though,
by the increased emphasis given to the spike feature by the
differencing operation.

The consideration of the artifact problem also raises
another question, which requires a great deal of research,
and that is the type of electrodes to be used, the method of
attachment and their placement. The electrodes must be
attached, but with the proviso that there must be no damage
caused to the scalp, or discomfort to the patient. This is
very important if the electrodes are to remain in position
over long periods (e.g. 24hr. observations). The problem of
electrode placement is also very complicated and it may prove
beneficial to locate the epileptic focus (should one exist)

by conventional means and arrange the electrodes accordingly,

whenever possible.

Before the EEG study is left, two practical problems

must be mentioned. The first is the need for a low-noise,
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hisch-gain amplificr and a band-limiting filter (701z) to
allow the zystem to be attnched Lo a patient, rvather than
using the pre-amplificd and {iltered ouiput from the I'M tape
recorder. The sazcond, and most importent consideration of
all, is that of system irtegrity, and the nced to isolate
the patient from any injurous volteges which may be present
in the system. The highest vecltage employed in the RSP is
likely to be 12V, with a maximum differential of *12V (i.e. "
24V), which, although not lethal, can be very unpleasant if
applied to the scalp.

Finally, the problem of processor noise must be given
careful consideration. Special attention must be paid to
this problem during the construction of the portable and
miniature RSPs in order that this particular source of error

may be reduced to a minimum.

-
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The ability of microprocessors, in particular the
sixteen-bit devices, to deal with the very demanding problems
encountered in real-time signal-processing, has been demon-
strated. Further, the advantages offered by the Roving Slave

Processor (RSP) approach to computer-aided measurements in

general have been established.

The problems\associated with the RSP technique have
been identified and solutions obtained to most during the
course of this research. The major remaining problem is the
method to be employed in order that efficient programs may
be generated easily from a high-level type of language. One
method has been implemented but this offers only a partial
solution.

The possibility of producing a miniature version of the
RSP now exists and this should make the device suitable for
many interesting applications and provide the basis for a
great deal of future research,

Of equal importance to the work on the RSP are the
results obtained for the real-time EEG analysis system. Many
of the major problems associated with the EEG signal (e.g.
its non-stationary nature) and methods commonly employed
for their analysis (e.g. the running mean) have been identi-
fied. In particular, the problems encountered with frequency
domain analyses were examined and it was concluded that a
time domain approach would be better suited to this partic-
ular application. ‘

The suitability of the time domain approach has been
demonstrated by the algorithm employed which isolated,
successfully, abnormal spikes occurring in the EEG records
used as test samples, in real-time. Most of the problems
associated with an automatic analysis of the EEG signal
have been overcome but some further research and development

work is still required in order to refine the system. The

initial results are very encouraging, with a very high
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detection rate (96%) established for the test records.

The most immediate problem remaining, is that of artifact
rejection. A simple method has been implemented and has met
with a reasonable degree of success but a much more elaborate
system will be required before any attempt can be made to
connect the RSP to a patient.

A further important aspect of the RSP's capabilities
is demonstrated by the EEG case study and that is the 'pre- -
hardening of designs' facility. It would be a comparatively
simple task to implement the spike detection scheme, devel-
oped and proven on the RSP, in the form of a very small,
low-power, dedicated hardware device, should this be desired.

To conclude, it has been shown that the RSP, with the
provision of a suitable program, is a viable proposition,
capable of performing very complex computational tasks. In
its present form, it could provide a very powerful link
between the rapidly advancing fields of high technology and
practical applications. Care will be needed in their use,
however, if the basic problems which can arise with computer-
aided measurement techniques are to be avoided. The research
work carried out on the EEG serves as a good illustration as
to the level of understanding and appreciation of the
processes involved, expected of the user.

If 'standard software blocks' are to be employed for
the generation of programs to run on the RSP, as proposed
by the High-Level Definer system, there is a great danger
that many of the fundamental signal-processing constraints
will be overlooked (e.g. limit-cycle behaviour in digital

filters), which may have very serious effects on any results

thus obtained.
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Appendix A
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i) The Roving Slave Processor

ii) Relieving the Real-Time
Processing Load

1ii) Super-tool: the microprocessor
is revolutionising industry

iv) More bits, more power, more
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v) Digital Filter Implementation
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Computer-aided measurement by means of a portable, dedicated
processor is a new concept in instrumentation. join Brignell, Dick

Comiey and Dick Young outline the development of the roving

slave processor.

The results of two years work on this development in the
field of computer-gided measurement are described. The
evolution of the concept, experience of building a proto-
type with the F100-M processor and present work on the
hardware and software of fully developed systems based on
the F100-L microprocessor are covered,

The cheapness and portability of increasingly powerful
microprocessors are shown to lead, via hierarchical com-
puting, to a form of activity in which the online processes
are carried out by a subordinate processor totally dependent
on a main computer but capable of disconnected operation.
The design requirements are discussed with particular
reference to existing signal processing bottlenecks, and a
powerful multiprocessor format is proposed.

The implications of the software definition of instruments
are investigated. it is claimed that the combination of soft-
ware and hardware developments leads to signal processing
methods of great potential power. Reference is made to
applications such as continuous patient monitoring.

The emergence of computer-aided measurement (CAM) as a
recognizable branch of applied science has its origin in both

economic and technical necessity. The economic fact is that |

mast faboratory instruments are very little used, whereas the
computer, by contining specialization to software, offers
generalized hardware which can be intensively used. The
technical fact is that many of today’s urgent problems of
mcasurement cannot be sofved without the processing
power of the computer.

The idea of the roving slave processor (RSP) is an ex-
tension of the technigue of CAM which also has both
economic and technical origins. It comprises two concepts,
one of hardware and one of software, Cheap microprocessor
technoiogy is just beginning to reach a level of processing
power at which it can support some of the real-time signal
processing tasks of CAM. Meanwhile, rapid advances in
digital signal theory have provided the means of creating
software packages which offer the instrument user un-
precedented signa! processing capabilities.

A typical CAM exercise is divided into three phases:

® Preparation
e Online
® Post mortem.

The computing activities in these phases differ greatly,
and it is this difference which leads to the RSP idea.

Preparation consists of analyzing the measurement
problem, finding a theoretical solution, preparing programs
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to make the solution practicable, assembly, testing and
simulation.

Online comprises the measurement phase in which the
computer is engaged in data acquisition, condensation,
digita! filtering, transformation and provision of monitoring
information, mostly in real-time.

Post mortem is an optional phase in which data are
analyzed and various other offline computations are carried
out according to their nature,

The second of these phases is very different in character
from the other two. It nceds none of the expensive periph-
erals or software systems they require, but in contrast it
does demand a high-level of processor use. Preparation and
post mortem can be carried out quite effectively on a time-
shared basis, but the time element is so important in the on-
line phase that it is essential to occupy the whole processor.

An obvious step in view of these considerations is to
hive-off the online activity to a special processor which is
subordinate to the main computer, that is to construct a
hierarchical system. Within the master-siave relationship, the
slave processor acquires its program through a suitable inter-
face from the master computer, which has carried out the
whole process of preparation, compilation and assembly.

Microprocessor technoiogy, however, offers not only,
cheapness and increasing power, but also portability. The
roving slave processor ariscs from the severing of the
umbilical cord, the communication cable, between master
and slave computers as soon as the RSP has received its
program. It is a small dependent processor with no general
purpose peripherals. Its hardware sheli houses an extremely
versatile instrument whese behaviour is defined by the soft-
ware. The peripherals it has are uscd for signal processing
such as clocks, digital to analogue (D/A) and analogue to
digital (A/D) converters, and transient recorder2,

The software implications of this development are
intercsting. It is possible to design and construct instru-
ments by linking together standard softwarc packages
which represent the basic modules of instrumentation such
as digitai filtering, Fourier transform, signal averaging,
waveform recognition and feature extraction. The potential
power of the method depends on the organization of the
software system.

THE RSP CONCEPT

Most of the elements of the RSP approach Fave existed in
one form or another in computer applications. In 1976
microcomputers of sufficient processing power enabled
these elements to be combined into an effective and versatile
instrumentation scheme. The roles played by these elements
can be illustrated by considering how a typical CAM
exercise is carried out,
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A0 essential preliminary is a thoroug™ analysis of the
measurement probiem, This comprices the physical or
informatory entity 1o be quantificd o & the number of
impedimenits preventing accurate guintification. Initially
some quantitative information is ava' zbie so that the bounds,
for examgte of amplitude and bandwidth, can be established.
The earliest role of the master computer is in evaluating
mathematical resuits or for modelling. This implies that high
level language must be avaiiable.

When the analysis has been completed, it is necessary to
seek a solution. This usually needs a method of: signal
acquisition, signal processing, and delivery of information.
The degree to which the solution will be imperfect is
dstermined by the physical interpretation made. In many
cases the microcomputer witl not give the required per-
formance and must use special hardware. When the micro-
computer version has been designed it may be implemented,
the difference being that here the computing methods are
used instead of the traditional computing for instrumen-
tation-support. Up to this point any computing service and
language would suffice, but now programs such as cross-
compilers, cross-assembiers and link editors are essential.

In the microprocessor implementation, the engineer is
usually pre-occupied by trade-off between hardware and
software sub-solutions. The RSP approach rejects the possi-
bility of variations in the hardware. As a consequence it is
accepted that applications will occur in which the RSP
approach is not practical because of limits of the currently
available processing power. '

Ideally the impiementation process consists of the
collocation of standard packages representing the funda-
mental blocks of instrument behaviour. The result is a
program residing in the store of the master computer but
designed to run on the slave computer. A final, optional,
stage before program transfer is the simulation of the
instrument in the master computer. A good simulator with
accurate timing provisions can be a very powerful piece of
support software,

The roving slave processor is now plugged into a special
interface of the master computer to be charged with its
program by a store-to-store direct memory access (DMA)
transfer. This interface is made as ¢i¥icient and as fast as
possible, not because the charging process needs to be
carried out quickly, but because it is often useful to carry
out a check on the performance of the instrument while it
is working in the hierarchical mode with the master com-
puter acting as a monitoring panel.

The basic RSP comprises a central processor, a random
access memory (RAM) store and signal input/output (1/O)
channels. It has no general purpose peripherals and no
computer monitoring panel. Once charged with a particular

. program it assumes the role of the corresponding instrument
and maintains it until recharged. Ootionally it may return
to the master computer to deliver acquired information, but
but more usually it will remain cornected to the test object
acquiring, returning signals and displaying information, The
master-slave relationship is illustrated in Figure 1.

DESIGN CONSIDERATIONS

A long term aim of this research is to develop a portable
device, which could, for example, be carried on the person
of a patient undergoing continuous monitoring. Hence, size,
weight and power consumption are important factors in the
choice of technology. At the commencement of the work in
1974 a decision was made to by-pass the then dominant
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8-bit form of microprocessor and to aim for a minimum of
16-bits.

There are three aspects of word length which restrict
signai processing power: the instruction set, data precision
and coefficient precision.

The range and nature of the instructions available greatly
influence the efficiency with which real-time processes can
be carried out. A variety of addressing modes contributes
to the optimization of programs for speed. Bit-testing and
bit-setting instructions aliow the use of fast flag-based
routines in critical program areas. A range of shift orders
(arithmetic, logical, doubie length and cyclic) can also
contribute to time saving by speeding up such essential
operations as scaling and packing. Alternative forms of
jump (link storing, bit-testing, switch, relative, absolute and
incremental testing) add to the possibiiities of efficient
program design. Each of these types of instruction, in
addition to the ordinary arithmetic and logical ones, helps
to reduce both execution time and stored program length.
Eight bits is simply not sufficient to span the range of
alternatives,

It is not unusual for an instrumentational precision to
be aimed at one part in 103, that is 10 bits of information.
Furthermore, if precision is not to be lost through changes
of effective length in intermediate calculation, such as
multiplying by a coefficient, the capacity must be greater
than this, and in practice 16 bits is not generous.

A factor which is often underestimated is the precision
required for stored coefficients. A digital filter, for example,
is made up in the form of sums of delayed input and output
values multiptied by appropriate coefficients, The quality
of the filter is determined by the accuracy with which its
poles and zeros can be placed. Usually these will be close to
the stability boundary (the unit circle in the z domain or
the imaginary axis in the s domain1,2,3) and their placement
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is controlled by the coefficients. 16 bits is barely adequate:
cight is almost useless,

Taking these and other operational considerations into
account an ideal processor will have the following features:

16-bit data and fully utilized instruction word

Simple DMA facility '

Comprehensive vectored interrupt system with priority

Low power from single supply

Single clock input

internal working registers

Low implied external component count

Integrated system philosophy with multiprocessor
capability

internal multiply and divide.

We were fortunate to have early access to information
on the proposed F100-L device which exhibits many of
these features although it has no internai multiply/divide
and oniy one internal register. This was used in the

"deveiopment work to replace the F100-M in the first
processor that was built using the medium scale integration
(MSH) form.

The first 16-bit chip available to us was the CP1600
which has many good features but at present only has a
10-bit wide instruction set, although well geared to real-
time use, and a second prototype RSP was constructed
incorporating this in the form of the GIMINI micro-
computer, see Figure 2,

The TMS9900 is attractive for the partial multiply/
divide in hardware, but has compensating disadvantages. We
have not yet explored its practicai possibilitics. Also worth
considering is the IM6100, with only a 12-bit word, but,
being complementary metal oxide semiccnductor (CMOS),
is attractive for low power applications.

Bit slice processors offer great signal processing
capability, but were considered too expensive in power,
size and development effort,

At present, in terms of an overall system for this appli-
cation, the F100-L appears to be marginally superior, and
itis the basis of the ongoing development work, Work is
continuing on the CP1600 prototype, however, and future
cevelopments may enhance its capabilities.

Software must not be neglected in the design. The
assembly language should be powerful but bear a close
reiationship with the internal operation of the processor.
The CP1600 is particularly good in this respect. The F100-L
fias an extensive cross-assembler and link editor, and,
particularly important, a comprehensive simulator with
detailed timing facilities.

The RSP is a tool for engineers and it is a matter of some
regret that the trend away from algebraic towards literal
mnemonics has continued. 1t is easy to demonstrate that
engineers and other numerate professionals find the
algebraic variety more scrutable. We have developed an
algebraic cross-assembler and de-assembler for the F100-L.
which has proved a useful practical and descriptive tool.

PROTOTYPES DEVELOPED

This development work has been planned in three stages,

the second of which is underway. The first stage was the

construction of transportable prototypc RSPs. In these no
attemot has been made to miniaturize or conserve power:
in fact, they have deliberately becn made !arge and access
ible and take the form of 482.6 mm (19 inch) rack crates
on castors. The CP16G0 prototype has been used as a test
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Figure 2. The two prototypes: on the left, CP1600 version

carrying cassette and paper tape readers; on the right, F100
version in pure RSP form
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4k x 6 bit

Link to
main computer
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-

Figure 3. F100-M system with four multiplexed peripherals

bed for alternative methods of overcoming the volatility
problem. it has, for example, been equipped with a cassette
recorder onto which the current store contents can be
copied under battery back-up supply as soon 2s a power-fail
interrupt is received.

The F100-M prototype was begun 18 months before the
F100-L processor and its important interface chips were
available. In this computer the equivalent of the F100-L
chip is a five board MS| processer and /O is handled by a
two board controiler. The processor is functionaily identical
to the large scale integration (LS!) version, but the con-
troller is not as effective as the .SV interface <et, which has
led to some problems.

The MS! prototype is shown in Figure 3, In the RSP,
peripherals are not standard computer types (paper tape,
teletype, etc.) but rather signal types (A/D converter, D/A
converter, clock) together with cert2in develcoment
monitoring facilities, such 2s a }ight cmitting diode (LED)
to indicate when sampling is too fast for the current pro-
gram loop, see Figure 4. The master computer, a Ferranti
FM16008B, also takes on the status of a peripheral and is
connected to the 1/O controller via a special detachable
interface and a peripheral controi unit (PCU).
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The second stage is the development of a portable

rsicn, and the expericnce gained with the prototype is
beirg incorporated inis a system based on the i#100-L and
its interface set. This experience has emphasized the two
bottivaocks wmch greatly restrict processing capabilities.
Ore 1s input/output the other is multiply/divice. As far as
the socond of these is concerned the saving grace of the
F170-Lis that a special processor concept is buiit into its
svsiem philosoghy. A special external function instruction
enaoles control to be passed to a special processing unit
(SPU) connected to the F100-L bus and capzble of oper-
ating dircctly on the stere. The achicvement of signal pro-
cessing speeds in such activities as digital filtering depends
on a muitiply/divide processor chip becoming available.
Fizure 5 shows a prototype RSF based on the F100-L. It
wiii be noted that all devices are connected to the bus via
the versatiie interface set (15) of chins and that priority

in interrupt and DMA operztion is achieved by daisy chain
cennection of the control lines. The memory store ceveloped
so far for this version is based on n-type metal oxide semi-
conductor (NMOS) devices for which the refresh is main-
tained by battery back-up following a shut-down routine
which is initiated by a power-fail interrupt. Obviously static
CMOS devices promise a better solution, but at present they
sutfer from a packing density disadvantage.

The input/output bottleneck requires rather more
thought, and once again it is the system philosophy of the
F100-L which suggests an answer. This processor is
particularly suitable, through the versatility of its interface
set, for multiprocessor systems, and it is feasible to provide
a senarate processor to service the input/output devices. A
proposed multiprocessor scheme is shown in Figure 6. The
1/G processor services 2ll interrupts and DMA requests
from the PCUs according to a program held in its secondary
store. Only data for direct calculation are passed to the
main store by back-to-back interface scts connecting the
primary and secondary buses. The main and special processor
urits are concerned solelv with executing rapidly the calcu-
lat’on loops of the program and they can only be interrupted
by the 1/O processor. The net result is that signal processing
throughput can be considerably increased, thougn at the
expense of an increased buffering delay.

The third stage of the hardware dcvelopment which is
in the future, is the production of 2 miniature RSP, which
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could, for example be carried on the person of a patient
undergoing continuous monitoring. it wou!d need to be
cheap enough for a large number of RSPs to be serviced

by one master computer, so that they would be available as
tailor made instruments for a variety of applications.

DISCUSSION

~Ithough we have concentrated on the hardware aspects of
the RSP, it is the software design which will determine the
applicability of the concept. 1t should be possible to devise
a scheme where the instrument user can nominate standard
software packages and concatenate them appropriately by
typing in relatively simpie nigh-level instructions to the
master computer..For example to introduce a low pass
digital filter he would specify such factors as: the cut-off
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frequency, as a multiple of the sampling frequency; the
maximum errors in. the pass and stop bands; and the source
and destination of the data. The computer would send back
warnings about such things as the execution time of the
resulting program and generate it as a block suitable for
link-editing into the overall program to run on the RSP, This
is quite feasible, but it implies a great deal of software
development effort.

There are also dangers in such an approach. A simple
example is provided by the sampling theorem. If the
sampling rate is inconsistent with the bandwidth of the in-
coming signals, the RSP will carry on processing, unaware
that the data are corrupted by aliasing, so it is not a device
to be used by the ill-informed without expert support.
Similar remarks apply to understanding the limitations of
transducers,

One of the most promising areas of application is for
tailor-made instruments. In electroencephalograph (EEG)
measurements for example there is a waveform which is a
characteristic precursor to an epileptic fit. Unfortunately
this waveform varies from individual to individual, but RSP
techniques would permit the creation of a personalized
instrument to give warning in the case of one particular
patient,

Another important area is in the testing of ‘pre-hardened
instruments. The RSP can be taken out into the field to test
several successive forms of an instrument, which when
pronounced satisfactory is ready for multiple production
with the program hardened in ROM,

The third main area of application is for special instru-
ments which are required urgently but only for a short
time, a common occurrence in fundamental research.
Fourthly, the RSP can be used to give certain important
peripherals-a roving commission. An example is the online
transient recorder which can be used to solve several diffi-
cult problems which occur in the field, such as the capture
and recording of acoustic emission waveforms from micro-
cracks in high pressure gas vessels.

CONCLUSIONS

Computer-aided measurement has tended to take the form
of ad hoc solutions to specific problems, There is a need
for a more general approach which will provide insight and
foster a cumulative growth of technique. The work
described is the result of an attempt to apply such an
approach with the incorporation of economic and techno-
fogical considerations. The RSP concept appears to have a
wide range of potential application. Whether this is achieved
in practice will depend on the development of a software
background. What is particularly required is an emphasis
on software for signal processing, whereas most effort in
the recent past seems to have been concentrated on the
less difficult, though more complicated, organizational
aspects of software.
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Relieving the Real-Time Signal Processing Load

R.A. Comlez

Abstract: Real-time signal processing places large
demands on central processor time, a situation which
frequently leads to the inefficient use of computer
installations. This paper outlines a novel method of
overcoming this problem by hiving-off the real-time
activity to a small processing unit. The system is
hierarchical in nature but the unit may be detached
and operated autonomously while remaining totally
dependent upon the master computer for all of its
fundamental needs. Hence, the device may be taken to
the test object, rather than vice-versa, and dedicated
to a particular application for as long as required.
The hardware and software considerations of such

an approach are discussed.

Introduction

In medicine, as in other scientific fields, a great deal of time
and effort is expended in signal processing tasks. Much of this work
involves real-time computations and, as a result, can often lead to the
inefficient use of a computer installation. If full benefit is to be
obtained from the computer and its expensive peripherals their available
time must be used effectively.

In order to allow as many users access to the machine as possible
some form of time-sharing is usually adopted. This method is perfectly
adequate for most tasks but may be virtually useless for real-time work.
For some applications the time element is of such importance that the
processing task demands sole occupancy of the Central Processing Unit
(CPU) if a solution is to be obtained. Obviously, this will result in
very inefficient use of the computer and its facilities, as they may be
committed for a considerable period to an application which does not
require the use cof most of the peripherals.

This situation is further aggravated in the medical field by the
need for 'personslised instrumerts’. In mary situaticns the quantity to
be monitored may be similar but the sharactar = lcs may differ greatly
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precursor to an epileptic attack. This means that the entire computer
must be dedicated to an individual patient for as long as is necessary
to perform the reguired measurement.

One solution to these problems is the purchase of a mini-
computer which may spend at least some of its time completely dedicated
to one particular task, but these still tend to be fairly costly items,
as do the rapidly emerging micro-computers (indeed, a usable micro-
computer system will often cost as much as a mini-system).

In many situations this high CPU demand may exist for a short -
period only, or may arise in short bursts, throughout the course of the
measurement. Hence, another solution is the addition of a pre-processing
unit to relieve the main computer from some of the more mundane tasks

while maintaining the ability to grant the real-time problem exclusive

use of the CPU, when required, by means of a high-speed interrupt system.

Both of these approaches proffer a solution to the real-time
processing problem. A third possibility exists, however, which combines
both of the above ideas in one unit and furthermore extends their
effectiveness. A closer inspection of a typical real-time computer aided

measurement (CAM) problem points the way to this sclution as outlined
in the following paragraphs.

Stages in CAM

Typically, the solution of a CAM problem can be divided into
three stages:-

i) Preparation
ii) Measurement
iii) Post Mortem

The first stage, preparation, consists of defining and analysing
the problem and then preparing a means of solving this problems usually
this entails the preparation of a program but may also require the
construction of some small piece of hardware.

The next stage is the actual measurement phase for which the
computer must be connected to the test object, be it a piece of
machinery or a patient, and the programs prepared in stage (i) are used,
in real-time, to monitor various parameters and/or contrcl some action.

The final stage involves taking the results oblained in stage
(ii) and performing further processing upon them, to provide, for
example, some permanent record of the processed data, e.g. a distribution
plot. This is an optional stage and may be omitted if not required.

A careful consideration of these three stages shows stage (ii)

195



to be very different in nature from the other two in that it does not
require the use of any of the expensive peripherals or operating systems
required by the other two stages but it does denand a high level of CPU
time. |

Stages (i) and (iii) are not time critical and so may be carried
out quite adequately on a time-share basis, but stage (ii) is often so
time dependent that it may not.

The obvious next step from here is to 'hive-off’ this second
phase, in some way, to a small processor which may be dedicated to the .
real-time task for as long as required and then made to.report its
findings, or results, at the end of the experiment.

There is nothing really new in the solution so far as this is
the basis of many hierarchical systems currently in use. What is
proposed in this paper, however, is to take this solution one stage
further, i.e. make the hierarchical machine detachable from the master
computer and capable of autonomous operation whilst remaining totally
dependent upon the master for all of its fundamental needs.

The Roving Slave Processcr

The proposed device has as its basis a sixteen-bit microprocessor
and a small associated store. It has no general peripherals of its own,
not even a front-panel (save for a run/stop switch) and is totaelly
dependent upon the host machine for the provision of all such facilities
when they are required. '

In contrast, it will be equipped with special signal processing
type peripherals (e.g. an ADC/DAC channel) by the addition of boards
extra to the basic system, while even more specialised boards may be
added if required for some particular task.

This basic hardware unit is termed the Roving Slave Processor,
or RSP.

Using the RSP

A typical CAM operation will now proceed as follows:-

The problem is énalysed, as before, and programs prepared on the
master computer. These are then assembled into a machine language
suitable for the RSP via a cross-assembler. At this stage a simulator
is a very useful and powerful piece of software support to help 'debug’
the program, though it is possible to proceed without one.

The RSP is now eonnected to the host computer via some suitable

link. This could be some general input/output port (e.g. a modified

reader/punch or teletype channel) or a specially constructed channel.
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The latter solution is preferable as a high speed link can help if the
RSP is to be tested in a hierarchical mode. This is useful as a final
check can be made on the program whilst it is actually residing and
running in the RSP with the host machine controlling and monitoring the
activities, for example to single-step the RSP and display the results
on its own front-panel.

The assembled machine code is transfered via the link to the RSP’s
store by means of a DMA (direct memory access) transfer, and, once it
appears to be operating correctly, the RSP may be unplugged, disconnected
from the mains supply and transported to its required site for operation.
The use of a microprocessor based system simplifies this stage consider-
ably as the RSP can be made very small and lightweight. One major
problem, however, is the need for a non-volatile store in order to
maintain the stored program during transit. Core-store is an obvious
choice but it was rejected for this application as it was considered
too bulky and that it would add considerably to the power supply
requirements of the system. Therefore, a semi-conductor store has been
selected, and a battery is used to maintain the supply whilst mains
power is removed. Nc attempt is made to maintain the whole system via
this back-up supply: indeed, all non-essential circuits are deliberately
switched off during the standby pericd leaving only the store with a
power supply. The instrument in the present state of technology is not
intended to run from a battery supply but from the mains.

Upon reaching its destination the RSP may be reconnected to the
mains and an ordered start-up procedure performed.

The RSP, now ready for use, may be connected to the test object
(i.e. the patient) and the program executed. Once it has completed its
task it may be halted, unplugged from the mains and transported back to
the host computer. Here, it is reconnected to the link to dump its data
via another DMA operation leaving the host machine to proceed with the
post mortem stage, if this is required. The RSP is now ready to be
reloaded with another program to perform some other real-time task.

Hence, it has now become possible to take the main computer, via
the RSP, to the patient rather than vice-versa, which is usually the
case at present. It is in this manner that the RSP extends the benefits
obtainable from a straightforward hierarchical system, and provides a

simple means to construct personalised instruments.
Conclusion

As can be seen from the above discussion the RSP is a very basic
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'hardware shell’ which may, via a suitable program, take on the guise
of any desired instrument. It now becomes pcssible to describe an
instrument as a concatenation of various standard software packages

palled from a teletype (or similar) - e.g. for a low-pass digital filter
the operator would merely type:-

Type: L.P.

Class: CH (Chebychev)

Order: Z2nd

wc/ws: 0.1 (we = cut-off frequency) v

(ws = sampling frequency)

Once all of the required routines, plus any peculiar to the task
in hand, have been assembled and linked together they may be dumped to
the RSP ready for use. In this manner, with correctly organised software,
the device becomes very simple to use. Some signal processing knowledge
is expected of the user, however, if such basic problems as signal
aliasing, for example, are to be avoided.

A further advantage offered by the RSP approach is that, sinee
the hardware is relatively cheap and simple to produce, a great many
RSPs could be serviced by one central computer. In this way the
effective real-time capability of the main machine is greatly increased,
each user being able to dedicate a CPU to his or her problem for a

great length of time, if necessary.
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Fig. 1 illustrates the high degree of miniaturisation of the FI00L. L 1o R: FIO0L, small-scale :"::tegrated circnit, velve, single transisior.

Super-tool: the microprocessor

and describes ressarch at The
applicstion,

The latest revolution in elec-
tronics, which plays an in-
creasing role, both industrial
and social, in our society,
€an be summed up in one
word: microprocessor,

The microprocessor is the
newest tool availuble to the
computer engineer, whose
contribution has had such a
profound effect on life in the
second half of the 20:h
century, from the automa-
tion of factory and ofiice
work to man’s landing on
the moon. '

To trace the microproces-
sor’s origins it is necessary
to take a historical view of
the electronics industry in
general, paying particular
attention to the semiconduc-
tor industry.

The semiconductor indus-
try is relatively new, having
its roots in the carly Fifiics
with the introduction of the
first transistors, which rsade
the pocket-size radio pos-

sible, among many other
things. The transistor was
the starting point for a
great research drive that is as
intense today as it was two
decades ago.

The manufacture of a
transistor relies on the dif-
fusion of different regions on
to a very small piece (or
chip) of silicon or ger-
mamum. These two elements
are known as semiconductor
materials because of their
electrical characteristics and,
together, they form the basis
of the entire semiconductor
industry. The methods in-
volved in the diffusion pro-
cess were refined throughout
the Fifties with ihe result
that by the early Sixties
several transistors and a few
passive components (e.g. re-
sistors) could be diffused on
to a single piece of silicon.
The first intcgrated circuits
tiad arrived.

These devices have found

most use in the aGigia
eiectronics feid where “tan-
dard building blocks’ zre
required for linking together
in various coafigurations o
perform some logical opera-
tion. The standard building
blocks requirsd in such apaii-
cations are mauufacturad in
the form of integrated cir-
cuits.

Typically, these carly de-
vices contained about 30
componsnts in a single pack-
age-measuring approxiraate-
ly 20mm by 6 mm (3inax
}in). They are still in great
demand today, and their
cost is now equivalent to
that of a single trausistor,
the major expense now being
one of packaging and hand-
ling.

This level of technology is
knewn 2¢ small-scale inte-
gration and from il came
medium-scale integration in
which up to several hundred
components may be incor-
porated cn a single chip.

The processes were fwrther
refined and packing densi-
ties increased and by the end
of the Sixties the first large-
scale integrated circuits ap-

peared. Titese were generally

memory devices in which
numerous functionally iden-
tical units are required. The
first devices contained some
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The cruciai importance of the microprocessor to Biitain’s future
has been underlined by three recent Governnient moves: the
Department of Industry is to make £70m. aveilable to caccurage
the use of microprocessor technoingy, the National Fnterprise
Board is planuing en investinert of £50m. to buwild Sritish micro-
procassor groups into a cempetitive internatiomal indusiry, and the
Central Policy Review Staff (the ‘Think. Tank’) is to study the
social implications of this new super-tool. In this article R, A. COMLEY
Research Fellow in the Devurtment of Elecirical and Elcctronic
Engineering, explains the nature of the microprocessor revolution
City University into aspects of its

1,530 compenems and this
wias quickly iacreased 1o
densities of mam then 10,000
componenis. for the devices |
produced today (Fig. 1).

In 1972 imegrzted circuit

Store

{

Caatpl
Pracesslog
Unit

I

Input-
Output
Devices

Fig. 2: The basic components of
a compufcr system,
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i technology had advanced 1o

such a stage that a company
called Intel were able (o
introduce the first micro-
processor to the market.
This was a fairly basic
device, but in the space of

. only six years it has com-
. pletely
. electronics industry. Today's

revolutionise

1
ine

MICTOIOCSSSOrs, containing
some 7,000-10,000 comipa-

. nents, are vastly superior 1o

this first device, but a stari

- had been made and other

and  uscis
were quick to respond to

. this latest innovation.

What is a micreprocessor?
To answer this question and

: to understand how 2 micro-

processor works we musi
Iook at more conventionsl
processors, or compuiers us
they are more generally
known, All digital computers

! consist of three basic units,
. as shown in Fig. 2. The
. central processingunit(CPU)
: is the part most people think

of as being the computer.
This is where ail the pro-
cessing, or computation,
takes place, e.g. value calcu-
lation, decision making, logi-
cal operations etc. To control
these operations a set of

: commands, or instructions,
. are required and these are

held in the store. The set of
commands is known as the
program.

A scciion of the CPU is
set aside for fetching these
commands from the store in
a logical sequence, decoding
them (ie. deciding what a
pattern of voltage levels from
the store means) and then
sctting up the rest of the
central processor to perform
the requested operation.
\When one operation has
been completed the next
astruction is read from the
store and in this manner the
program is exccuted.

In addition to the store.

and CPU some mcans of
communication with the cut-
side world is required—it is
of little use having a com-
puter if you cannot ask it to
do something and, when it
has done it, find out the
resuits, The communication
channels are grouped to-
gether as input-output de-
vices. .

The input-output devices
(or peripberals) atiached to a
computer are many and
varied; indeed a whole sec-
tion of the compater indus-
try exists solely to manufac-

—

ture and sell such units. In
general a means of loading a
program into the computer
and a method of obtaining
the results are required. For
loading purposes a card
rcader is generally used, in
which small holes punched
in cards are ‘read’, and ihe
results are usually printed to
provide a permanent recerd.

A microprocessor is the
computer’s central process-
ing wnit, integrated on-a
cingle piece of silicon. It is
na1 = compicte computicr on
s own-—it still nceds a
program  store and sente

S
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Fig. 3: Arypical design pioblem.

means of input-output, as
does a conventional com-
puter.

Microprocessors operate
in exactly the same way as
conventional processors in
that they fetch a command
from their program store,
decode the instruction and
then perform some appro-
priate logical action,

To help understand how
these new devices may be
used, consider the example
shown in Fig. 3. A system
has three inputs, A, Band C
and is required to generate
two outputs, X and Y,
whose values are to be
determined by the state of
the three inputs. The inputs
and outputs can be consid-
ered as switches which may
be either on or off.

The electronics engineer
now has the choice of cither

building a circuit to decode
the inputs and generatc ap-
propriate outputs, or to
write a program for a micro-
processor which reads the
three input values, decodes
them and then generates an
appropriate output, In this
manaer a  microprocessor
can be used as a direct
replacement for more con-
ventional circuits, and indecd
this is an area where a
great number of micropro-
cessor applications exist.
Typical current applica-
tions include machine con-
trol such as automatic drill-
g Jigs, photocopiers, petrol
pumps and the like, and in
domestic appliances such as
automatic washing mach-

ines, sewing machines ctc. A
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"be done during the manu-

great number of micropro-
cessors are also being in-
corporated into enterizin-
ment equipment, such as TV
sames, fruit machines, chess
games and so on. Although
these amusement applica-
tions are less important than
the machine coatrel  o4- |
ampies, from a prictical
noint of view, they generaily
present more  demanding !
programming preblore, o
great dueal of compiicaied
processing and  calesleion
heing required.

Note that for these “Ceudl-
cated’ types of applicanan.
where the micioprocesscr s
required to peiform enly onz
task, the input-ouiput de-
vice requirements arc itk
mal. The program nesd ©
loaded only once, which may

a
b

facture of the store, and the
output may be taken directly
from the output of the 1w icro-
precessor, in digital forn.

Microprocessors ofier not
only economical soluticns 10
the types of problenis men-
tioned, but also provide
‘flexible’ systems. For ex-
ample, consider agzin the
problem given in Fig. 3; if
a change in the relationship
between input and corres-
ponding output states is
required it is a much simpier
task to amend the control
program for a microproces-
sor-based system than it
would be to redesign and
rebuild a more conventional
circuit. This can be a very
important consideration for
the drilling jig application,
for example, where to reset
the machine for a ditferent
job all that is required is a
new program. These could
both be included in the same
store and a single switch,
read by the microprocessor,
could determine which pro-
gram is to be executed.

A microprocessor, how-
cver, is capable of much
greater things then simple
circuit replacement: it is
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Fig. 4: Analogue and discrete

regresemation of a signal,

after all the central processor,

. of a computer. This is where
our interest in microproces-
sors lies. The aim of our
rescarch at The City Univer-
sity is 10 use them to help :
solve signal processing prob-
| izrns. This basically involves

1eeding a continuously vary-
ing signal frem some object
under test axd using a
wicrarrocesser 10 analise i,
The signals wo 2.e cailing
vath in the roos W00a are
Laown a8 ancogue signals,
ie. they are ¢ortinuous in
time. A continuous signal
miust he converied 1o a dis-
crete torm befcre @ micro- |
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Fig. 5: Detcction of the fifth
harmonic of u Sgiare wave
using cress-correlarion (from
Signal Processivg, Deauchamp

R.G.). %
signal into 2 series of dis- |
crete samples, each of which \
is then represented as a
digital pattern to the micro- |
processor (Fig. 4). This tech- |
nique is known as analogue- ;
to-digital conversion. \
Once the sicnal is in a
digitised form, the micro-'
processor can be program-
med to perform various
mathematical operations and
tests on the data: for ex-
ample, by the use of a
technique known as ‘cross-
correlation’ & signal which is
not apparent tc the human-
eye can be detected in what -
sprears to Le a very noisy
waveform (Fig. 5). This is
just one of the many math-
ematical techniques avail-'
able to the signal processing
engineer, but the use of &
computer is required t:‘rcr-
t('g;mb;he necessary analysis:
Many potential applica-:
tions for these techniques
exist at remote or relctively
inaccessible points. This cf-
fectively rules out the use of
conventional computing sys-
tems as they tend to be large!
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Fig. 6: When miniaturisatio

the foreground.

and bulky arrangements.
With the use of micropro-
cessors, however, the possi-
bility exists of making a
small lightweight computer
system which may, quite
casily, be transported to
some remote site to perform
measurements. This has been
the main theme of our
research in the Electrical and
Electronic Engineering De-
partment at The City Uni-
versity, Work began almost
three years ago on a project
to produce a light, portable
computer which we named
the Roving Slave Processor
or RSP (1).

“Two prototype systems
have been produced and are
currently undergoing tests.
Work is about to begin on
the production of a truly
portable version, to be hous-
ed in the small case shown
in the foreground of Fig. 6.
The RSP is a very basic com-
puter system consisting of
the three ‘basic functional
units shown -in Fig. 2.
Special input-output devices
are ignerally required for
specific applications, but no
general purpose peripherals
are included (e.g. card read-
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Slave Processor is

ers, printers etc.); instead
the RSP receives its program
from a large computer sys-
tem via a special link.

Once loaded with a pro-
gram the RSP may be dis-
connected {rom the main
computer and transported to
some remote site for con-
nection to the system under
test. When the required
measurements have been per-
formed, and any necessary
data collected, the RSP may
return to the main computer
and be reconnected to de-
liver its results, These results
may then receive further
processing, if desired, or
simply be displayed in some
appropriate form.,

In this manner, the RSP
has the use of alf the general-
purpose peripherals attached
to the main computer with-
out having any of its own.
Further, numerous RSPs
may be serviced by one
master computer, which
makes very economical use
of central resources.

The RSP idea is a very
powerful one in that it pro-
vides the engineer and scien-
tist with a general-purpose
instrument which may have

Tout
raion

I Fig. 7: Overall view of Roving Slave Pracessor in use.
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its mode of operation de-
fined by the provision of a
suitable program. With the
use of the special link to the
main computer it is not
necessary to change any of
the circuitry contained in the
RSP to re-program it, but,
as mentioned carlier, special-
purposc boards will gen-
erally be required for specific
applications. For examgpie, a
circuit to perform the ana-
logue-to-digital conver<ion
described in Fig. 4 will be
required for mwost signal
processing applications.

The author’s main area of
interest, apart {rom the Je-
velopment of the RSP idea,
is in the exploitation of tie
RSP in the medical research
field, in particular for the
analysis of the electrical
activity of the human Srain.
It is possible, with clectrodes
placed at suitable points on
the surface of the scalp. to
detect and monitor this acti-
vity—the principle employed
by the electroencephiciogram
(EEG machine) fer many
years, The purpose of this
research is to provide a
means of automaticaily de-
tecting the onset of an
epileptic fit.

Epileptic attacks are gen-
erally characterised by a
distinctive waveform in the
EEG record known as the
‘spike and wave’ complex,
which occurs before an at-
tack. It is given this name as
this is the physical appear-
ance the precursor has in the
EEG recording, comprising
a sharp spike followed by a
slow wave (approximately
0-3-1-0 Hz), Fig. 8(a). The
spike and wave pattern, in
itself, is not too difficult to
detect but the problem is
greatly complicated by the
sheer quantity of data to be
analysed, and the fact that
the required waveform is
hidden in what, to the un-
trained eye, appears to be a
random waveform, Fig. §(b).
i The problem is further ag-
; gravated by the fact that any
: movement, of the patient’s
 scalp causes & considerable
. distuption of the EEG rec-
ord, with numerous sharp
spikes being generated. The
extraneous signal, or ‘arte-
fact’ as it is known, presents
one of the major problems
to be overcome by any sys-
tem designed to monitor the
activity of the brain.

A major advantage offercd

by the use of an RSP type of

. possible.
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Fig.8: EEG trace caiaining an |
epileptic precurscr,

device for this application is |
that it may be taken to the
patient’s bedside, rather than !
requiring the patient to go |
to the computer, as happens '
at present, Ancther con- !
sideration is our hope that t
future developments 1n mnte-
grated circuit technology will }
make it possible to reduce i
the dimensions oi the RSP
still further, to cbout the size !
of a preseat-cay ccleulator. |
It will then be practicable to
attach the P.AP t~ the patient |
(for example. 1t may be !
carried in a nocket) thereby
enabling the continuous ‘
|
1
!
i
1
i

monitoring of various bio-
logical waveforms in as near
a normal emvironment as

Where nex:? The intro-
duction of ths microproces-
sor as a basic building block !
has brought about revolu-
tionary changes in the elec- °
tronics industry and other .
allied fields. The pece of the
semiconductor industry is
such, however, that already,
after only six vears, the days
of the microprocessor appear
to be numbered. .

The first microcomputers
were introduced last year
and these incorporate &/l of

, the essenticl elerents of 3
t com

ter system (Fig. 2)in &
single package oi‘ lgé me
size as current micropro-
cessors. Originally micro-
computers were fairly costly.
items, a&s were microproces-
sors when first introduced,
but their price has fallen
uvickly. This is makingthem
the obvious choice for many -
of the applications at presenty
using microprocessor-based .
systems. For some applica- "
tions all that may be required
is a single ‘microcomputer
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package!

The dream of a pocket-
size RSP may be closer to
fruition than we think,

Acknowledgemens
The author wishes to ack-
nowledge the contribution of

his co-researcher, Mr R .

Young, to the RSP project
and the help and advice
given by Dr J. E, Brignell.
The author also wishes to
acknowledge the support of

the Science Research Coun- -

cil by the provision of a
maintenance grant.

References

~ 1Brignell J.E., Comlcy R. A. -

and Young R.: The Roving
Slave Processor, Micro-
processors, /PC Science and
Technology Press, vol 1, no
2, December 1976. :

ZBeauchamp K. G.: Signal
" Processing, George Allen
and Unwin Ltd, London,
1973.

3 Brignell J. E. and Rhodes
G. M.: Laboratory Online
Computing, Intctrext, Lon-
don, 1975,

202



2 Dece er 1977
o
Z:‘_- '/‘ RO (/'3.7' ,"-m VR N
7 7 W Ny w aaf
S JE’\/U? A R

Precisi
L/t/

C. BUFFAM, R

o

. COMLEY and R YOUNG®

tis dangerous to exaggerate the analogy
between the history of the microprocessor
and the minicomputer. One aspect which
doeshoweverappeartobe repeatingitself
is the enormous pressure on the petential
user to accept the status quo or Industry
Standard as it is becoming known. While
the ubiquitous 8-bit micro is more than
adequate to deal with most applications, it
isnotthe panaceawhich some would have
us believe. Scme users, tlirough fear of
using a sledge hammer to crack a nut, are
finding thamseives lured into using a nut-
cracker to break a rock. In examining the
growing usefulness of 16-bit devices, the
authors doscribe the importance of asses-
sing the implications of word length at the
outset of a project, in order to arrive at a
rational choice of standard.

The word is the packet in which information
is passed around 2 system. and its length
has two important influences, correspond-
ing to the two possible interpretations of a
werd. Firstly, a word may represent data,
and in the eight-bit case the representation
isvery coarse sinceonly 256 cifferent vaiues
may be accommodated, while a 16-bit word
cantake on 65 536 different values. Second-
ly, the word may represent an instruction,
and the same arithmetic applies.
The potentialinstruction setin a 16-bit word
is 256 times bigger than that in an 8-bit
word. Of course in either case a multi-word
approach may be used, but this is another
way of saying that speed may be traded-off
2gainst precision.
A typical precision for instrumentation pur-
poses is 0.1% or one part in 103, This is ten
bits of information, and in practice it is
found that coping with overflow and under-
flow in intermediate calculations makes
even 16 bits a bare minimum. When eight-
bit processors are used for such applica-
tions itis conventional to use BCD arithme-
ticofvariable iength, but this methodis only
effective when plenty of time is available.
The sort of area in which a large instruction
set is appreciated is in high performance
real-time systems. Here such operations as
shifts, bit-tests, byte-swapping, auto-
increment, etc. can, if available in sufficient
variety, each replace long sequences of
instructions necessary in a simple proces-
sor. If they are coupled with a good
priority-assessing interrupt and DMA sys-
tem the gains are even greater.
Ancther consequence of having more
space available is that the 16-bit instruction
set is not only bigger, but it is better struc-
tured and more logical. Most 8-bit proces-
sors reveal strange omissions and inclu-
sions in their lists of instructions, certainly
more so than their bigger brothers. This
makes them more cifficult to program effi-
ciently, and particularly to debug. it is not
aiways appraciated that system debug is
one of the biggest ccst components in
“microsystem development.

‘The authors are with Jebal Microsystems Ltd
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Signal processing is one application area
where microprocessors will have an
enormouseffect ontechnology and life,anc
it is only with the introduction of the more
powerful 16-bit variety that they have begun
to make an impact. Techniques such as
digital filtering, correlaticn, transformation
aind equalisation can be applied to a wide
variety ofinformation (visual, aural, control,
etc.). Here the speed-precision trade-off is
re-interpreted as one of bandwidth and
noise. The eight-bit processors are out of

their league insuch anarea, and 16-bit ones
are only just in it.

The principal disadvantage of 16-bits is in
cost:notso much of the processor, which s
rarely a dominant cost component of a sys-
tem: nor, contrary to popular belief, of stor-
age, since the condensation of program
provided by the larger instruction set tends
to offset the extra byte per word. The mzjor
cost component is in the doubling of the
parallel busing around the system and the
logic to service it. This makes circuit board
layout more ditficult and expensive, though
the appearance of powerful LSl interface
packages has greatly mitigated the proo-
lem. On the other hand programming is
often cheaper and easier, since the more
rationa! 16-bit languages usually have bet-
ter self- and cross-software in the form of
assemblers, editors, simulators and high-
level languages.
Let us briefly lock at three 16-bit single-chip
processors of which a reasonable amount
of experience has been accumuiated.
General Instruments’ CP1600 uses the well
established NMOS technology in a conven-
tional 40-pin DiL package. Full execution
time of the €8 basic instructions range from
1.6 to 4.8s for the faster 'A’ .ersion,
The processor contains a high-speed ALU.
an instruction register, microcontrol unit
and TTL compatidble input/output buffers.
Eight general purpose registers make the
device easy to program as they give the
programmer a choice of data paths through
the CPU, thereby obviating the bottlenecks
which occur in simpler architectures,
The associated documentation and after
sales care are both excellent. The purchase
of a microcomputer system automatically
entitles the user to a full set of system soft-
ware which includes a self-assembler
(Super Assembler), numerous test and
debug routines and 2 comprehensive set of
useful subroutines, e.g. fixed and floating
point muitiply/divide, square root, etc.
Further, any additional software is made
available, free of charge, as it is released. A
complete set of cross-software is also avail-
abie including all of the above plus a
simulator for the CP1600.
Cisadvantages are a necessity for three
supply veltages and the need for a two-
phase clock. The major criticism, however,
is tne fact that only 10-pits of the possitle
sixteen are used by the instruction set,
ILis strongly rumoured that a new version,
he CP1616, will make use of the full 16-iits
for its instruction set. Perhaps the power




supply and clock problems will also be
resolved in this device.

CP1600 and its associated system have
beenavailable for several years now and are
not only readily availabie but there has been
sufficient time for any teething problems to
be ironed out.

Texas Instruments' TMS9200 is also NMOS
and requires three supolies. The enormous
64-pin DIL package allows separate 15-bit
address and 16-bit data buses to be avail-
able without the need for external iatches.
Memory is addressed in 8-bit bytes which
may also be organised as 16-bit words. The
missing bit on the data bus is used to indi-
cate which byte (upper or lower) is being
accessed. There are no internal registers,
but this is compensated by the presence of
powerful two address operations in the
instruction set. which includes separate
byte and word versions of the basic orders.
The 63 basic instructions include multiply
and divide, achieved in 17,8 and 418
respectively. Unfortunately, this is un-
signed;so the signed form, which is usually
required for signal processing. is consicer-
ably slowed down by extra soitware. Five
‘addressing modes are used in two-address
instructions between workspace and mem-
ory, including indirect, indexing and auto-
increment. The symbolic assembler is easy
to use, but there is a whole range of further
software including FORTRAN. COBCL and
a simulator.

9900 is basically part of a whole computer
family {the 990 range) including the power-
ful TTL minicomputer 880/10, so it carries
great advantages of support and common-
ality of software. Furthermore, its smaller
brother, the 9980, offers the same instruc-
tionsetina40-pin package with reducedi/c
facilities, i.e. an 3-bit data bus and fewer
interrupt levels; sothereis noneedtoputup
with the restrictions of an 8-bit instruction
set just because the data environment is
8-bit.

The family is supported bya generous range
of peripherais including error correcting
memory systems: a very important facility
which is as yet oniy dimiy appreciated by
aoplications engineers.

Ferranti F100L is remarkable for being the
first indigenous European microprocessor
and bipolar, though some of the potential
speed is sacrificed by the serial ALU. Its

singie chip in a 40-pin package offers a -

sincle supply, a single-phase clock and TTL
compatibility to military specification. DMA
and vectored priority interrupt are proviced
and supperted by powerful set of interface
chips. The large and well-structured
instruction set is tuned lo reai-time zpoiica-
tions. and the indivisible bit-test and set
instructicns in conjunction with the inter-
tace set make this a very suitable basis for
muitinrocessor systems.
The assembiy language is not particularly
scrutabie, but is excellently supported by
comprehensive resident and cross-
scitware. The availability of CORAL €6 adds
- to thereal-time capabilities. Simple instruc-

tion times range from 1.2 to 6uS, and the
availability of @ powerful simulator program
with comprehensive timing, trace and
monitoring facilities further eases the
agonies of real-time system development.
F100L is best thought of in terms of a sys-
tem, since the deficiencies of the CPU.such
as the singleinternal register,are more than
compensated by the supporting hardware.
In addition to the interface set there is provi-
sion for the addition of special processors.
These connect directly to the bus and obey
their own reserved sub-set of instructions.
The most important, promised for delivery
in 1978, is the multiply/divide chip which will
give full 2's-compiement results in 6.5 to
14.1 microseconds. This couid be adecisive
feature, provided it emerges less slowiy
than some of the other components of
the comprehensive F100L development
system.
At firstsight F100L has fewerinstructionsin
its set than the others, but in fact many fea-
tures normally represented by separate
instructions are carried out simuitaneously
as sub-instructions. Thus, for example, in ~ |
single instruction itis possibie to increment
the contents of a pointer address, incre-
ment the contents of the address now
pointed to and jump if that is non-zero.
Hence real-time code can be highly con-
densed and very fast.
These three brief descriptions are, of
course, grossly oversimplified for reasons
of space, and it is essential to read the man-
ufacturers' literature for a full appreciation.
They should be sufficient, however, to
demonstrate the great divergences of these
solutions to similar engineering problems.,
Also they show how all these processors
offerabetter solutionto high-demand prob-
lems than the 8-bit variety. The divergences
are illustrated in 1, 2 and 3 which shows
typical arrangements for small systems
based on each of the three processors:
equalily the optimum program approach for
a given problem is quite different for each
instruction set.
Itshould not be assumed that 16-bit proces-
sors are more difiicult to use. In fact our
experience in consultancy practice, which
includes a great deal of minimal-hardware
8-bit work, is that the reverse is true.
Both software and hardware tend to be
better structured and supported, though
fewer direct development aids, such as in-
circuit emulators, are at present available.
For an increasing number of applications,
8-bits is totaily inadequate. A simple
example is iliustrated in 4, in which a real-
time EEG signal has to be differentiated asa
stage in the identification of the feature
arrowed. Such adifferencing.operation in 8
bits produces a noise-dominated result,
particularly if more complex digital filtering
operations are included (and this applies
even if the A-D and D-A converters are only
8-bit), while multi-word arithmetic produces
an unacceptanie loss of bandwidth.
We are not suggesting that 16-bits is always
appropriate; indeed, for most applications
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Digital Filter Implementation by means of Slave Processors

R.A. Comley and J.E., Brignell®

An approach to digital filter implementation v
by means of slave processors is described. Each
slave is based on a 16-bit microprocessor with A-D
and D-A converters, but totally dependent on a master
computer for all program preparation. The unit may
thus, by provision of a suitable program, be made to
fill a variety of filtering roles, and furthermore
combine them with other functions.

The effectiveness of such a system depends on
the system of program preparation. A convenient
method is described which is based in a program
description containing high-level calls, yet
preserving the real-time capabilities of the processor.
Multiplication time is a basic problem and various
approaches to it are discussed. Finally, a
practical example in the area of EEG analysis is
discussed in terms of these techniques,

Introduction

The design of time-continuous filters has reached the stage where
further improvement is limited by component stability and tolerances.
Further, at low frequencies either physical dimensions or active feedbaey
becomes prohibitive, Digital filters do not suffer from such limitatigp
and are more realizable, particularly for time domain operations. They
are, however, limited by digital word-lengths and processing speed of the
‘central processor employed and by word-length and conversion rates of
analogue-to-digital (A-D) converters. Recent advances have permitted’
rapid improvements to be made on all these fronts and have also led to
a dramatic reduction in costs. As a result, digital filtering technigqye
are likely to enjoy an increase in importance over the next few years,
particularly for low frequency applications,

Wordlength considerations

Until recently, digital filtering has been the province of mini and .
main-frame computers, partly because, until recently, nothing else was
' available and also because of wordlength considerations. This monopoly
is now being challenged by some of the more powerful microcomputers.

The need for a large digital word arises not as a consequence of A~p
aceuracy (8 bits will often suffice though 10-bits (1 part in 103) is
better) but from the need to define the pole-zero locations accurately ‘

.and to accommodate the length of intermediate results. As digital datgy

% Department of Electrical and Electronic Engineering, The City UhiverSitti
St. John Street, Loudon, ECIV 4PB. |
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proceeds through a filter the number of bits required to specify it precisely,
increases as a result of the operations performed. For example, each
rultiplication will produce a result equal in length to the sum of the digits in
the two factors and each consequent rounding represents a noise sources

As an example, consider a fourth-order Butterworth filter. Assuming the
poles must be placed at an average distance of 0,035 from the unit circle (in
z-plane), a peak gain of 104 will be experienced through the filter [1]. The

output will, therefore, require 14 bits more than the input. If the input is
quantised to 8-bits, a wordlength of 22-bits will be required.

One method of reducxng this requlremenr is to divide the filter into k-
cascaded sections, with suitable attenuation between stages (Fig. 1). A galn
of 100 (7-bits) is now required for each stage.

8 bits 15 bits 9 bits 16 bits

Z-‘l ' . z-1

/
AN

Fig. 1. Fourth-order Butterworth filter.

As can be seen, noise considerations apart, 16-bits is just sufficient
for the implementation of such a filter, if organized as shown in Fig. 1.
Hence, many digital filtering applications are within the capability of
currently available 16-bit microprocessors. If an 8-bit microprocessor were
used then double-length working must be implemented, which will complicate the

programming task considerably and more than halve the operating speed of the
system,

t
The Roving Slave Processor

The computer-aided measurement research group at the City University have
been working on a technique known as the Roving Slave Processor [2] for the
past three years. These are very basic hardware devices capable of performing
numerous signal process Lng tasks, among them digital filtering. In their
simplest form they comprlse a central processor, program and data store and an
input/output channel; i.e. a basic microcomputer. Two prototypes have been
constructed based on 16-bit microprocessors, the Ferranti F1O0OL and General
Instruments CP1600.  Both devices are particularly suitable for this

application by virtue of their processing power, cheapness, compact size and
ease of interfacing.

The RSP's are dependent upon a host computer for provision of all

fundamental peripherals (e.p. telPt e, reader-auwch front"pavol etc, ) and for
all program preparation.
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added to the slave system as required (e.g. A-D channel). The slaves are
connected to a host computer via a special link which allows data to be
transferred to or from the subordinate processor. The program, when ready, is
dumped. via this link and, once loaded, the RSP may be detached from the host
computer and transported to some required site for operation. In this manner
the devices can fill a whole variety of filtering (and other) roles by the
provision of suitable programs.

High Level Definer

One of the major drawbacks with digital filters is that the weighting
coefficients must be re-calculated to accommodate any changes in sampling or _
~ cut-off frequency. Conventional analogue filters do not suffer from any
sampling frequency restrictions and may be, quite simply, provided with a
continuously variable cut-off frequency.

Allied to the basic hardware system of the RSP, and of equal importance, is
a programming system designed to ease such problems as this re-definition of
filters. The system, known as the 'High-Level Definer', makes use of three
well established concepts in computer programming, subroutines, macros and
modular programming, to provide a system which allows high-level type commands
to be used to generate blocks of efficient machine code [3]. ' '

Instead of a single general subroutine being written to perform some
signal processing task, a suite of routines is written. The suite consists of
various segments written to perform specific operations within the processing
task, The required subroutine is built-up from a number of these segments,
called by a high-level command and linked together to form a single block of

code.

The suite is written in the assembly language of the RSP and is stored on
the host computers backing store (disc). A control segment is included,
written for the host computer, to organize the calling and linking of the other
segments of the suite. The control segment uses parameters specified in the
high~level call to determine which of the segments are required and also to
perform some checking on the calling command (syntax) and the compiled code.
Diagnostics relating to signal processing considerations and constrgints can
also be provide where relevant, via the contr?l segment; e.g. warnings about
bandwidth, accuracy, input range etc. In this manner, efficient machine code

programs can be generated from a high-level type of programming language.

A further stage can be included in the control segment to permit the
computation of coefficients from a primary specification, included as a
parameter string in the high-level call.

The use of this programmiﬁg system makes the task of re-defining the RSP
as a different filter very simple. The user merely inserts a high-level call

of the type:-’
FILT (BUTIT,2,500,50)

to specify a second-order Butterworth filter with a sampling frequency of
500 Hz and cut-off of 50 Hz.

Combination of operations

Besides offering a better stability than equivalent analogue filters (in
terms of component tolerances and drift) and facilitating the accurate placement
of the poles and zeros, digital filters also offer the possibility of combining
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several mathematical functions in one computational operationm,

EEG analysis - a practical example

Consider, as an example, the application of the techniques discussed to an
 analysis of EEG records, In particular, for the detection of high-frequency
spikes, which occur in the record indicating the onset of an epileptic attack.

The method used for the detection of these spikes is based on a first-order
difference of the data, as an approximation to the differentiation process.

This involves subtracting the past input sample from the present, giving a rate
of change of input with respect to time:=- '

dx
dt

or 1/T(1 -z ) in the z-domam and 2 ]e jWt/z sin(wT) in the frequency
domain [4].

~

Fx(n) = x(n-1]

The differentiation process amplifies high-frequencies, however, and can
result in a very noisy output. To reduce this noise the differentiated signal
is filtered via a second-order Butterworth filter, as given in Fig. 2 [5].

The differentiation and filter equations can be combined in one expression:-

I+ 227" 4+ z-2 .
H(z) = 0:0675 (1 =2-")

| = 1144 2z=' + 0-414 2~

1+ 2°' - z-2. z-3

0-0675
| - 11144z=" + 0-4142°2

which can be realized as a single computational operation (N.B. this is
equivalent to adding an extra zero). This may not be the best way of realizing

this particular function but serves merely as an example of the possible
combination of operations.

Bottlenecks

Multiplication is the major bottleneck encountered with digital filtering
routines. A typical fixed-point, signed multiply in software takes approx.
300 pus on current microprocessors' floating-point takes about twice this time,
Consider the example given in Fig. 2, as can be seen, four multiplications are
requlred If all are performed by a software multiplication routlne, then the
processing time involved would be in the order of 1.5 ms per sample, i.e. a
maxm. sampling rate of 700 Hz. Since, for a reasonable output waveform (via
D-A converter), the sampling rate should be about ten times the highest
frequency, generally at the 3 dB point, the cut-off frequency is limited to
70 Hz,  This would not normally present any problems as digital filters find
most application at,lower frequencies. Unfortunately, not all filters are as

simple as the one given in the example;.and may involve many more stages and
hence multiplications,

To overcome this problem it is usual to resort to a method of hardware
multiplication. This may not always be mecessary, however, as a marked
improvement in operating speed can be obtained by defining the coefficients as
a series of shift and add operations on the input value, Consider the 0.0675
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Y(n)

D>
10

Fig. 2. Second-order Butterworth Filter
(ws = 500 Hz, v, = 50 Hz)

0.0675 . .
0.0625 1/16 (4 shifts)

0.0050000 _
0.0039062 1/256 (8 shifts).

0.00109380
0.00097656 1/1024 (10 shifts)

0.000117240
0.000061035 1/16384 (14 shifts)

0.000056205

Fig. 3. Calculation of coefficient as a series
of shift and add operatioms,
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coefficient, as shown in Fig. 3 this can be built up from a series of four shift
and add operations which involves eleven instructions, For the CP1600 the
execution time is 40 us approx.; considerably faster than a complete multiply.

Care is needed in the use of this technique, however, to ensure that the
coefficients are defined with a suitable accuracy. It has been the authors'
experxence that 14-bits give a usable accuracy (1l part in 104).

Conclusion

The RSP approach should prove a very useful research and development tool,
With the use of the High-Level Definer, englneers, signal process1ng experts, .
medics, etc, (i.e. individuals whose expertise does not lie in the software

field) can program the devices effectively and efficiently starting with only
a limited programming knowledge.

It has been shown that many of the demanding problems encountered in
digital filtering are just within range of today's 16-bit microprocessors.
Care is needed, however, to ensure that coefficients and intermediate results
are described with a suitable accuracy and that such problems as signal
aliasing are avoided.
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B.1l Introduction

The fbllowinglappendix gives a brief description of
device types and technologies of storage elements which
have been discussed in connection with the memory system of
the RSP. The review is by no means complete; its main
function is to provide a general overall view of any relevant
types of storage device which are currently available. )

Tables are included for comparison and as far as

possible, the devices listed are typical of the category
they represent. |

B.2 Semiconductor Random Access Memories

Semiconductor random access memories (RAMs) can be
broadly classified into two main groups:- '

i) Bipolar - Transistor-Tramsistor Logic (TTL)
- Emitter Coupled Logic (ECL)
ii) Metal Oxide Semiconductors .
- p-channel (PMOS) )
= n-channel (NMOS)

- complementary (CMOS)
Bipolar meﬁories exhibit higher operating speeds than MOS
circuits at the expense of higher power dissipation and
lower packing densities. Bipolar memories are also consid-
erably more expensive than equivalent MOS devices. Their
major advantage is that most standard logic circuits are
manufactured using the bipolar technology and so no interface
problems are encountered, Transistor-transistor logic (TTL) . |
is-the commonest form of integrated circuit technology and
is a relatively straightforward process (Fig. B.1l). Emitter
coupled logic (ECL) is also a bipolar technoiogy and so is
similar in fabrication, the main difference being that ECL
circuits make use of non-saturating switching transistors

to perform their functions. This results in much higher
switching speeds but at the expense of one or two extra
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diffusion stages. The additional manufacturing complexity
is reflected in the price of ECL devices, which are consid-

erably more expensive tham TTL circuits.

Silicon Dioxide ' " Aluminium

Base Emitter Collector

N-type Si Substrate .

Figure B.l1 Basic bipolar transistor.

The main area of use for bipolar memory circuits is in
small systems where the low packing demsity and high power
requirements are not of major significance and where high-
speed operation is very important. This may often be as a
small high-speed 'cache' type of memory to supplement a
larger,‘slower system memory. It is likely that bipolar
memories will always find use for this type of applicationm,
with the ECL technology becoming the dominant form. Present
MOS devices are alréady approaching the speeds of TTL memories
and so are likely to replace them in the near future.

The basic MOS transistor is a very‘simple device from
the point ‘of view of manufacture and is hence much cheaper
to produce than the bipolar technologies. The most important
advantage'offered by the simple MOS transistor, however, is
the great increase in packing density which may be achieved.

The operation of MOS devices relies upon the creation
of a conduction chammel between two diffused regions (source
and drain) in a silicon crystal. The conduction chammel is
formed by the application of a signal voltage to a gate
electrode (Fig., B.2)., With PMOS, the source and drain are
made of p-type rﬁateriél and the channel created d'epends on.
'holes' for ‘conduction; with NMOS, n-type material is used
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- and electrons are responsible for the éonduction process.
Since electrons have a much higher mobility than holes, NMOS
devices are correspondingly much faster than PMOS circuits.
This property is exploitéd in two ways, one is to manufacture
higher speed memories of the same density as PMOS devices,

or to decrease the conduction channel width so that higher |

packing densities may be achieved, at the expense of operating
speed.

Silicon Dioxide . _ Aluminium

N-type Si Substrate : x

Figure B.2 . Aluminium gate MOS transistor.

Many different fabrication techniques are available

for the basic MOS cell, with the aluminium gate and silicon
gate technologies representing two of the most popular (Figs.
B.2 and B.3). Two other important variations are the ion-
implanted aluminium gate, which uses ion-implantation to
provide accurate control of depth and width of the source
and drain regions (Fig. B.4), and VMOS which is based on a
technique of etching v-shaped grooves through the various
semiconductor layers before the final metalization process
(Fig. B.5). Both are reported to give very good yields, |
which will help to reduce the cost of individual devices,

. The basic MOS-FET structures possess several unique
characteristics which allows their use for a wide variety

,of.logic circuits. The MOS device may be used as an adtive

amplifying circuit or as a load resistor (Fig. B.6).
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Figure B.3 . Silicon gate MOS tramsistor.

RN

N-type Si Substrate ' \

Silicon Dioxide Aluminium

Source Gate : Drain

Implanted P -region

Figure B.4 Ion-implantation t:echinique. for producing
MOS transistors. Note the advantage offered

by the easier mask alignment.

Silicon Dioxide Aluminium

Gate . Source

W N-type Si Substrate

Drain

e

Figure B.5 Basic VMOS tramsistor.
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Figure B.6 Use of MOS transistors

0/P as either an amplifier

‘or load resistor.

The properties of the MOS~-FET devices permit the v
construction of two basic types of memory céll (Fig. B.7).

The static memory cell is the conventional cross-coupled
flip-flop cell (Fig. B.7;a) which are arranged as a two-
dimensional array in the storage element. When one select
line is taken high, the corresponding row of cells is"
connected to the data bus. To write data, signals are applied
to the data lines which set the.flip~flop to the desired
state., To read data, both data lines are initially charged
high prior‘to enabling the select line, which allows the
flip-flop to pull one of the data lines low, depending upon
its setting. The read-out is non-destructive and the cell
remains in its present statc until the next write operation.

The operation of the dynamic memory cell (Fig. B.7.Db)
is very different from that of the static cell. Data are

stored as charge on the parasitic capacitance Cs associated
with thevgate Q2 and the connecced junction of Ql. The data .
to be written are placed on the WD lines and WS activated.
To read data, the RD line (with associated capacitance Cr).
is initially charged high. When the RS line is activated, |
the RD line will be discharged if»the capacitor C; contains
a high, and will remain high if C, is 1cw.

Although the read-out operation from the cell is non-~
destructive, surface leakage will fesult in the loss of
charge from Cs. To maintain the stored data a periodic

refresh is required. This involves reading the contents of

a cell, inverting and amplifying the signal and applying it

”
1S
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‘(a) Static

SELT
Q
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(c). Dynamic |

Figure B.7 Different types of memory cell possible with
the MOS process. °

218



to the WD line, and then rewriting back into the cell.

In use, the dynamic cells are laid out in a two-
dimensional array. An entire row of cells is refreshed at a
time, with one refresh amplifiér being provided for each
column of cells in the array. To refresh the entire memory,

each row of cells must be individually refreshed. Typically

the complete refresh operation must be performed every 2ms.

Since the dimensions of the basic dynamic memory cell *
are smaller tham for the equivalent static cell, higher
packing densities are possible, at the expense of the refresh
operatibn. The dimensions aﬁd'compléxity of the dynamic cell
can be reduced still further, however, with the use of a
single'transistor storage cell (Fig} B!?.c). For this device,
the parasitic capacitance of the single FET is made use of
as the storage element. | ,

By a combination of both NMOS and PMOS transistors on
the same chip, it is possible to produce circuits with a very
low quiescent power requirement. This téchnique forms the
basis of the complementary MOS (CMOS) technology.

Silicon Dioxide Aluminium

So;.:rce Gate Drain | Source Gate Drain

N-type Si Substrate

(a)
Vee Figure B.8 Basic CMOS
, L - circuit fabrication (a)
’ijkw ~_4t}p | o and single memoryiélement
lﬁf —" (b).
e | ~vAH L T 1}

(b)
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In ofder to produce a CMOS device it is necessary to
diffuse, or implant, isolated doped substrate regions for
either the n or p-channel transistors (Fig. B.8). The extra
diffusiop processes result in a lower packing density and
higher manufacturing cost for CMOS memory devices when
compared to other MOS memory types.

The speed of a CMOS circuit is a function of the applied
supply voltage and so the user may select the operating
characteristics. When operated at high-frequencies, CMOS
circuits exhibit a similar power dissipation to that of NMOS
circuits. The quiescent power drain may be reduced further by
the use of specialized technologies (e.g. silipon-on-Saphire

SOS) which minimize surface leakage effects.

-

As for bipolar memories, it is probable that CMOS
memories will continue to find their major use in small,
special purpose memory systems, particularly where low power
operation and wide supply voltage tolerence are required
(e.g. battery back-up, non-volatile stores).

A comparision.of typical operating characteristics fox

each of the devices discussed can be found in Table B.1.

B.3 Semiconductor Read Only Memories-

Many applications involve the use of fixed data patterns
and it is only necessary to write this information to the
' memory once, thereafter only read operations need be performed.
For these applications the read only memory (ROM) is used.
As for RAMs, the memory cells are arranged in a two-dimensional
array which is accessed by the use of address and select inputs,
Since the data are to remain fixed, a single transistor
may be used as the basic memory cell which is permanently
set to either the on or off state during the final metalization
process of fabrication, to a specification provided by the

user. Any of the technologies discussed in conjunction with

RAMs can be; and are, employed to fabricate the transistor
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elements.

The simple structure allows memories of very high density
to be constructed and, more important, since the data are set

by permanent commnections, the device is non-volatile (i.e.
the information is retained when power is removed). The main
disadvantage of this form of ROM is the high initial cost
involved in the generation of the mask for the final metal-
ization layer. However, in large quantities (>1000) the ROM -
is the cheapest form of semiconductor memory available,

For small quantity applications, where the initial
masking charge cannot be justified, the programmable ROM
(PROM) provides a useful solution. Again, a single transistor
memory cell is used, constructed from ahy’of the techmnologies
discussed for the RAMs. PROMs are programmed by selecting
.each location, or row of locations, in turn via address
inputs with thé required data supplied as a controlled, over-
voltage pulse on the data output lines. The selected group
of cells, being connected to the output lines, are hence set
to the levels of the applied data.

For bipolar devices, the data are retained by means of
a permanent alteration to the intefconnecting links within

the chip. These are termed 'fusible' memories and three basic
methods exist:-

i) metal links (usually nichrome) which are blown open
as bits are programmed.
ii) polycrystaline silicon links which are fused open.

iii) semiconductor junctions which are shorted by

'avalanching'. A ..
v"Once programmed, like the mask programmable ROMs, the
stored data cannot be changed. |
MOS PROMs retain data by means of stored charge, and
are hence, erasable and reprogrammable, The basic MOS memory
cell is the same as that used by the RAM devices (single
transistor dynamic) except tha£ the gate is isolated in the
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oxide layer and has no extefngl connection. The programming
proceedure is very similar to that used for the bipolar
PROMs except that now, the gate is charged via avalanche -
injection., The MOS FET can hence be turned on, with a

conduction path being formed between the source and drain
regions (Fig. B.9).

- Aluminium Source

- Drain .
Silicor: Dioxide

Floating Si Gate

N-type Si Substrate

Figure B.9 UV erasable PROM structure.

The MOS FET will remain in this state for a considerable
period ( >ten years) irrespective of the number of read
operations performed. To erése, or discharge, the gate,
ultra-violet (UV) light is used which sets up a photo-current
between the gate and silicon substrate, causing the gate to
be discharged. UV erasable PROMs are fitted with a quartz
window over the semiconductor device to permit the erasure
process. .

 Another very useful form of erasable PROM is the elect- .
‘rically alterable PROM, (EAROM) which does not require the
use of UV light in order to change its stored data.

These devices, like the UV PROMs, rely upon stored
charge as a means of data storage. The baéic MOS transistor
is modified as shown in Figure B.10, where it can be seen
that the normal gate oxide has been replaced with an oxide-
nitride structure. The silicon dioxide layer is made very
thin, typically 25&, and this allows charge to tummel through
the insulator when a sufficiently high gate voltage (25 - 30v)

is applied. The charges-are trapped in the silicon dioxide/
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silicon nitride interface and, since both are very good
insulators, the charge will remain stored for a considerable

period (typically ten years).

Silicon Dioxide : Silicon Nitride Aluminium

| \ " Source Gate ) Dr.qin /
‘ o, ‘ ' _ﬁ“ .
A ‘g‘:;.. '!',)’ ‘ & | :

N-type Si Substrate

Figure BﬂlO Electrically alte:able PROM (EAROM) structure.

Data are written by the appiication'of a negative voitage
to the gate. This causes electrons to be driven from the
interface region into the substrate, leaving a net positive
charge. Erasure is accomplished by the application of a
positive voltage to the gate, which attracts electrons into
the interface thus building up a net negative charge.

The chip is organized in‘such a way that writing and
erasure may be performed with the EAROM in circuit, with all
inputs and outputs remaining ?TL'compatible. All that is
required are two small DC-DC converters (see Chap. 4) to
generate .the 25 - 30v (@ 3mA approx.) supply voltages
required for the programming operation. . -

The actual cell structure is slightly more complicated

than the simple system given in Flgure B.10, but the principle
,.of operation remains the same.

B.4 Semicondﬁctor, Non-Volatile Random Access Memory

A very new and potentially very important device is the
non-volatile RAM. The basic memory cell structure is a hybrid

of both the conventional static read-write memory cell and
an EAROM store (Fig. B.1l). The EAROM store is formed from

a pair of MNOS (metal nitride oxide semiconductor) FETs,
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inserted in series between the driver and load FETs of the

flip-flop, with parallel p-channel FETs (Q3 and Q4) which
act as switches. |

A Q1 P-‘O,'_;L_ Qb

;
o¥T s Fee %

‘Figure B.1l Cell structure of a non-volatile semiconductor
RAM, - |
When used in the read-wfite mode, the flip-flop element
acts as a normal static memory cell; the switch FETs keep
the EAROM cells turned off. During power down, the EAROMs
are enabled, via the Mg input, supplied by the user, and the

contents of the RAM cells transferred. The data may be retained
in the EAROM store for up to one year.

When power is re-applied, the data stored in the non-
volatile cells are transferred back to their respective read-
write memory cells, and the device is.again ready for active
use, It is necessary to perform an erase cycle at some time
during the power on mode in order to clear the EAROMs ready
for the next storage operationm. This is an entirely electrical
process and does not require the use of any UV light source.

At présent, only one device'bf this type is available,
the Toshiba TMM142C, and its characteristics are given in
Table B.1l. There is some doubt as to how many times the

EAROM section may be used before permanent damage occurs.
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B.5 Core Memory

Very small rings of ferrite material, é'mixture of ferric
oxide (Fe,0;) and oxides of other materials such as magnesium,
manganese or zinc, form the basis of aACOre memory. The rings
are of about 2mm diameter and have hysteresis loops which
have two stable magnetic states. ‘

The direction of'magnetism-of a core is controlled by
the direction of currents (typically 500mA) in two small
wires, threaded through the core (Fig. B.12). The current in
each wire is insufficient on its own to produce a switch in

direction of magnetization, but where they coincide, cause

»

the core to be polarized in a particular direction. One state
is chosen to indicate a binary one and the other a zero.

A large number of cores is threaded on to wires arranged

on a frame in x and y planes to form a matrix. For convenience

| this is usually a square, a shown in Figure B.13. A typical
practical memory matrix would have a 64 X 64 core matrix,
giving a 4k X1 bit storage capacity.

To write information to a particular location, currents
are applied to the appropriate address lines, e.g. X2 and Y3
if core F is to be accessed (Fig..B.13). No other core will

receive sufficient current to cause any change and so only
core F is affectéd,

With this simple system, any accessed location will be

set automatically to a logic one, and so a third line, the
write (W) or inhibit line, which passes through all. the cores,
is used to control data input. When éhe W line carries a
current, in an opposite direction to those ‘in the X and Y
lines, the core is prevented from changing state, If the W
line does not carry a current then the combination of the

X2 and Y3 currents will cause a logic one to be stored. (Note
the core.must be cleared to a logic zero before the write

operation takes place),

To read information from the store a fourth line, ‘the
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Figure B.12 The two stable states of & magnetic core,
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Figure B,13 A nine-core memory matrix.
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read (R) line, is used as a sensor and is also threaded through
all of the cores. Current is now passed in the opposité
direction.through the two address lines, X2 and Y3. If core
F contains a logic zero then no effect will be seen 6n the
R line, but if magnetized in the logic one direction the
application of reverse X and Y currerits will cause the'magneﬁic
field to be reversed.}The abrupt flux reversal in the core
induces a current in the R line, which indicates the presence
of a logic one at location F. Note, the read-out is destructive,
i.e. the stored data are erased, and so a read cycle must be
immediétely followed by a write cycle to restore the data.

Hence,'every memory access must include the time for a
read cycle followed by a write cycle. For the write case, the
new data are re-written to the store in place of the data just
read., This makes core storage rather complicated to use and
slow in operation, typical cycle times being in the order of
1 - 2us.

The dimensions of the cores, and hence the memory, can
be reduced by combining the R and W lines as one line. This
is possible since they are never requiréd together. Problems
have been experienced owing to the large difference in magnitude
between the inhibit and read sense pulses (1000:1 approx.)
but these have now been overcome. The use of this technique’
allows the core size to be reduced to 0.5mm which helps to
increase accesé speed, imprbve packing density and reduce
power consumption.

Core memories are generally used in the form of complete
memory modules, with all necessary drive and sense cirguitry
included, rather than as single core plamnes. A typical

specification for a core memory module is given in Table B.l.

It is unlikely that future developments will be able to offer

any significant improvements to these performance figures.
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B.6 Charge-Coupled Devices

Charge-coupled devices (CCDs) make use of the controlled
movement of electric charge to perform their functioms. In’
their simplest form, they consist of three layers; the semi-
conductor material, an oxide layer and a metal electrode, i.e.
an MOS structure. They are basically junctionless devices
except for small diffused p-n junctions at the input and
output. -

The operaﬁion of a CCD requires that charge, in the form
of minority carriers, be transferred from the region under one
electrode to another. The charge represents the data and is
moved by control of the voltages applied to the electrodes.

When data (negative voltage) are applied‘to the input
gate, positive charge is drawn from the input p-n junction
to the region under the gate (Fig. B.l4.a). When a negative
voltage is applied to electrode 1, electrons in the n-type
material are repelled, thus forming a depletion region. This
depletion region produces a potential well (Fig. B.1l4.Db).

The positive charge drawn under the input gate is transferred
to electrode 1 and stored in the potential well, provided
that the electrodes are close enough to allow coupling.

The charge, or data, can be transferred from electrode 1
to electrode 2 by the application of a negative voltage to
electrode 2 and a reduction 6f the voltage on electrode 1. .
The transfer voltége forms a deeper potential well under
electrode 2 and the charge flows to this well. Thus, by
proper manipulation of the electrode voltages, information
may be shifted through the CCD. :

The simplest CCD is a threeéphaée device in which
electrodes 1, 2 and 3 form a single memory cell. Information

is stored under only one of the electrodes while the other
two provide isolation.

To form a memory, a number of these cells is comnected

to form an‘endless-loop shift-register. Very high packing
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densities are possible using this technology (with some
modification to the very simple structure given in Figure
B.14), with current devices offering a 64k X1 bit capacity. _
If the entire memory were organized as a single shift-register,
then average access times would be extremely long.

In order to provide reasonable access times the memory
is organized as a number of smaller endless-loop shift-
registers, any of which may be accessed individually. A
typical configuratioh is shown in Figure B.1l5, in which a
64k device is divided into 16X 4k bit shift-registers. In
order to reduce ﬁower dissipation, the 4k bit registers are
further sub-divided so that a slower shifting frequency may
be used. Several arrangements are possible, with the series-
parallel-series configuration being the most common. This
takes the basié form of two serial and one large, multi-
channel parailel shift—iégister (Fig. B.16). The data are
entered sefially-into the upper high-speed input register
and once loaded, transferred in para%lel into the slower
middle register. All of the_yertical, pérailél channels are
clocked together at a lower frequency than the serial
registers. At the output the process is reversed. Hence,
power consuption is reduced since the bulk of the data
traﬁsfers take place in the slow parallel iegisters.

Note the inclusion of a regeneration amplifier in Figure.
B.16. This is needed to replace ¢harge lost during transfers.
between electrodes. These transfers are not 100% efficient
and so a periodic recharge is required to maintain the data..
In addition to the transfer inéﬁficiencies, charge is lost
as a result of surface leakage and this places a minimum

value on the clock freduency, below which the sﬁofed inform-
ation will be lost (i.e. the device is dynamic).‘,
The mechanism used for data storage in these devices

requires that power be maintained at all times if the data

are to be preserved and further, their dynamic nature require§
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that they are cycled (or clocked) continually. A low-power
standby state is, however, generally provided in which the
clock input frequency.mey be reduced to a minimum. The other -
disadvantage of these devices is the need to perform a
'flushing' operation after power-on which demands that two

or three complete refresh cycles be performed in order to
achieve synchronization within the memory.

~ Characteristics for a typical CCD memory are given in ~
Table B.l.

B.7 Magnetic Bubble Memory'

A magnetic bubble is a cylindrical magnetic domain with
an opposite polarization to that of a thin layer of magnetic
material, usually garnet, in which it is embedded. In Figure
B.17.a, a single slice of magnetie garnet is shown, with the

magnetic polarization arrenged normal to the surfaces.

(@ (b) (e)
Figure B.1l7 Formation of a magnetic bubble.

If an external fleld is applied, in the downward dlrectlon
it will tend to shrink the domalns of opposite polarlty,
Flgure B.17.b. A critical value of field intensity is event-
ually reached in which the 31ngle walled or 1sland domains
become cyllndrlcal resulting in a magnetlc bubble of 2 - 3pm
diameter. Increasing the applied field further will cause

the bubble domains to shrink and will lead to the collapse
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or 'annihilation' of the bubble (Fig. B.1l7.c).

The movement of magnetic bubbles is controlled by a’
pattern of 'soft' magnetic bars (permalloy), deposited on
the surface of the garnet slice, and a separate rotating
drlve field in the plane of the dev1ce. The bubbles can be
thought of as small bar magnets and as the drive field
rotates so the permalloy baré assume the magnetizations
shown (Fig. B.18), causing the bubblés to 'move'. No material
is actually transferred, the apparen; bubble motién is caused’
by the flipping over of magnetic vedtors'at successive sites
within the slice. Hence, it is possible, for example, to
shift bubbles around an endless-loop shift-register (c.f.
CCDs).

Figure B.18 Movement
of a bubble along a row
of permalloy bérs by
the application of a
rétating drive field.
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Many permalléy patterns have been developed and the
spacing of these bars, together with the bubble-to-bubble

interaction problems, determines the packing density of the
device. |

For a practical device, methods'of generating, detecting
and removing bubbles must also be ﬁrovided. A bubble generator
can either create a bubble directly with a current loop, or
by splitting a source bubble, held under a permalloy disc
(Fig. B.19). At the correct moment in the field cycle, a

A d

current pulse in a nearby hairpin‘loop, transfers a portion
of the source bubble to an adjacent bar and thus into the
system. The source bubble is never depleted since it is

purely a function of the base magnetic material and bias
| field. | | | |

Figure B.19 Bubble

generation.
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A simple method of removing bubbles is with a current
pulse in a hairpin loop in such a way that when a bubble
passes under the loop, the high local field collapses it.

There are various methods of detecting the presence of
a bubble, the most common being a measure of the change in
resistance of the permalloy strip as a bubble passes under it.

Hence, it is possible to read and write information to
and from a bubble device and, further, if the bias field is.
applied by'some form of permanent magnet, the bubbles will

remain permanently stable and thus a non-volatile memory is
possible,

A cross-section of a typical bubble chip is given in
Figure B.20 and an explbded view of a complete bubble memory
in Figure B.2l. The entire memory is housed in a metal case
which provides a magnetic shield to protect the stored
information,

Very high packing densities are possible with this
technology, typically of the order of 10° bits/in*® for
present devices with 10° bits/in® predicted for the near
future. Hence,: it is possible to fabricate non-volatile
memory devices of vefy large storage capaéity on a single
garnet slice, e.g. Texas Imstruments manufacture a 92k X1
bit device. |

At present, bit rates of approximately 100k bits/sec.
are possible and so, clearly, if the entire memory were
implemented as a single shift-register the average access
time would be prohibitively long. To overcome this problem,
the memory is organized in a major-minor loop configurationm,
in which a number of small recirculating shift-registers are
interconnected by a larger register (c.f. CCDs) (Fig. B.22).

The address, or position, of the minor loops is held in
an external counter which is incremented for each complete

360 degree magnetic field rotation. The counter is normally

reset to zero upon power-up and so it is essential that the
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Figure B.20 ‘Cross-section of a typical magnetic bubble
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Figure B.21 Exploded view of a complete magnetic bubble
memory, ' |
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minor loops are set to this position before power is removed.

Major loop

Minor loops ° 9

i - S | .

Transfer ‘ Y ——.

Generator - T =="%)

o
' S petect
Lo l=f 0} etector

.@5‘.

Replicator

Figure B.22 Major-minor loop configuration of a typical -

- bubble memory.

To write information to the memory it is first introduced
" in serial form into the majbr loop. A block of data (or page),
equal in length to the numbér of minor loops, is shifted into
the major loop which, when full, is transferred in parallel
to the minor loops via the transfer imput (T). |

 To read data, the minor loops must be rotated to place
the required block at the top bit position of the minor
ldops. (Note, the address for block 0 will be (0 + N) where
N is the numbér of ﬁinor loops, owing to the shift introduced
by the write operation). The transfer input is used to remove
data from the minor loops and place it in the major loop.
The major loop containsLan equal number of bubble positions
to the minor loops (assuming a single stage detector) and
so the major loop must be shifted around to bring the bubbles
to the replicator section. Here, the bubbles may either pg
transferred to the detector stage, which removes them from

the major loop and results in a destructive read-out, or may
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be copied into the detector, whlch results in a non-destructive
read~-out. When all of the data bits have been read from the
major loop, it is shifted further to re-align with the}minor.
loops and the data in the major loop transferred back to the

minor loops.

Characteristics for a typical bubble memory are given
in Table B.1.

B.8 Cassette, Cartridge and Disc Stores

The bulk data storage field is, at present, dominated
by mechanically based storage systems, with cassette, cartridge
andlflcppy disc systems being-tﬁe most popular for small

scale applications‘(e.g. microprocessor systems). These are
' relatively slow storage devices (see Table B.2) but are both
reliable and very cheap in terms of cost per bit.

The cassette uses 3.8lmm mylar tape coated with a
magﬁetic oxide and housed in a standard 'Phillips' type Cll
cassette case. The Cll cassette is basically as shown in
Figure B.23, with the tape driven from one reel to the other,
in either directionm, usually by a capstan drive mechanism,
Both reel hubs are usually driven, which results, .typically,
in a three motor cassette drive. |

An alternative approach to the cassette drive is the
cartridge system. Like cassette, 3.81mm magnetic tape is
employed as the storage medium, housed in a 'M DC300A"
cartridge case, but now an integral drive band is also
included (Fig. B.24). The use of this band allows the
cartridge drive mechanism to be reduced to a single motor,
but due to other complications, cartridge drives (and
cartridges) tend to be more expensive than cassette systems.
Cartridges do, however, offer a much better performance than
is possible with cassette based systems (see Table B.2)
thereby achieving a better cost per bit ratio.

Recently, mlnlature versions of both the cassette and
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cartridge devices have been introduced and these could prove

very important in the future where size and weight are major
considerations, |

Pinch-wheel and
capstan drive

\\<jt> . ’////,Recd-wrhe head
‘ , (} .

" Tepe -
Take -up hub ____Supply hub
(driven) { driven)

Figure B.23 Standard 'Phillips' type Cll cassette,

External

roller | ' Read- write
drive - \\\\\ ’///,/” hecd |

Tape

Take - u;
hub — | , — Supply hub

Orive band
Figure B.24 Standard '3M DC300A' cartridge.

The floppy disec again makeé use of a magnetic oxide as
its storage medium, but unlike the cassette and cartridge,
a flexible mylar disc is used as the base, The disc is 200mm
in diameter, and is housed in a 203mm square plastic sleeve. -
The operation of a floppy disc is very similar to that of the
more conventional 'hard' disc system, with the disc rotated
at high speed while the heads traverse the surface.

Floppy discs, although bulkier and more costly than

cassette or cartridge systems, offer much higher access
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speeds (i.e. the average latentcy is much lower) and data
rates (see Table B.2). As for the cassette and cartridge,

a miniature version is also available which uses a 130mm

disc in a 133mm sleeve.

Numerous recording fdrmats are at present employed for
all three devices, although some standards do exist. Every
format appears to have relative advantages and disadvantages

and, as a result of their diversity; no attempt will be made
to explain them here.
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Table B.1 Memory device types and specificati

Device Type Organization Access Time Cycle Time Package Power Supplies
_Bipolar 745200 256 x 1 . 31ns 31ns 16 pin dil | +5V @ 110mA
RAM (TTL) '
F10405 128 x 1 11ns 16ns 16 pin dil | -5.2vV @ 90mA
(ECL)
MOS RAM
Static MK4104-4 4kx 1 250ns 385ns 18 pin dil +5V @ 27mA
Dynamic | MK&4116-3 16k x 1 200ns 375ns 16 pin dil | +12V @ 35mA
' ' +5V - load depd.
-5V @ 200 A
VMOS RAM | . g5114A-1 Tkex 1 150ns 150ns 18 pin dil | +5V @ 50mA
(Static)
CMOS RAM | 1Me508-1 | = lkx1 300ns 465ns 16 pin dil 4V - 11V
(Static) | 1.6mA @ 5V
and 1MHz
ROM (MOS). MK3400-3 2k x 8 350ns 500ns 24 pin dil +5V @ 60mA
ons. ‘-
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Device Type Organization Access Time Cycle Time Package Power Supplies
PROM )
_ 13608 1k x 8 80ns 120ns 24 pin dil +5V @ 190mA
(Bipolar) Lo -
UV-PROM MK2708T 1kx 8 450ms 700ns 24 pin dil | +12V @ 20mA
+5V @ 10mA
-5V @ 20mA
EAROM ER2805 2k x 4 1.65us 3.5us 24 pin dil +3V @ 14mA
Non-volatile | . : .
| T™M142C 256 % &4 1.5us. 1.75ps 18 pin dil +5vV @ 70mA
~15V @ 35mA
CORE TCM409 4kx 9 300ns 800ns Double-Euro | +5V @ 7A
(2 card mod.)
ccD TMS3064 64k x 1 200ns Av. latency 16 pin dil | +12v @ 100mA (pk)
820us +5V @ 2mA
-5V @ 60mA (pk)
Bubble TEMO101 92k x 1 4.0ms (Av) 12.8ms (Av) | 14 pin dil | #12V @ 0.5A
‘ ' (coil drive)

Table B.1 (cont.) Memory device typ

es and specifications.
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Device Type Storage Storage |Data transfer Read/write | Rewind Power
medium capacity rate speed speed supplies
Cassette MFE Model | Phillips ' L +5V @ 950mA
366k bytes| 32k bits/ 80in/sec |120 in/sec
250B Cll cass. sec
-5V @ 500mA
Mini- Mini- Mini-
Cassette Raycorder cassette 128k bytes| 2.4k bits/ 3in/sec 20in/sec +5V @ 300mA
6409 sec
Cartridge ‘Perifile 3M DC300A 2.5M bytes| 40K bits/ 25in/sec | 90in/sec 110V -
C 6300 cartridge sec : 240V
Mini- (HP 2644A | 3M DC100 115k bytes| 8k bits/ 10in/sec | 60in/sec Not avail.
Cartridge unit) sec
Floppy Shugart' Standard 400k bytes| 250k bits/ 83.3ms (Av. latency) | +24V @ 28
» +5vV @ 1,.5A
¢ ral disc sec
disc 900/90¥ oppy dis -5V @ 0.2A
Mini BASF Mini-floppy| 125k bytes| 125k bits/ 100ms (Av. latency) +5V @ 0.5A
Floppy 6106 disc sec +12V @ 0.65A

Table B.2 Magnetic tape

)

and disc storage systems - device types and s

pecifications.



Appendix C

Memory Reliability
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The store can be the least reliable element of a microprocessor system.
R A Comley describes techniques for detectingand correcting errors in

semiconductor memories.

The economic advantages offered by increased packing
densities of semiconductor storage devices have been
partially offset by doubts over their reliability. However,
it is shown that a reliability improvement of 70—-80%

can be achieved by using relatively simple error detection
circuits.

With microprocessors being used in growing numbers

for dedicated applications, the need for a method of
improving system reliability takes on increasing importance.
Microprocessor-based systems are frequently expected to
function for many hours over periods of years without
error, in what arc often very hostile environments (electri-
cally speaking).

When dcaling with the reliability of these systems it is
usually the microprocessor itself which receives most atten-
tion. A great deal of work has been carried out on multi-
processor designs aimed at improving overall system
reliability. A more subjective view of the situation, how-
ever, shows that the microprocessor need not be, and

indecd probably is not, the least reliable element of the
system,

RELIABILITY CONS!DERATIONS

The reliability of a device can be considered as a function
of the number of external connections to the chip, the
total power dissipation (as running at high tecmperatures
accelerates ageing) and the internal complexity and layout
of the chip, not as a function of itself but due to such
problems as localized ‘hot-spots’, for example.

Most microprocessor systems consist of the microproces-
sor, a store and some means of 1/O (input/output).
Rcluab(lm of the 1/O channel is very much a function of
the 1/O configuration and is hence specific to a particular
system. As a result, only the store and microprocessor
will be considered and a comparison of their relative
reliabilities made.

Microprocessors, in gencral, dissipate more power than
memory devices and are certainly more complex internally,
However, by far the least reliable parts of any device are
the connections from the chip to the outside world via
fine gold wires and external pins, Most manufacturers have
standardized on a 40-pin package for the microprocessor.
The number of pxns associated with the store is dependent
upon the number of memory devices used to make up that
store. Clearly, as the number of memory devices used
increases <o does the number of external connections to

Department of Electrical and Electronic Engineering, The City
University, St John Street, London EC1V 4P8
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the memory chips. The reliability of the store is thus a
direct function of the number of memory devices employed
As the store size increases, memory reliability will become
the limiting factor on the overall system reliability, Take

as a typical example a 4k X 16-bit store built from 4k X 1-
bit devices housed in 16-pin packages. The total number

of external connections is 256, a great deal more than for
the microprocessor.

Hence a method of improving the reliability, or data
integrity, of the store will enhance the overall system relia-
bility. It is possible, by placing error-correcting hardware
on the data highway between the store and CPU, to elemin-
ate single-bit errors from the store for a moderate increase

in circuit complexity and cost. Further, an approach of
this nature also goes a long way 1owards producing a
memory system whose reliability is independent of memory
size and individual device reliabilities. This can be a very
important consideration since the reliability of individual
devices will not only vary with age, but also from manufac-
turer to manufacturer and between batches from the same
manufacturer.

Variations in manufacture can lead to such problems
as pattern sensitivity, in which the memory chip only fails
when a certain data pattern, or sequence of data patterns,
isapplied. Faults of this nature arc very difficult to locate

as they are not easy to reproduce using memory-test
routines,

ERROR-CORRECTION SYSTEMS

There are various well established methods of improving
data integrity within a system, all of which have their
roots in the communications field'. They all consist
of adding check bits to each data word as it is transmitted
and then using the cxtra information to check the received
data word (including the check bits). The term ‘redun-
dancy’ is often used to describe this method of error
correction which, in the author’s opinion, is an unfortunate
misnomer since, although the additional bits convey no
uscful information as far as the meaning of the data word
is concerned, they are essential for the checking process.
Few methods employed in the communications field are
of use in digital systems, since they are designed for serial
as opposed to parallel data paths, which are the norm for
digital cquipment. Modifications to some of the basic
idcas, however, can produce cffective solutions for parallel
data paths

SIMPLE PARITY CHECK

The simple parity check is the most basic method avail-
able and consists of performing a count on the number of
1son the data highway at a given time. An extra bit is

29
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Even Odd
Data /x(ord parity parity
ﬁ 0 1 1 0 0 1 ! 0 1
0o 1 1 0 1 0 O 1 0
0 0 0 0 0 0 0 o0 ]

Figure 1. The simple parity check

generated and added to the data word to make the count
cither even or odd, depending upon the convention employ-
ed (sec Figure 1). The use of an even parity check has the
advantage of giving an all-zero check word for an all-zero
data word. Single integrated circuits are available which
contain all of the necessary circuitry to perform an 8-bit
parity check and so a system may be very casily and

cheaply implemented. For example, consider Figure 2 in
which a 16-bit RAM (random access memory) with parity
checking is shown,

Two 8-bit parity generators are cascaded to perform the
16-bit check and to generate a 17th data bit (D1/O 16)
which is added to the data word when it is written to the
store,

When the data are read from store, the 16 data-out bits
arc applied to the inputs of the same parity generators
and the output is compared with the 17th data bit (check
bit) added during the write operation. If the two are the
same (i.c. no error) then the output from the exclusive-OR
gate is zero, but if an error exists (i.e. 1is output) an

interrupt is generated indicating to the CPU that an error
has arisen.

Note that the interrupt output is only enabled during
the read cycle via the ENABLE input. This signal must not
be given until after the data read from store has become
stable on the data bus. If this precaution is not taken there
is a possibility that ‘hazard’ conditions will cause false
interrupts to be issued. This should not present any prob-
lems as there will normally be a signal available in the
system which is used to inform the CPU that the requested
data is stable on the bus. Any signal of this type may be
conveniently used to enable the interrupt line.

As can be seen, very little additional circuitry is required
tc implement a parity checking system; for the 4k X 16-bit
memory described all that is required are two parity genera-.
tors, one RAM chip, onc exclusive-OR and one NAND
gate. For an 8k system, two RAM packages, two exclusive-
OR gates and a three-input NAND gate would be required,
and so on.

In addition to the basic hardware shown in Figure 2, an
interrupt vector address and a ‘daisy chain’ for the interrupt
request line must be supplied. These are fairly standard

picces of circuitry of few components and should present
no problems,

The need for automatic correction

The simpic parity check suffers from the major disadvan-
tage that it can only detect single errors. If two or more
crrors arise simultancously then they may go undetected

by the parity logic. Further, if an error is detected the
entire system must be shut down, whichin some cases may
be very inconvenicnt and in others simply not possible.
What is nceded for these situations is ¢ method of detecting

Lo
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and automatically correcting any errors which may arise
during normal operation.

Various other methods of parity checking are often em-
ployed in an attempt to improve the effectiveness of the
method. A typical example is that of performing an even
parity check on all even bits of the data word and an odd
parity check on the odd bits. These are reported to be
more successful thanthe straightforward approach described
but the author remains sceptical since there is just not
sufficient information available to detect with any certainty
anything other than single-bit errors, no matter how the
parity check is arranged.

The system to be described is based on the well establi-
shed concept of Hamming codes? and is capable of
detecting single or multiple errors in either the data or
check word. Further, it can apply automatic correction to
the data word for all single-bit errors, only causing an error
interrupt when multiple errors are detected.

THEORETICAL BACKGROUND

Codes may be classifified by their Hamming distance
which, in turn, indicates the ability of the code to detect
and correct bit errors. As an cxample, consider the eight
possible combinations of three bits, shown on an 7 cube in
Figure 3. Taking the groups in the order ABCDEFGH
gives a Grey code, in which cach code differs from the next
by one digit position. The Hamming distance in this case

is 1 and no error detection is possible since any error

gives a wrong but still acceptable code,

Now consider a code formed using only the four groups
corresponding to points ACE and G. To change from one
group to the next, two bit positions must be changed. The
Hamming distance is now two and using this code single
errors may be detected since any code with a single error
will not form one of the acceptable groups (000,011,110
or 101). Correction is still not possible, however, since
there is no means of determining whether the received
group is one ahcad or one behind the required code. To
detect and correct a single error, a code of distance three
or more must be used, i.e. a minimum of three check
digits is required in this case. °

D170 0-15
[
74180
E , o116
74180
INTRQ D016
——ENABLE
Figure 2. 16-bit parity check system
microprocessors
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Figure 4. Encoder circuit

Now, any systematic code can be described by its parity
check matrix P, of n columns, each corresponding to one
of the n digits of the code, and k rows each corresponding
to one of the k parity check bits®. The elements of the
matrix are Os and Xs, the position of the Xs in the ith row
indicating which digit positions are involved in the parity
check. Similarly the positions of the Xs in the jth column
indicate to which parity checks the jth digit contributes.

Considering the example of Figure 3, the parity check
matrix could be

0 X o0

X k rows
0 0 0 X X X

n columns

The fact that each column is different from all others
ensures that any single digit error will cause a unique
pattern of parity violations, e.g. an error in the third digit
will cause the first and second parity checks to be violated,
no other single error can produce the same effect.

Clearty a matrix of & rows can have up to 28 —1
columns corresponding to the set of k-digit binary numbers
(mxcept 00 ... 0 which would presei ent no parity check on
that column). Hence, the minimum number of check digits

nceded for an m-digit word is the smallest number satisfy-
ing

i\'ote:thai the number of check digits renuired increases
slowly as m increases.

Coding methods

The ordering of the rows and columns must now be con-
sidered; at first sight any ordering appears cqually
acceptable, The ordering of the rows and columns can
have a considerable cffect on the compiexity of the encod-
ing and decoding circuitry, however, and so a more system-
atic approach is required if the additional hardware
requirements are to be minimized.

As mentioned earlier, redundancy techniques were
traditionally employed in communication channels where
the data word is in serial form. Hence, the normal
checking codes are cyclic and make use of shift-register
circuits as encoders and decoders. These are of little use in
digital circuits where paraliel data highways are normally
used. To produce a code suitable for a parallel system

it is useful to consider the parity check matrix divided into
columns of data and check bits

data bits check bits

X X 0 { X 0 0
P= X 0 X | 0 X 0

0 X X,0 0 X

If the check bits are organized as a diagonal matrix (as
shown) this can considerably simplify the encoding circuit
and further, if the number of parity checks performed on
each column can be minimized, the hardware required for
the decoder circuit may also be minimized. For the code
given above, the encoder and decoder circuits are as shown
in Figures 4 and 5. '

Considering the 4k X 16-bit memory example, used for
the simple parity check circuit, we find that a minimum of
five check bits are required to detect and correct single-bit
errors (m =16 so 2/‘: >17 *+k.ic, k= 5). Asuitable
parity check matrix is as shown in Figure 6 and the -
implementation of this code for one check digit (A)
is as shown in Figure 7. Clearly five such circuits
are required for a complete implementation and
further, from the matrix, it can be seen that ten
two-input and six three-input NOR gates will be
required to provide the necessary 16 corrector outputs.

Note that it is not possible to keep the number of check
digits to cight or below on all of the rows, but it is possible

(Corrected
code

Figure 5. Decoder|corrector circuit
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Figure 6. Parity check matrix for a 16-bit data word

to limit them to nine. The extra digit can be catered for
by taking the appropriate check digit output in via the
even parity carry input. For rows four and five, the eighth
check input may be used.

Output conditions other than those indicated in Figure
6 are possible (2k — 1 =31 possible states) and these all
represent multiple or other error conditions and additional
circuitry is required to decode these states and generate an
interrupt should they arise. A complete list of output
conditions is given in Figure 8,

The error states may be logged automatically®, should
this be required, by providing a suitable storage area. Only
the check code and error address necd be recorded (21
bits in this case) since these provide all the information
required to identify the position and nature of the error.
Further, as the error states should arise very infrequently,

a fairly small logging store will suffice, Including automatic
logging can be a very useful aid to detecting ‘rogue’ memory

cells, or packages, as these will produce frequent error
outputs.

Reliability improvement with error correction

To provide a quantitative assessment of the improve-
ment possible by including error checking, two commonly
occurring parameters must be defined

® Failurerate (A) is the average percentage of all devices
that can be expected to fail per unit of time, Failure
rates are usually expressed in percent per thousand
hours. Further, semiconductor devices exhibit changing
failure rates with time, following a well known reliabili-

DI 0-15
To

memory|
R/W
Corrected —o= A
dato R/W
highway

{0005

00 O‘GL‘(MJ fr:g:\orJ k

.ons.dl(c:_(,d: D |

Figure 7. Error detector/corrector for 16—bit memory
system

ty curve(Figure 9). As a result it is also usual to specify
a time frame with the failure rate.

© MTBF (mean time between failures) is the reciprocal
of failure rate. N

Considering our 4k X 1-bit RAM as a typical example,
IC manufacturers’ data® indicates that X for a 4k RAM
after a few thousand hours of operation is between 0.05%
and 0.2% per 1000 hours. Taking the worst case figure,
this represents a MTBF of once every 2.5 years (approxi-
mately) assuming an 8h, 5-day working week. If
there are 16 such RAMs in the memory system, this figure
reduces to approximately one failure every two months!
Other data, collected by RAM manufacturers and
Hewlett-Packard® indicate that a large proportion, approxi-
mately 75% to 80%, of 4k RAM failures are single-bit
failures. Hence, including a single-bit error checking
scheme can considerably improve the reliability of the
store and thereby the overall system.

Other considerations

The positioning of the error-correcting circuitry can

have an effect on the increasé in reliability offered by the
systems discussed. If, for example, the processor and
store are constructed on different boards, the encoder
and decoder/corrector circuits should be placed on the
CPU board. This will facilitate the elimination of any
errors which may arise due to edge-connector problems
and noise pick-up over the length of the data bus. .

Another important consideration is that of the relia-
bility of the components used in the checking circuits.

If the checking logic becomes large and compleéx it may
degrade the overall system performance rather than
enhance it. Hence, the encoder—decoder/corrector
circuits should be kept as simple as possible. Further, the
error-correcting circuits will require a finite settling time,
which will increase with increasing circuit complexity.

The settling delay should only be of the order of
30 — 50ns for the circuits described and this will not norm«
ally present any problems, since it should be easily absorbeq
into the settling time allowed for the data bus during
memory access operations. It may, however, become
a problem for systems utilizing high-speced memory
devices, ¢.g. bipolar memories with typical access times of
70 — 90ns. For such cases the encoder—decoder/corrector
circuits should be constructed from a high-speed logic
family (e.g. ECL — emitter-coupled logic). This wiil
reduce the settling time to 2 few nanoseconds.

ROM and PROM-based systems can also present some
problems for the reliability-checking circuits. The main
reason for this is that ROMs and PROMs are byte rather
than bit organized; most RAMs are bit organized. This

microprocessors
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Bit in erior Output code

A B c’ D’ E’
Bit 0 1 1 0 0 0
Bit 1 1 1 1 0 0
Bit 2 1 1. 0 1 0
Bit3 1 1 0 0 1
Bit 4 1 0 1 0 0
Bit S 1 0 0 1 0
Bit 6 1 0 0 0 1
Bit 7 1 0 1 0 1
Bit 8 0 1 1 0 0
Bit9 0 1 0 1 0
Bit 10 0 1 0 0 1
Bit 11 0 1 1 1 0
Bit 12 0 0 1 1 0
Bit 13 0 0 1 0 1
Bit 14 0 0 1 1 1
Bit 15 0 0 0 1 1
Check bit A 1 0 0 0 0
Check bit B 0 1 0 0 0
Check bit C 0 0 1 0 .0
Check bit D 0 0 0 1 0
Check bit E 0 0 0 0 1
Other
Errors .
(multiple) 1 0 1 1 0
1 1 1 1 0
0 1 1 0 1
1 1 1 0 1
1 0 0 1 1
0 1 0 1 1
1 1 0 1 1
1 0 1 1 1
0 1 1 1 1
1 1 1 1 i
Error-free
output 0 -0 0 0 0

Figure 8. Possible output codes and their meaning

makes the task of adding the extra storage, required for

the check-bits, a little more complicated and will generally
mean that some storage space is wasted. This disadvantage,
however, is offset by the fact that ROM and PROM-based
systems do not require any encoder circuitry.

CONCLUSIONS

Some form of error checkihg is desirabie for most
systems, and, as this paper has shown, the additional cir-
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Figure 9. Semiconductor reliability life curve

cuit requircments can be quite small. For most applications
the simple parity-check arrangement will be quite
adequate. The full checking and corrector circuits become
important where higher data integrity is required or for
any application using relatively large amounts of storage.

Providing crror-correcting circuits for the store is not,
however, a complete answer to all reliability problems,
since other single-bit errors arising in the system may still
cause catastrophic failures (e.g. an erroneous address may
cause error-free but incorrect data to be supplied). In
situations where this is an important consideration, a
checking system, similar to those described, should be
applied to the address bus and multiprocessor schemes
implemented. ,

Including a store-checking scheme does, however,
considerably increase the reliability of what can be the
least reliabic element of a microprocessor system.
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Appendix D

Program Listings

i)  Autocorrelation Program

ii) Spike Detector Program
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WATS

£AUTOC

AUTOCORRELATION ROUTINE

RXX(T) = 1/N.suM( x(1).x(1-T) )

CALCULATIONS: =~

MYl

100 RXX(T) VALUES FROM T = 0

TO T = 99

SAMPL ING FREQU. = 200HZ
2MIN 44SECS APPROX) RECORD
N = 32768 -

VALUES TAKEN FROM CASSETTE

RESULTS: - STORED IN MAIN MEMORY IN BUFFER RXXT

RO = 0

R1 = 1

R2 = 2

R3 =3

R4 = 4

RS = 5

Sp = 6

PC = 7

TBUF = 1000

RBUF = 1200

RXXT = 1600

MEAN = 2000

TOTL = 2010

STAK = 2020

© QLOB £AUTOC

LAYUTOC MVIIl STAK,SP
CLRR RO
Myll MEAN,RS
MVO®@ RO,RS
MV0® RO,RS
MVIl TOTL,RS
MVO® RO,R5

CRBF  MV!l RBUF,RS
MVO® RO,RS
CMP! RBUF+400,R5
BLE CRBF

CASSETTE SET-UP

20, R0

MVO RO, 167742
BEXT BFIL, 1
B WATS

;DELAYED 1/P VALUES
sRESULTS BUFFER
sRXX(T) VALUES
sMEAN VALUE

sLOOP COUNT

sSTACK START ADDR

sSET-UP STACK POINTER
JCLEAR MEAN REGS

$CLEAR LOOP COUNT
sCLEAR RESULTS BUFFER

]

$SET FOR READ HI-SPEED)INC‘
;WRlTE CONTROL WORD ‘
sALLOW SET-UP DELAY

251



-e
L 14
we

FILL BUFFER

e V6 B¢ we we

-0
-
.e

08
n
c

MVII TBUF,R5
CONT  MVO RO, 167744
WAIT BEXT READ,?2
B WAIT '
READ  MVI 167745,R0
ANDI 377,RO
SLR RO, 1
MYO® RO,R5
CMP1 TBUF+144,RS
BLT CONT

FETCH X(1) VALUE

. ¥E we e w9

Mvll TBUF,R5
CNT2 MVO RO,167744
WAT2 BEXT RED2,2

B WAT2
RED2 Myl 167745,R0
ANDI 377,R0
SLR RO, 1
MVO8® RO,R5
- CMP! TBUF+144,R5
BLT CMAN
MvIl TBUF,RS

-e
-
-9

UPDATE MEAN TOTAL

Clwe wo ws o w0
-e
e

=
e

MYll MEAN,R3
MVI8 R3,R1
INCR R3

MYI® R3,R2
ADDR RO,R1
ADCR R2

MVO® R2,R3
DECR R3

MVO® R1,R3

we
-e
we

CALC RXX{T) VALUES

»e B4 We VI we

-
- -
L 1]

PSHR RS
MVYII RBUF,R3
CRXT MVI® RS,R1
PSHR RO

;CASSETTE READ REQUEST
sWAIT FOR IDAY

sREAD BYTE
;CLEAR TOP BITS
sLIMIT 1/P TO 7-BITS

- 3STORE VALUE

;BUFFER FULL?

$sCASSETTE READ RQ
sWAIT FOR 1DAY

sREAD BYTE

sLIMIT I/P TO 7-BITS
$STORE VALUE

sTOP OF BUFFER?

$SET POINTER
sFETCH RUNNING TOTAL

sADD PRESENT X(1) YALUE
$ADJUST FOR CARRY .
sSTORE RESULT

{SAVE PRESENT TBUF PNTR
sSET RESULTS BUFFER PNTR

. sFETCH DELAYED VALUE

sSAVE X(1) VALUE
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MULTIPLY ROUTINE

w e wWe Wb e

iid
PSHR RS
TSTR R1
BPL MULO
NEGR RO
BOY MyL3
NEGR R1
BOV MUL4
MULO  MOVR RO,R2
CLRR RO
MVIl «17,R5
MULY1  SARC RO
MULZ2 RRC R1,1
DECR RS
BZE MULS
BNC MuL1
ADDR R2,R0
BNOY MuL1
RRC RO, 1
B MULZ2
MUL3 -~ MOVR R1,RO
NEGR RO
MUL4 CLRR Rt .
" MULS5 PULR RS
MVi® R3,RO
INCR R3
MYl® R3,R2
ADDR R1,R0
ADCR R2
MVO® R2,R3
DECR R3
MYO® RO,R3
PULR RO
INCR R3
INCR R3
CMPI RBUF+310,R3
BGE FTNX
CHMP1 TBUF+144,RS
BLT CRXT '
MYIl TBUF,RS
B CRXT

MYIl TOTL,R5
MY10 R5,R1
CMP1 40000, R1
BGE FINS

INCR R1

DECR RS

MVO® R1,RS
PULR R5

B CNT2

-‘1.. e Bd B 9o
) ve .

22 we

o€ wo

$SAYE PNTR

$CHK MULTIPLIER SIGN
3BRANCH IF POS
tNEGATE MULTIPLICAND

;MULTIPLICAND TO R2
sINIT PARTIAL PRO
;LOOP COUNT .
:SHFT MS PART PROD
sSHFT LS PART PROD
;sDECR LOOP COUNT
sFINISHED?

;CHK SHFTD OUT BIT
3ADD M/CAND TO P.P.
;CHK FOR OVERFLOW
;SHFT IN CARRY

sLARGEST NEG NO, -

;RESTORE PNTR
;FETCH RUNNING TOTAL

;ADD NEW VALUE
sCARRY ADJUST
sSAVE RESULT

SRESTORE X(1) VALUE
;MOVE PNTR TO NEXT VALUE
sTOP OF BUFFER?

3TOP OF 1/P BUFFER?
sRESET PNTR -

CHECK FOR ALL PNTS CALC’D

JFETCH RUNNING TOTAL

 jALL VALUES CALC/D

;INGR TOTAL
sRESET TBUF PNTR
$READ NEXT X(1) VALUE
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CALC FINAL RESULTS

13
INS  MVII MEAN,R3 sCALC MEAN VALUE

MVI® R3,RO
INCR R3
MYI® R3,R1
SLL R1,1 , ;SHIFT HI=-WORD
SLLC RO, 1 sSHIFT LO=-WORD
ADCR R1 sR1 = X(MEAN)
MOVR R1,RO
MOVR RO,R2 sMULTIPLICAND TO R2
CLRR RO sINIT PePe .
MVIL .17,R5

MLT1 SARC RO {SHFT MS P.P.

MLT2 RRC R1,1

. DECR RS -
BZE MLTS sFINISHED?
BNC MLTY sCHK SHFTED OUT BIT
ADDR RZ2,R0O 3ADD M/CAND TO Pe.P.
BNOY MLT1
RRC RO, 1 ;SHFT IN CARRY
B MLT2

MLT5 MvIl RBUF,RS $SET PNTRS
MVIl RXXT+144,R3

NEXT Mvi@ R5,RO sFETCH RXX(T) VALUE
MV16 R5,R2
SLL R261
SLLC RO, 1
ADCR R2 3R2 = RXX(T) RESULT
SUBR R1,R2 $SUBR MEAN
MVO® R2,R3 ;STORE RESULT
DECR R3 3 sSHFT PNTR
CMPl RXXT,R
BGE NEXT sALL VALUES CALC/D?
HLT , :
HLT '
NOP
NOP
END
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EDFPAC

v X
..m
w

L 1]

FIRST ORDER DIFFERENCE FOLLOWED By A
SECOND ORDER BUTTERWORTH FILTER
WS = 500HZ WC = 50HZ
ARTIFACT REJECTION ROUTINE
'SPIKE DETECTION ROYTINE

OUTPUT TO CASSETTE
- EVERY OTHER SAMPLE

JJ-. Ve WS WE WO VS G VO WS O ¢ we we we
ve

Oewe

= 0
R1 = 1
R2 = 2
R} = 3
R4 = 4
RS =5
SP = §
PC = 7
FLAG = 1000 sFLAG WORD
DIFP = 1002 $DIFF VALUES
PNTR = 1010 sDELAYED X VALUES
LABL =-1020 $DELAYED Y VALUES
STOR = 1030 :INPUT DATA STORE AREA
OPST = 1040 ;CUTPUT COUNT
PKFL = 1041 IPEAK FLAGS
CNTA = 1043 sCOUNT A
CNTB = 1044 $tCOUNT B
ARTB = 1050 ;ARTIFACT BUFFER BASE
ARTP = 1250 sARTIFACT BUFFER PNTR
ARTC = 1252 sARTIFACT COUNT

GLOB £DFPAC
£DFPAC CLRR RO
MV1l FLAG,R5

MYO® RO,R5 sCLEAR OUTPUT FLAG
MYO® RO,RS5 sCLEAR PEAK FLAG
MV1l ARTB,R1 . o
MVO R1,ARTP t INITIALISE ARTF« PNTRe
CLRR R1 . - :
MYO R1,ARTC ~ 3CLEAR CROSSING COUNT )
MVIl ARTB,R5 ‘ ,: o
CART MVO® R1,R5 3CLEAR ARTIFACT BUFFER
CMPI ARTB+.125,R5
BLE CART . -
MYIl 000017,RO ~ $SET CASS FOR CONT WRITE - 14IpsS
MYO R0,167742 ~ 3WRITE CONTROL ORD
WWAT  BEXT DFIL,1 SWAIT FOR IRDY
B WWAT _ .
DFIL  MVI 167732,R0 s INPUT X(N) VALUE
AND1 000377,RO ;CLEAR TOP BITS
MVII STOR,R5
MVO® RO,R5 ;STORE X(N) VALUE
SLL RO, 2 $SCALE INPUT
MYI1 DIFP+1,R5 - 3LOAD x(N-1) ADDR
MYi® R5,R1 sFETCH X(N-1) VALUE |
DECR R5 ‘
MVO® RO,R5 $STORE NEW x(N-1) YALUE

SUBR R1,RO RO = X(N) - x(N-1)
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3
l

J
L

RESU

CRES

POS2

NEXT

POST

NVAL

R

g e ]

FILTER ROUTINE

CLRR SP
TSTR RO
BPL RESY
NEGR RO
INCR sp
SWAP RO, 1
SLR RO, 2
SLR RO, 1
TSTR SP
BZE CRES
NEGR RO
CLRR sP
MYIl PNTR,RS
MVI® RS,R1
MOVR R1,R3
BPL POS2
INCR sP
NEGR R1
SLL R1,1
TSTR SP
BZE NEXT
NEGR R1
CLRR SP
Myle RS,R2
ADDR RO,R1
BOY STOP
ADDR R2,R1
BOV STOP
MVYII PNTR,R5
MVO® RO,R5
MVO® R3,R5
MOVR R1,RO
BPL POS1
INCR SP
NEGR RO
SLR RO, 2
SLR RO, 2
MOYR RO,R1
SLR RO, 2
SLR RO, 2
ADDR RO,R1
SLR RO,2
ADDR RO,R1
SLR RO, 2
SLR RO,2
ADDR RO, R1
TSTR SP
BZE NVAL
NEGR R1
CLRR Sp
MOVR R1,R3

sCLEAR SIGN FLAG

SET STATUS
$*VE VALUE?
:2°s coMp

sSET SIGN FLAG
sSCALE INPUT

;CHECK SIGN FLAG
sFLAG NOT SET?

;2’s comp

;CLEAR SIGN FLAG
$SET X VALUES BASE
sFETCH X(N~-1) VALUE
;SAVE VALUE

$+VE YALUE

3SET SIGN FLAG

s2’s CoMP

$MULT BY 2

jCHECK SIGN FLAG
iFLAG NOT SET?

12s coMP

sCLEAR SIGN FLAG
sFETCH X(N-2) VALUE
sR1 = X(N) + 2x(N-1)
;OVERFLOW?

sR1 = X VALUES COMP

$OVERFLOW?

$STORE NEW x§N-1; VALUE
$STORE NEW X(N=2) VALUE
$MOYE RESULT

$*VE INPUT? .

;ssr SIGN FLAG

34 SHIFTS
$SAVE RESULT

18 SHIFTS
$ADD TO TOTAL
110 SHIFTS

114 SHIFTS -

tR1 = 0.0675 X COMP
;CHECK SIGN FLAG
'FLAG NOT SET?

12's COMP

sCLEAR SIGN FLAG
$SAVE RESULT:
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- W VO wé v
-0
-e
-

«e
L ld
w>e

POSY

NXTY

REPS

INVY

-

CALC Y VALUE cOMpPS

-

MVl LABL,RS
MVig R5.R0
MOVR RO, R1
BPL POSY
NEGR RO
INCR sP
MOVR RO,R2
SLR RO, 2
SLR RO, 1
ADDR RO, R2
. SLR RO, 2
SLR RO, 1
ADDR RO, R2
SLR RO,2
SLR RO, 1
ADDR RO,R2
SLR RO, 1
ADDR RO,R2
ADDR RO,R2
SLR RO,1
ADDR RO,R2
SLR RO, 1
ADDR RO, R2
TSTR SP
BZE NXTY
NEGR R2
CLRR 8P
MY1® RS5,RO
TSTR RO
BPL REPS
NEGR RO
INCR SP
SLR RO, 2
MOVR RO,R5
SLR RO, 1
ADDR RO,RS
SLR RO, 2
ADDR RO,R5
SLR RO, 2 ;
ADDR RO,R5
TSTR SP
BZE INVY
NEGR RS
CLRR. 8P
SUBR R5,R2
BOV STOP
ADDR R2,R3
BOY STOP.
MVI1 LABL,R5
MYO® R3,R5
MVO® R1,RS5

sFETCH Y(N-1) VALUE
$SAVE RESULT

$+VE VALUE?

12°s coMp

$SET SIGN FLAG
:SAVE VALUE

$3 SHIFTS
;ADD TO TOTAL

;6 SHIFTS

19 SHIFTS

310 SHIFTS
312 SHIFTS
313 SHIFTS

:14 SHIFTS

sR2 = 1.,144Y(N=1)
;CHECK SIGN FLAG
-FLAG NOT SET
-CLEAR SIGN FLAG

SFETCH Y(N-2) VALUE

$SET STATUS
°+VE YALUE?
'Z:S coMpP

$SET SIGN FLAG
32 SHIFTS
$;SAYE RESULT
13 SHIFTS
sADD TO TOTAL
15 SHIFTS

37 SHIFTS

$RS = 0.414Y(N=2)
;CHECK SIGN FLAG
sFLAG NOT SET?
;2 S COMp

;CLEAR SIGN FLAG
tR2 = Y COMP -
sOVERFLOW?

sR3 = Y(N)
sOVERFLOW?

~ $STORE NEW YsN-1) VALUE

;STORE NEW Y(N=2) VALUE
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e 90 9O we we

CKBF

STPN

SPRS

R R R L

e we wé we

POSR

$iis

ARTIFACT REJECTION ROUTINE

$333

MOVR R3,RO
MOVR R3,R1"
ANDI 100000, R1
MVI1 ARTP,R3
MV1® R3,R5
MVI@ R5,R2
SAR R2, 1
CMPR R1,R2
BZE CKBF
MVI1 ARTC,R3
MV1® R3,R2
INCR R2

MVO® R2,R3
XORI 1,R1

CMPI ARTB+.125,R5

BLE STPN
MYI1 ARTS,RS
MVO RS, ARTP
MV1® R5,R2
CLRC

RRC R2,1 -

BNC SPRS
MVIl ARTC,R3
MVI® R3,R2
DECR R2

MyO0® R2,R3
DECR R5 .
MVO® R1,R5
MOVR RO,R3

$SAVE FILTER O/P
tR1 = FILTER O/P
;CLEAR ALL BUT SIGN

;LOAD BUFFER PNTR
sFETCH N-1 SAMPLE
$3CLEAR SIGN FLAG

$COMPARE SIGNS

s INCR CROSSING COUNT

$SET SIGN CHANGE FLAG

sTOP OF BUFFER?
:RESET PNTR

$STORE PNTR

sFETCH N=126 SAMPLE
;CLEAR CARRY BIT

;SIGN FLAG SET?
$DECR CROSSING COUNT

$tMOVE PNTR BACK
;WRITE PRESENT SAMPLE

;RESTORE FILTER 0/P

SPIKE DETECTION ROUTINE -

TSTR R3

BPL POSR

NEGR R3

INCR sP

SLR R3,2

SLR R3,2

AND! 000377,R3
CMP} 60,R3
BLE CKPS

TSTR SP

BZE PSPK

MYIl PKFL,R5
MVvIi® RS’R1 -
TSTR Rt

BZE NOPK -
MVO® R1,R5

MY1l CNTA,RS
MV1® R5,R1
INCR R1
DECR R5

MVO® R1,R5

$SET STATUS
;+¥E RESULT
328 COMpP

$SET SIGN FLAG
iRESCALE

sCLEAR TOP BITS
sCMPR WITH +0.,48
sPEAK NOT FOUND?
sCHECK SIGN FLAG
s+VE PEAK?

sFETCH +VE PEAK FLAG

sFLAG NOT SET?
;SET =VE PEAK SLAG

sFETCH COUNT A
;INCR COUNT A

$STORE NEW COUNT A
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OUPT CLRR SP sCLEAR SIGN FLAG

MVYIl STOR,RS :
MVI® R5,RO sFETCH X(N) VALUE
MVI! OPST.R5 . )
MVI® RS,R1 sFETCH OUTPUT COUNT
CMP1 0O,R1
BLE COUT ;COUNT ZERO?
XOR1 000400,RO sSET NINTH BIT
DECR R1 ;DECR OUTPUT COUNT
DECR R5 . -
MVO@ R1,R5 $STORE NEW OUTPUT COUNT
COUT  MVII FLAG,RS
MVI® R5,R1 sFETCH OUTPUT FLAG
TSTR R1
BZE SFLG sFLAG NOT SET
MYO RO, 167743 3OUTPUT VALUE
CLRR R1
DECR RS
MV08 R1,RS sCLEAR OUTPUT FLAG
B WAIT e ' :
SFLG  DECR RS
MVIL 1,R1 /
MVO@ R1,R5 $SET OUTPUT FLAG
WAIT BEXT DFIL,0 sNEXT SAMPLE READY
B WAIT
PSPK  MVII PKFL,R5
MVll 1.R1 ’ s
MVO® R1,R5 " 3SET +VE PEAK FLAG
INCR R5 '
MVi® R5,R1 sFETCH COUNT A
INCR R1 ;s INCR COUNT A
DECR R5 '
MVO8® R1,R5 ;STORE NEW COUNT
B OUPT 5 L
CKPS MVIIl PKFL,R
E MVI® RS5,R1 i sFETCH +VE PEAK FLAG
TSTR R1 : .
BZE NOPK sFLAG NOT.SET?
MY1® R5,R1 {FETCH -VE PEAK VALUE
TSTR R1 ' :
BZE NSET sFLAG NOT SET?
MVI1 CNTA,RS
MV13 RS,R1 tFETCH COUNT A
MVIl OPST,R
MVOO R1,R§ > $sCOPY COUNT A TO OUTPUT COUNT -

NOPK  CLRR Rt
MVI1 PKFL,R5

MVO® R1,R sCLEAR PEAK A FLAG
MYOO 21:Rg ;CLEAR =VE PEAK FLAG
MVO® R1,R5 ;CLEAR COUNT A
MYO® R1,R5 ;CLEAR COUNT B
B OUPT

NSET MVIl CNTB,R5 -
Myie r5,R1 - ;FETCH COUNT B
INCR R1 ;s INCR COUNT
DECR R5
MVO® R1,RS5 $STORE NEY COUNT
CMP1 ““&,RY
BGE NOPK sCOUNT> 4% "
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STOP

MVil ARTC,RS
MY1i® RS,RO
CMPl 120,R0
BGE NOPK

B OUPT

HLT

HLT

sFETCH ARTIFACT COUNT
$COUNT > 807
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Appendix E

Error Calculations for the

Second-Order Butterworth

Filter
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E.1 Introduction

The errors introduced into the sigﬁal as a result of
the digital filtering operation are calculated in this
appendix. The errors arise as a consequence of quantization
effects and mean that a slightly different filter than the
one desired, will be realized. The errors will manifest
themselves as slight shifts in the pole-zero locations from

their ideal positions and as small changes in the values ofv
coefficients.

E.2 Cut-off Frequency Error

The shift in the pole-zero locations will mean that

the cut-off fiequency of the filter is altered from the
desired value of w,= 50Hz. This can be found directly
from the relationship:-

‘we = 1tans = 0.10341
n 10

o
The 0.00341 error is introduced into.the we/wg ratio

as a consequence of the bilinear transformation technique

[21} . The actual cut-off frequency realized is:-
‘we = tan'( 0.10341 ).w,
and if «, is set at 500Hz:-

= 51,52187Hz

i.e. a 1.52187Hz error in wg.

There will be'a truncation error involved in the
realization of the 0.10341 coefficient, and this will tend

to reduce the magnitude of the error im we:-
we = tarr'(0.103410 - 0.000006) X 500

| - = 51,5187Hz.
'As can be seen, there is an error of 1,5187Hz in the
value of we but this is not Af major importance for the EEG
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application; the amplitude response is of far greater sig-
nificance. ” | )

E.3 Amplitude Error

To calculate the amplitude error, the filter‘cxonfigur‘
ation must be considered since the total error is dependent
upon the structure used. The implementation of the second-
order Butterworth filter used in the EEG analysis routine

is as shown in Figure 1l.E.

0.414
e
N

1364

Xird

oY (1)

y(n) = 0.0675 [xn + 2x4 + Xy
+ 1.144yn4q = 0.414y, 5

A

Figure 1.E Second-order Butterworth filter implementationm.

The input to the filter is provided by the ou'tpﬁt of

an A-D converter and so is subj ect to an input quantization
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error. If the input to the A-D converter is x(n) and the
corresponding output is x(t), then:-

x(n) = x(t) + En (1)

where E, is the quantization error.

The error arising as a result of the x term summation

x{n-2)

x(t)

x(N)
| x(n-1)
Now | x(N) = x(n) + x(A) + x(B)
‘and x(A) = sz) + Ea

where fo) represents the ideal x(A) value and E, the error
‘term, Similarly:-
x(B) = X(B) + Eg.

The coefficients are A = 1 and B = 2 and both can be
realized exactly without the introduction of any error.

Hence, the only errors are those due to the input quantiz~
ation error E,. The E, term represents the absolute error
* introduced by the conversion process and so the error due

to the summation of the x terms is the sum of the quantiz-
ation errors:-. -

x(N) = [x(t) + En] + 2.0[x<t-1)'j- En] N
B [x(t-Z) + En]
= x(I) + 4E, - (i1)

~where x(I) represents the error-free sum of the x terms and
4LE, the error term.,

This output is now scaled by the 0.0675, or G, coeff-
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icient:-

x(N)———————[:::>——————- x(s)
“s

Now x(S) = x(N).¢

where . e=T+ Eg
So, substituting'from (ii):-
x(S) = [x(1) + 4En][8 + Eg]
= x(1).8 + x(I).Eq + 4EnG + 4E Eq

The result x(S) must however be truncated to sixteen-bits

and so a further error E; must be added, which gives:-

A\
x(8) = x(8) + Eq

N A '
= x(1).G + x(I).Eg + 4En.G + 4EEg + E7  (iii)
and so the error at this stage is:-

A |
Eg = x(I).Eq + 4E,.G + 4LEEg+ E¢

The error introduced by the y terms summation is:-

yln-2)

xIS)+ Eg yiN)

yln-1)
Now g = x(s) + () + y(D) (1)
and y(C) = Y&) + Ec

N L
where y(C) represents the ideal y(C) value and Ec the error
term. Similarly:-

y(D) = ny) + Ep

~ The Ec and Ep terms comprise the error involved in the

‘definition of the coefficient and the absolute error in the
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value of the output y(N), since the filter.is recursive.'If

the absolute error present at the output is E,, then:-
y(©) = [y{&) +g,[[c + =]
/\ /\ N\ \
= y(C).C + y(C).Ec + Ey.C + EyEc
and again, a quantization error must be added. Similarly:-
A A A A
y(D) = y(D).D + y(D).Ep + Ey.D + EyEg + Ey
Substituting in equation (iv):-
A
Y(N) = y(N) + E,
A \ .
= [x(I).’G + x(1).Eqg + 4E,.G + 4E Eg + ET]
' A A A A
+ [y(c).c + y(C).E¢ + E,.C + EyEc+ ET]
N ”~ N A
+ [y(D).D + y(D).Ep + E,.D + E Ep+ .ET}
taﬁd so the total absolute error at the output is given by:-
' N
E, = [x(I).EG + 4EnG + 4E,Eg+ 'ET]
A A
+ [y(C).Ec + E,.C + EyEc + ET]
A ~
+ [y(D).Eo + Ey.D + EyEo + Er ]
which, ignoring the second-order terms:-
. A N
E,(1 - € - D) = x(I).Eq + 4ExG + y(C).Ec
~
+ y(D).Ep + 3Eq
Substituting the corresponding values:-

N,
C=1.144
/N

D = -00414
e

G = 0.0675

an&, for an eight-bit A-D converter the peak error is:-
En = 0.00391 e
and, setting x(t) = 1 and y?ﬁ) = 1:-
Ec= 0.000003
' Ep= 0,000014
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Ec = 0.000056
Ey = 0.000122

The ‘digital word is split up as:=-

s| 1 . F
15

0
for the'filter calculation and so the last- four error values

represent the absolute errors for a thirteen-bit represent-
ation.,

E,(1 - 1.144 + 0,414) = 4x0,000056

+ 4%0,00391% 0.0675
+ 1 X0.000003
+ 1X0.000014
+ 3%0.000122
E,(0.27) = 0.001665

. o Ey, = 0,001665. = = 0.006167
0.27

which is the absolute error in y. This error is made up of

the error introduced by the filter and the error present
at the input due to the A-D conversion process. If the
A-D error could be reduced to the theoretical limit of

zero, then the remaining error would be due to the filter |
alone, and would be:-

E,(0.27) = 0.001665 - 0.001058

i.e, E; = 0.000607 = 0,002248
0.27

This is the peak error introduced into the signal by

the filter and does not take account of any frequency effects
(i.e. it is the pegk error for zero frequency). It is possible

that error-amplification can occur at particﬁlar frequencies,
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although no serious problems have been encountered in this
case (see Chap. 6). In order that the error at different
frequencies may be calculated it is necessary to express

the error in y in the form of a first-order approximation
such as:-

Ayn(z) = (Cz'+ D22 )ay + (aCz"! + aDz2 )y

If z is rei:laced by elwT, the above equation may be -

evaluated for various values of w and hence Ay, (eivT)

found.
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