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ABSTRACT 
 

The pronounced development in the field of solar cells has been driven by the 
increasing interest in “green” energy generation in recent decades. 
Nevertheless, to increase the deployment of solar cells the energy conversion 
efficiency has to be improved further. The highest energy conversion efficiency 
has been recorded using a Silicon solar cell. However, there are limitations 
such as the high reflection from the solar cell surface that limits further 
improvement of the energy conversion efficiency. The large refractive index 
contrast between air and the material of the solar cell leads to high reflection. 
As a consequence, reducing the reflection from the solar cell surface is a 
priority.  
 
This research aims at reducing reflection from the solar cell surface. To achieve 
this goal, modeling based analysis of a micro pillar array texturing pattern and a 
new and exciting texturing pattern (the hut-like pattern) are presented. The 
simulation method used for this study is the Finite Difference Time Domain 
(FDTD) method. In the discussion, the effect of key structural parameters on the 
reflection is analyzed to obtain an in-depth understanding of the patterns. 
Additionally, the inter-dependence between the different structural parameters 
under study is considered during the discussion. 
 
The analysis shows that the reflection from a micro pillar array solar cell 
decreases as the Height (H) increases. The H by Diameter (H/D) ratio analysis 
presented in this work determines that there is a convergence in the reflection 
when the H/D ratio is high. This can be useful especially for designers with low 
precision fabrication equipment who can target higher H/D ratio to ensure a low 
reflection. The high surface-to-volume ratio when the H/D ratio is high can lead 
to high surface recombination. High surface recombination is a major problem in 
textured solar cell since it diminishes the electrical performance.  
 
An alternative is to use the hut-like pattern that combines the benefits of 
lowering the reflection with a low surface-to-volume ratio. The low surface-to-
volume ratio is expected to have a positive effect on the surface recombination 
(i.e. lower surface recombination). The results show excellent optical 
performance of the pattern. Additionally, the hut-like pattern provides a 
reflection lower than other texturing patterns such as pyramid, nanowires and 
micro pillars. Furthermore, the results of a fabricated proof of concept hut-like 
sample are presented which highlights the excellent optical performance of the 
pattern. 
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r  Relative permittivity 

0  Free-space permittivity 

 Magnetic permeability 

r  Relative permeability 

0  Free-space permeability 

x  Mesh step size on the x direction 

y  Mesh step size on the y direction 

z  Mesh step size on the z direction 

t  Time step 

 u x  Function dependent on x 

 u' x  First derivative of a function dependent on x 

i Current node in the FDTD scheme in x direction 

j Current node in the FDTD scheme in y direction 

k Current node in the FDTD scheme in z direction 

n Current node in the FDTD scheme in time 

i+1 Next node in the FDTD scheme in x direction 

i-1 Previous node  in the FDTD scheme y direction 

xE  Electric field component on the x direction 

yE  Electric field component on the y direction 

zE  Electric field component on the z direction 

xH  Magnetic field component on the x direction 

yH  Magnetic field component on the y direction 

zH  Magnetic field component on the z direction 

Msource Magnetic field source 

σ *  Magnetic loss 

σ  Electric conductivity 

Jsource Electric field source 

1t  
Time taken by the electromagnetic wave to travel from the 

source to the surface 
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2t  
Time taken by the electromagnetic wave to travel from the 

surface to the PML 

3t  
Time taken by the electromagnetic wave to travel from the 

PML to the reflection monitor 

simulatedt  Simulated time 

X Span of the simulation window in the x direction 

Y Span of the simulation window in the y direction 

r Radius of a micro pillar 

 Number pi 

 
Angle between the side walls of the hut-like micro pillar and 

the substrate 

 T f  Transmission frequency dependent 

 P f  Poynting vector 

dS Surface normal 

Sourcepower Electromagnetic waves launched by the source 

IAM1.5 Reference solar spectrum AM 1.5 

TE  E field component transversal to the PEC boundary 

NE  E field component normal to the PEC boundary 

yje   Phase of the wave in y direction 

xje   Phase of the wave in x direction 

Ezx E field component normal to the PML 

Ezy E field component transversal to the PML 

1  Dielectric constant medium 1 

2  Dielectric constant medium 2 

1  Permeability medium 1 

2  Permeability medium 2 

y  Conductivity medium 1 

m y  Conductivity medium 1 

x  Conductivity medium 2 

mx  Conductivity medium 2 

Sx Term determining exponential of absorbing curve in PML 
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Chapter 1: Introduction 

 

In this Chapter, background knowledge of solar cells is introduced to pave the 

way for a discussion on its current stage. The discussion provides the most 

relevant information in the field of solar cells. This thesis describes: the 

importance of solar cells, basic history, basic physics for solar cells and different 

types of solar cells. 

 

1.1 Importance of solar cells 

 

Currently the energy generated for daily consumption in its vast majority comes 

from fossil fuels [1, 2]. However, the discovery of solar cells and other 

renewable energies resources have taken some shares of that consumption [3]. 

Governments and their citizens around the world have realised the 

environmental implications of our extremely large energy consumption [4, 5]. As 

of 2011, the energy consumption was equivalent to energy generated with 12 

billion tones of oil [6]. Up to 92% of that energy came from oil, coal, natural gas 

and nuclear energy [7]. The transition from a fossil fuel based energy supply to 

a renewable based energy supply is not straight forward. A lot of investigations 

and improvements have been made towards efficient and economic energy 

generation from renewable sources. 

 

For this purpose Governments around the world have set up ambitious plans for 

lowering CO2 emissions. In the U.S.A the government has set the target of 

reducing climate change emissions 25% from the levels recorded in 2005 by 

2025 [8]. In the E.U., the parliament in 2009 agreed to set an ambitious program 

to generate 20% of its energy consumption from renewable sources by 2020 

[9]. The Chinese government set a target in 2010 to improve the energy 

production from solar cells by 160 times within ten years [10]. In Australia, the 

government has targeted the energy consumption from renewable resources to 

rise to 23.5% of the total energy consumption by 2020 [11].  

 

In this matter, renewable energies will play a very important role. For example, 

the energy of sunlight reaching the earth in a single day is equivalent to 27 

years of the energy consumption of World’s current population [1]. The sunlight 
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is free to access and it is an unlimited resource which makes it a very promising 

technology. However, there are many aspects that need to be taken into 

account before deploying a solar cell. Not every place in the world has 

appropriate conditions for solar cells. Wherever solar cells are not appropriate, 

other types of renewable energies could be adopted as an alternative solution 

for clean energy generation. Therefore, it is important that each country defines 

the most suitable renewable energy policy to develop a sustainable energy 

market [12]. Furthermore, an efficient energy storage device has to be 

developed to store generated energy for moments when weather conditions do 

not allow energy generation [13]. This will enhance the installation of solar cells 

devices on residential areas as well as on industrial areas. Moreover, the price 

for purchasing and installing solar cells has to be reduced. The solar cell market 

has developed considerably in recent years partly due to lower prices [14]. In 

order to achieve lower prices, which make solar cells more accessible, it is 

necessary to develop further the technology involved in the field of solar cells. In 

the following section a discussion on the history of solar cells, is presented.  

 

1.2 History of solar cells 

 

The interest on using the energy from the Sun for human being’s daily life has 

arisen for many centuries [15]. With the discovery of electricity, the interest 

shifted to generating electricity using sunlight. However, this was not achieved 

until 1839 when Edmond Bequerel first reported the evidence of the 

photovoltaic effect [16].  

 

Over one century later, in 1954 a good understanding on p-n junctions formed a 

path to the invention of the first solar cell at Bell labs [16, 17]. This type of solar 

cells is known as the first generation solar cells and it was a Silicon (Si) single-

crystal solar cell with a conversion efficiency of 6% [16]. Within a short time the 

efficiency was increased up to 15% [16, 17]. Nowadays the highest efficiency 

for this type of solar cell is 25% [18, 19]. At first the applications for outer space 

were more numerous than for terrestrial applications due to a large investment 

from space programmes of different governments [17, 20]. The applications of 

solar cells expanded in 1973 when the price of petrol increased due to the oil 

crisis [5, 17]. In this scenario, governments realised the importance of 
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developing the required technology for cheaper alternative energy resources.  

Renewable energies were seen as a clear but fairly expensive alternative for 

energy generation. The costs for the fabrication of solar cells were very high. As 

a consequence, many researchers focused on new active materials and on 

lowering manufacturing costs [6]. This led to a new type of solar cells, with high 

expectations, known as second generation solar cells.  

 

This group includes: amorphous Silicon (a-Si) solar cells, Cadmium Telluride 

(CdTe) solar cells and Copper Indium Gallium Selenide (CIGS) solar cells. 

However, the initial expectations were not fully met due to various problems to 

be discussed in Section 1.3. As a consequence, researchers focused on a new 

type of solar cells known as third generation solar cells.  

 

In this type of solar cell, the active material is an organic material. It is expected 

that the manufacturing process will be faster and cheaper for this type of solar 

cells. More detailed information will be discussed in Section 1.4. The material, 

from which solar cells are made of, has a large impact on the performance. In 

term of material, solar cells can be classified as: inorganic or organic solar cells. 

In the following sections these two are explained in detail; starting the 

discussion with inorganic solar cells. 

 

1.3. Inorganic solar cells  

 

The first solar cell was made of Silicon which is an inorganic semiconductor. 

Since then solar cells using inorganic semiconductors have dominated the 

market. Moreover, the energy payback time (time it takes for the total energy 

required for fabrication to be generated by the device) associated with inorganic 

semiconductors has been reduced from about 40 in 1970s to about 0.5 years in 

2010 in Southwest United States [21] and 5 years in Central Europe [22].  

Moreover, the highest efficiencies achieved thus far have been recorded for 

inorganic solar cells which is 25% [18, 19]. However, there are still some 

unresolved challenges which are related to inorganic solar cells requiring further 

investigation such as: efficiency limit, manufacturing process and costs. There 

has been great progress carried out to solve these issues. The efficiency limit 

can be overcome by increasing the number of junctions within the solar cell. In 
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addition, the cost can be lowered by using thinner layers of active material 

without affecting in excess the efficiency. In the following subsections, the 

different types of inorganic solar cells are discussed. The discussion starts with 

the most basic form of a solar cell: the basic p-n junction. 

 

1.3.1. Basic P-N junction and single junction solar cells 

 

In a p-n junction, there are two different doped types of a semiconductor 

material involved. There is a p-type semiconductor with an excess of holes, 

together with an n-type semiconductor with an excess of electrons [20]. In the 

case of Silicon (the most conventionally used semiconductor material in IC 

design as well as for solar cells), the excess of electrons and holes in the 

semiconductor is achieved by adding Boron, Allumium, Nitrogen, Gallium or 

Indium for p-type and Phosphorous, Arsenic, Antimony, Bismuth or Lithium for 

n-type. There are also alternative semiconductor materials that enable the 

formation of p-n junctions such as Gallium Arsenide or Cadmium Telluride.  

 

     

 

Fig. 1.1. Schematic diagram of a p-n junction. a) without depletion region. b) 

with depletion region. 

 

Figure 1.1 a shows the p-n junction before the formation of the depletion region. 

Here, some of the excess electrons and holes from both n and p-types diffuse 

to the opposite type (i.e. excess electrons from n-type diffuse to the p-type and 

excess holes from p-type diffuse to the n-type). Hence, the diffused electrons 

and holes combine with the holes and electrons on the p and n-types 



 

respectively near the interface

the generation of an Electric (E) field that opposes this diffusion as shown in 

Fig. 1.2 a [23]. As a consequence, the generated E field and the diffusion 

processes reach the equilibrium state

the carriers are depleted which means that there are no free carriers available 

near the interface. For this reason, the region near the interface is called as the 

depletion region.  

 

Fig. 1.2. 1D diagrams of a p

 

The presence of the depletion region leads to a potential difference across the 

junction as shown in Fig. 1

potential barrier for the remaining free electrons and holes on 

semiconductor [23]. The selection of the right doping material is very important 

for the performance of p

width of the depletion region is (which is defined by the semiconductor materia

and hence, how high the potential barrier is. Any carrier with a potential which is 

(a) 

(b) 

29 

respectively near the interface [23]. The diffusion of electrons and holes lea

of an Electric (E) field that opposes this diffusion as shown in 

As a consequence, the generated E field and the diffusion 

processes reach the equilibrium state as shown in Fig. 1.1 b

s are depleted which means that there are no free carriers available 

near the interface. For this reason, the region near the interface is called as the 

. 1D diagrams of a p-n junction under equilibrium state. 

(b) Voltage.  

The presence of the depletion region leads to a potential difference across the 

as shown in Fig. 1.2 b. Therefore, the depletion region acts as a 

potential barrier for the remaining free electrons and holes on 

[23]. The selection of the right doping material is very important 

for the performance of p-n junction. The doping level can adjust how large the 

width of the depletion region is (which is defined by the semiconductor materia

and hence, how high the potential barrier is. Any carrier with a potential which is 

[23]. The diffusion of electrons and holes leads to 

of an Electric (E) field that opposes this diffusion as shown in 

As a consequence, the generated E field and the diffusion 

b [23]. As a result, all 

s are depleted which means that there are no free carriers available 

near the interface. For this reason, the region near the interface is called as the 

 

n under equilibrium state. (a) Electric field. 

The presence of the depletion region leads to a potential difference across the 

. Therefore, the depletion region acts as a 

potential barrier for the remaining free electrons and holes on the n and p type 

[23]. The selection of the right doping material is very important 

can adjust how large the 

width of the depletion region is (which is defined by the semiconductor material) 

and hence, how high the potential barrier is. Any carrier with a potential which is 



 

lower than the potential barrier at the depletion region cannot diffuse to the 

opposite type. More information about the p

will be provided in the discussion of Section 1.3.1.4. 

 

Figure 1.1 b illustrates the p

region. This scenario is called equilibrium state [23]. However, the equilibrium 

state can be altered by applying an external voltage across the p

this case, the free electrons and holes can diffuse only if its potential is larger 

than the potential barrier across the junction. The value of the external voltage 

to be applied may vary with the material used. This value is known as threshold 

voltage. In the case of Si it is 0.7 V 

voltage applied can vary the operation of the p

operate either in forward or reverse

following sections [20, 23]. 

 

1.3.1.1 Forward biased p-n junction

 

Fig. 1.3. Schematic of a p

 

Figure 1.3 presents in a schematic the forward biased operation set up of a p

junction. The p-n junction is considered in forward bias operation when: the 

positive potential terminal of the external voltage is applied on the p

semiconductor. In addition, the 

voltage is applied on the n-type.  Under this condition, the depletion region gets 

narrower [23]. This is due to the repulsion that the positive and negative 

terminals have on the positive and negative charges of

semiconductors respectively [23]. In this way the 
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lower than the potential barrier at the depletion region cannot diffuse to the 

opposite type. More information about the p-n junction in the case of solar cells 

provided in the discussion of Section 1.3.1.4.  

Figure 1.1 b illustrates the p-n junction after the formation of the depletion 

region. This scenario is called equilibrium state [23]. However, the equilibrium 

state can be altered by applying an external voltage across the p-n junction. In 

free electrons and holes can diffuse only if its potential is larger 

than the potential barrier across the junction. The value of the external voltage 

to be applied may vary with the material used. This value is known as threshold 

i it is 0.7 V [24]. Moreover, the sign of the external 

voltage applied can vary the operation of the p-n junction. The p-n junction can 

operate either in forward or reversed bias which will be discussed i

n junction 

 

Schematic of a p-n junction on forward biased operation

presents in a schematic the forward biased operation set up of a p

n junction is considered in forward bias operation when: the 

positive potential terminal of the external voltage is applied on the p

semiconductor. In addition, the negative potential terminal of the external 

type.  Under this condition, the depletion region gets 

narrower [23]. This is due to the repulsion that the positive and negative 

terminals have on the positive and negative charges of the p-type and n

semiconductors respectively [23]. In this way the ability to diffuse increases

lower than the potential barrier at the depletion region cannot diffuse to the 

n junction in the case of solar cells 

n junction after the formation of the depletion 

region. This scenario is called equilibrium state [23]. However, the equilibrium 

n junction. In 

free electrons and holes can diffuse only if its potential is larger 

than the potential barrier across the junction. The value of the external voltage 

to be applied may vary with the material used. This value is known as threshold 

[24]. Moreover, the sign of the external 

n junction can 

d bias which will be discussed in the 

n junction on forward biased operation.  

presents in a schematic the forward biased operation set up of a p-n 

n junction is considered in forward bias operation when: the 

positive potential terminal of the external voltage is applied on the p-type 

negative potential terminal of the external 

type.  Under this condition, the depletion region gets 

narrower [23]. This is due to the repulsion that the positive and negative 

type and n-type 

to diffuse increases.  



 

1.3.1.2 Reverse biased p

 

Fig. 1.4. Schematic of a p

 

Figure 1.4 presents in a schematic the reverse biased operation set up of a p

junction. The p-n junction is considered in reversed bias operation when: the 

positive potential terminal of the external voltage is applied on the n

semiconductor. In addition, the

voltage is applied on the p

depletion region gets wider [23]. This is due to the attraction that the positive 

and negative have on the positive and negative charges 

type semiconductors respectively [23]. In this way the 

decreases.      

 

1.3.1.3 I-V Curve of a p

 

The biasing of the p

the voltage across the junction. Figure 1.5

curve for a basic p-
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1.3.1.2 Reverse biased p-n junction 

Schematic of a p-n junction on reverse biased operation

presents in a schematic the reverse biased operation set up of a p

n junction is considered in reversed bias operation when: the 

positive potential terminal of the external voltage is applied on the n

semiconductor. In addition, the negative potential terminal of the external 

voltage is applied on the p-type semiconductor. Under this condition, the 

depletion region gets wider [23]. This is due to the attraction that the positive 

and negative have on the positive and negative charges of the p

type semiconductors respectively [23]. In this way the 

V Curve of a p-n junction    

The biasing of the p-n junction has a direct effect on the current flowing and on 

across the junction. Figure 1.5 shows the current versus voltage 

-n junction.  

 

n junction on reverse biased operation. 

presents in a schematic the reverse biased operation set up of a p-n 

n junction is considered in reversed bias operation when: the 

positive potential terminal of the external voltage is applied on the n-type 

negative potential terminal of the external 

type semiconductor. Under this condition, the 

depletion region gets wider [23]. This is due to the attraction that the positive 

of the p-type and n-

type semiconductors respectively [23]. In this way the ability to diffuse 

n junction has a direct effect on the current flowing and on 

shows the current versus voltage 



 

Fig. 1.5. Typical I

When the p-n junction is in reverse bias (i.e. V<

the depletion region is sufficiently

p-n junction is very small as shown on Fig. 1.5

junction is increased to more than the threshold, the p

to be in forward bias. In this case, the 

decrease of the potential barrier for free carriers to diffuse.

current starts to flow through the p

highlight that this current is exponentially dependent on the applied voltage. 

 

1.3.1.4 Single junction solar cell

 

Fig. 1.6. Schematic of a single junction solar cell

 

The basic solar cell is a p-n junctio

reversed biased and encapsulated

                                                           
1 The encapsulation process protects the layers of the materials forming the solar cell from rain, dust, 
extreme temperatures and moisture and it is carried out for all commercial solar cells. The 
encapsulation process is very important since it may affect 
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Typical I-V curve of p-n junction diode [25]. 

n junction is in reverse bias (i.e. V<0), the potential barrier due to 

sufficiently large. Hence, the current flowing through the 

very small as shown on Fig. 1.5. As the voltage across the p

junction is increased to more than the threshold, the p-n junction is considered 

bias. In this case, the depletion region reduces that leads to a 

decrease of the potential barrier for free carriers to diffuse. As a consequence, 

current starts to flow through the p-n junction. Additionally, it is imp

current is exponentially dependent on the applied voltage. 

1.3.1.4 Single junction solar cell 

 

Schematic of a single junction solar cell.  

n junction as shown in Fig. 1.6. This p-n ju

ed and encapsulated1 to minimize any performance degradation 

The encapsulation process protects the layers of the materials forming the solar cell from rain, dust, 
extreme temperatures and moisture and it is carried out for all commercial solar cells. The 
encapsulation process is very important since it may affect the life time of the solar cell.  

0), the potential barrier due to 

large. Hence, the current flowing through the 

. As the voltage across the p-n 

is considered 

depletion region reduces that leads to a 

As a consequence, 

. Additionally, it is important to 

current is exponentially dependent on the applied voltage.  

n junction is 

degradation 

The encapsulation process protects the layers of the materials forming the solar cell from rain, dust, 
extreme temperatures and moisture and it is carried out for all commercial solar cells. The 
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due to adverse weather conditions. When the light is incident on the surface of 

a solar cell, part of it penetrates into the solar cell and the rest is reflected back 

to the air. In the ideal scenario all that light that has penetrated into the solar cell 

reaches the active layer (depletion region). The creation of electron-hole pairs, 

via the photovoltaic effect, takes place at this layer. Then, the electrons go to 

the positive contact and flow through the external circuit. Hence, a photo 

generated current is produced. However, the ideal case is not possible due to 

performance limitations caused by material properties such as the band gap of 

the material (discussed later in this section). As a consequence it is necessary 

to characterize the solar cell performance. Additionally, there are several 

quantities that are helpful in understanding whether or not the solar cell 

performs as required. These parameters can be representative of the optical or 

of the electrical performance of the device. A brief introduction about the most 

meaningful parameters is presented below.   

 

Characterization of optical properties: 

 

 Reflection (R) [23]: 

This parameter gives the amount of light that the solar cell reflects from the 

surface. In the case of Si solar cells, at the interface between air and Silicon, 

there is a large refractive index difference between the two materials [26]. 

This difference leads to high reflection from the interface of an incident wave 

[26]. The waves that are reflected can be predicted at normal incidence by 

Fresnel’s equations [27, 28] (given the dispersive refractive index of the 

material) as follows: 

     
     

2 2

2 2

n 1 k
Reflectivity

n 1 k

   


   
  (1.1) 

 

The reflectivity versus wavelength resulting from solving Eq. (1.1) for the 

interface air-Silicon is as shown in Fig. 1.7. The refractive index data (n and 

k) used to solve Eq. (1.1) are presented in inset 1 for reference [29]. 
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Fig. 1.7. Reflectivity vs. wavelength curve from the planar air-Silicon interface. 

Inset 1 real and imaginary parts of the refractive index of Si. 

 

Figure 1.7 shows clearly how large the reflection from the air-Silicon 

interface is. This means that the amount of light reaching the absorbing layer 

of a Si solar cell is highly dependent on the refractive index difference at this 

interface. If the reflection at this interface can be reduced, it would mean that 

more light reaches the active layer, increasing chances of absorption. There 

are various means available to increase the transmission into the Si such as: 

anti reflection coating or trapping the light to increase the light path which 

will be discussed in Section 1.5. Reducing the reflection from the solar cell is 

the main target of the work presented in this thesis.  

 

 Absorption  A [23]: 

 

This parameter gives the amount of light that the solar cell absorbs. For a 

better performance of a solar cell this parameter needs to be increased as 

much as possible. This process takes place at the active layer of the solar 

cell, where electrons transition from the valence to the conduction band. The 

transfer takes place upon the arrival of a photon with energy equal or larger 

than the band gap of the material. The process involved, which is in the 



 

photon absorption leading to the transition of electron 

bands, has to obey the conserv

 

 

 

where i f ik , k , E 

photon momentum, the initial associated energy with the photon and the 

final associated energy with the photon respectively. The photon momentum 

and the associated energy are represented by 

Either direct or indirect band gap semiconductor can b

Figure 1.8 presents the transition of an electron upon the arrival of a photon 

for direct and indirect band gap:

 

Fig. 1.8. Schematic of electron transition for

 

- Direct band gap semiconductor: In this type of material, the transition 

of electrons from valence to conduction band is direct (i.e. the 

minimum energy level of the 

maximum e

occur, the photon is not required to carry any momen

the momentum [30

energy higher 

Arsenide (GaAs) is one of the most studied direct band gap materials 

for solar cells

(a) 

35 

photon absorption leading to the transition of electron 

bands, has to obey the conservation of energy and momentum [30

i fk q k         

i fE E    

i f ik , k , E  and 
fE  are the initial electron momentum, the electron 

photon momentum, the initial associated energy with the photon and the 

final associated energy with the photon respectively. The photon momentum 

and the associated energy are represented by q and 

Either direct or indirect band gap semiconductor can be used in this layer. 

presents the transition of an electron upon the arrival of a photon 

for direct and indirect band gap: 

Schematic of electron transition for. a) direct and. b) 

Direct band gap semiconductor: In this type of material, the transition 

of electrons from valence to conduction band is direct (i.e. the 

minimum energy level of the conduction band is aligned with the 

maximum energy level of the valence band [30]). For the transition to 

occur, the photon is not required to carry any momen

the momentum [30]. This leads to high absorption of photons with 

energy higher than the energy band gap of the device. Gallium 

Arsenide (GaAs) is one of the most studied direct band gap materials 

for solar cells [31]. However, there are also reports describing the 

(b) 

photon absorption leading to the transition of electron between energy 

ation of energy and momentum [30]: 

k q k  (1.2) 

 (1.3) 

are the initial electron momentum, the electron 

photon momentum, the initial associated energy with the photon and the 

final associated energy with the photon respectively. The photon momentum 

q and   respectively. 

e used in this layer. 

presents the transition of an electron upon the arrival of a photon 

 

b) indirect band gap.  

Direct band gap semiconductor: In this type of material, the transition 

of electrons from valence to conduction band is direct (i.e. the 

conduction band is aligned with the 

. For the transition to 

occur, the photon is not required to carry any momentum to conserve 

]. This leads to high absorption of photons with 

than the energy band gap of the device. Gallium 

Arsenide (GaAs) is one of the most studied direct band gap materials 

. However, there are also reports describing the 
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properties of other direct band gap materials such as: Gallium 

Selenide (GaSe) [31].  

 

The absorption coefficient associated with this type of 

semiconductors is as follows [32]:  

 

   
1

2
ph gh A E E      (1.4) 

 

Where  , phE , gE  and A  are absorption coefficient, photon energy, 

energy band gap and a direct band gap material constant 

respectively. 

 

- Indirect band gap semiconductor: In this type of material the transition 

of electrons from valence to conduction band is indirect (i.e. the 

minimum energy level of the conduction band is not aligned with the 

maximum energy level of the valence band [30]). Therefore, for the 

transition of the electron to take place the photon must carry sufficient 

momentum to satisfy the momentum conservation Eq. (1-2) [30]. This 

reduces the chances of photon absorption since not all incident 

photons with energy higher than the energy band gap of Silicon (i.e. 

1.1 eV) are absorbed. Nevertheless, photons with energy higher than 

3 eV in Silicon can lead to a direct transition. Examples of other 

indirect band gap materials are: Germanium (Ge) or Gallium 

Phosphide (GaP). 

 

The absorption coefficient associated with this type of materials is as 

follows [32]: 

      
2

ph gh B E E   (1.5) 

 

Where  , phE , gE  and B  are absorption coefficient, photon energy, 

energy band gap and an indirect band gap material constant 

respectively. 
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In the solar cells, a direct band gap material is preferred. Devices with direct 

band gap materials on their active layer are likely to have high conversion 

efficiencies. However, Silicon which is an indirect band gap material (very 

abundant on Earth and non-toxic) is the most popular active material in the 

solar cell industry. This is due to the influence of the IC design industry 

(Silicon based). This influence led to a strong development of solar cell 

devices based on Silicon until the limitations of Silicon for photovoltaics were 

identified.  Since then, scientists have tried to improve the performance of 

devices with direct band gap materials to experimentally compete with those 

solar cells made of Silicon. The band energy profile needs to match better 

with the solar spectrum and a direct transition should enable a thinner active 

layer (reducing costs). A more detailed explanation on the consequences 

and possible solution will be discussed in Section 1.3. 

 

Characterisation of electrical properties: 

 

 Recombination [23, 33, 34]: 

 

This parameter represents the phenomenon by which electron-hole pairs 

generated via the photovoltaic effect separate without contributing to the 

photo current. In a solar cell it is required to control it since it can severely 

alter the energy conversion. The challenging process of surface passivation 

can help to reduce the negative effects of recombination on the 

performance. There are various types of recombination:  

 

- Non-radiative: An electron stays at an energy level which is generated 

due to defects in the semiconductor material. The non-radiative 

recombination takes place in the case of a hole from the valence band 

travelling to the same energy state as the electron. This recombination 

does not cause the emission of a photon but the energy of the electron-

hole pair will be lost. It slows down the process for the carrier density to 

recover which leads to a lower VOC [35]. A defect can be introduced for 

example when doping the semiconductor material.  
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- Auger: It is a type of non-radiative recombination. The difference lies in 

how the electron is excited to a higher energy state. In this case when an 

electron-hole pair recombines, there is no emission of a photon or heat 

as in non-radiative recombination. However, in this case the energy is 

transferred to an electron which is in the conduction band and then is 

excited to a higher energy state [20]. 

 
 

- Radiative: An electron for the conduction band bonds with a hole on the 

valence band. From this combination a photon is emitted with energy 

similar to the band gap of the material. This process is very frequent in 

direct band gap materials. In the case of solar cells with indirect active 

material such as Silicon, it can be neglected. 

 

 Open circuit voltage   OCV [23]: 

This is the voltage across the solar cell when it is not connected to any 

external circuit. This is the maximum voltage that the solar cell is able to 

produce. Therefore, the Voc value largely affects the performance of the 

solar cell.  

 

However, under this condition there is no current flow and hence there is no 

power delivered. The higher the value of the open circuit voltage the lower 

radiative recombination is. Hence, Voc is an indicator of the recombination 

level of the solar cell. Furthermore, Voc is dependent on the photogenerated 

current density and the saturation current. This is due to the open circuit 

voltage dependence on the radiative recombination that takes place in the 

device. Furthermore, the Voc is closely related to the energy band gap of the 

material since the larger the band gap the higher the Voc. 

 

 

 Short circuit current  SCI [23]: 

This is the current when the terminals of the solar cell are short circuited. 

The value of the short circuit current density can vary depending on the flux 

density incident on the solar cell. For this reason, the measurement of the 
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short circuit current density, during the developing stage, is done using a 

standard solar spectrum. The solar spectrum that is conventionally used in 

the field of solar cells is known as the AM 1.5 solar spectrum [36] (to be 

discussed in Section 2.3.7). The value obtained from measuring the current, 

while the terminals are short circuited, is the maximum current the solar cell 

is able to produce. Similar to OCV  there is no power delivered. Under this 

condition the voltage across the device is minimum. We want to have the 

short circuit current as high as possible to achieve a high power delivery 

when in operation. 

 

 Fill factor (FF) [23]: 

The information provided by this parameter is how close the performance of 

the device (delivering maximum power) is to its ideal performance. The 

maximum power delivered by the solar cell will be achieved when the 

product of voltage and current delivered are maximum. The maximum value 

of voltage OC(V )  is achieved only when the current is minimum and the 

maximum current delivered SC(I )  is achieved only when the voltage is 

minimum. In the cases where either voltage or current are prioritised for a 

specific application, there is a trade-off between current and voltage. This 

trade-off will have an impact on the maximum power delivered and hence 

lower the FF value. This is a key factor that shows the ratio between the 

maximum power available from the solar cell and ideal maximum power of 

the device. The idea is to have a Fill Factor as close to ideal as possible (i.e. 

1).   

 MP MP

OC SC

V *I
FF

V *I
  (1.6) 

 

Where MPV  is the voltage at maximum power and MPI  is the current at 

maximum power. 

 Conversion efficiency   [23]: 

This parameter represents the amount of electricity generated by the solar 

cell (in percentage) compared with the generated electricity in the ideal 



40 
 

case. This means, in the ideal case where all the incident photons on the 

solar cell contribute to current generation. 

 

  SC OC

IN

J * V * FF

P
  (1.7) 

        

       Where INP  is the power of the incoming light. 

 

These optical and electrical properties may be affected also by external 

parameters. Some of these parameters and their consequences are introduced 

as follows: 

 

- Temperature: When there is light incident on the solar cell, part of the 

energy from the photons, with energy higher than the band gap (please 

refer to the discussion on basic solar cell), is liberated as heat. 

Investigations on the effect of increasing operating temperature of solar 

cells have reported a lower output power as well as lower conversion 

efficiency [37]. An approach to reduce the unwanted effects is to extract 

the heat by cooling down the solar cell [38]. This can be done by using 

photovoltaic thermal collectors [38].  

 

- Partial shading: Since solar cells are deployed outdoors, it is possible 

that the shadow of some objects (i.e. trees or buildings) may partially 

block the sunlight from the solar cell. Similarly, it is also unavoidable for 

particles such as dust or snow to be placed on its surface. The amount of 

particles on the surface will determine how much it affects the 

performance [39, 40]. If the amount of particles is small (soft shading) the 

output voltage remains the same but the output current reduces [39]. In 

the case of the amount of particles being large (hard shading), light does 

not reach the solar cell and it affects both output voltage and current [39]. 

Therefore, it is essential to maintain the solar cell surface free of particles 

by cleaning it weekly or in some scenarios on a daily basis [40]. 
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- Moisture: As solar cells approach the end of their life time, the probability 

of moisture inside the solar cell increases. However, this problem can 

also be present at any moment through the solar cell life time. It is due to 

the failure of the encapsulation of the solar cell (every commercial solar 

cells is encapsulated). In this scenario, the mobility of electrons and 

holes decrease [41]. Furthermore, in some cases there is even a 

delamination of each individual layer [41]. The best solution to minimise 

the presence of moisture is to take extra care while encapsulating the 

solar cell. 

 

In addition to these parameters there are other internal parameters severely 

affecting the performance of the solar cell. These parameters were reported to 

limit the efficiency of solar cells. This limit is known as Schockley-Queisser limit 

[42] which is discussed in the following section.  

  

1.3.1.5 Schockley-Queisser limit 

 

In 1961 a group of researchers led by Shockley and Queisser calculated the 

theoretical efficiency limit for a single junction Silicon solar cell [42]. To achieve 

this target, they developed a detailed balance analysis where they used some 

assumptions. They considered that the solar cell was in equilibrium and at room 

temperature [23]. There was a perfect absorption which implies that the solar 

cell was thick enough to successfully absorb all the incoming photons [23]. In 

addition, each of the absorbed photons generated an electron-hole pair [23]. All 

recombination processes taking place in the device were limited to radiative 

recombination. Finally, it was assumed that there was a perfect collection [23]. 

This implied that each and every electron-hole pair generated was collected. 
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Fig. 1.9. Efficiency vs. Energy band gap of the active material according to the 

detailed balanced analysis presented by Shockley and Queisser [42]. 

 

From Fig. 1.9 it is possible to see the result of the detailed balance. The 

theoretical maximum efficiency is shown for a range of Energy band gaps. In 

the case of Si (the most popular active material for solar cells) the 1.1 eV 

energy band gap leads to an efficiency limit of ≈ 33% as shown in Fig. 1.9. 

Since this efficiency limit was reported, to overcome it has become the target of 

many researchers. However, for a single junction Silicon solar cell the 

conversion efficiency still has not reached the limit. The highest efficiency for 

this type of solar cell is reported to be 25.6 % [18, 19]. Some researchers have 

tried to use absorbing materials different from Silicon such as GaAs [43-45]. 

Others have tried to increase the number of junctions and even concentrate the 

sunlight onto a multijunction solar cell. In the next section, multijunction solar 

cells are discussed. 

 

1.3.2 Multijunction solar cells 

 

Multijunction solar cells have the same function as single junction solar cells 

which is to generate electricity from sunlight [1]. The difference lies in how much 

of the solar spectrum is used to generate that electricity [46, 47]. In the case of 
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a single junction solar cell, there is only one absorbing material generating one 

electron-hole pair per photon absorbed. This happens only when the energy of 

the incident photon is larger than the energy bandgap of that material. When the 

energy of the photon is larger than the bandgap, the same number of electron 

hole pairs is liberated. The excess energy is liberated as heat [48]. Hence, the 

extra photon energy does not contribute to generate more photocurrent. 

Alternatively using multijunction solar cells to optimize the solar spectrum can 

improve the impact of high energy photons. Multijunction solar cells enable 

different wavelength ranges of the solar spectrum, to be absorbed in different 

active layers [49].  

 

The idea is to cover the entire spectrum by intelligently placing various 

absorbing materials [46, 47]. The material to absorb the shorter wavelength 

range of the solar spectrum is placed on top of the solar cell [49]. Meanwhile the 

material to absorb the longer wavelengths is placed underneath [49]. In this 

manner, the energy of the photons is used more efficiently [17].  Only a single 

electron-hole pair is generated from a single absorbed photon with energy 

larger than the energy bandgap of the absorbing material. When the photon 

energy is much larger than the energy bandgap, the excess energy is liberated 

as heat. In the case of shorter wavelength photons, the energy is larger than in 

the case of longer wavelength photons. Therefore, with more than one junction 

it is possible to optimise absorption of the solar spectrum better. High energy 

photons are absorbed on the top layer avoiding additional heat which could 

deteriorate performance. Whereas lower energy photons which have a longer 

wavelength can penetrate to lower layers and can still be absorbed.  This 

concept is not limited to two active layers, it can be applied to a larger number 

of active layers. Theoretically, the conversion efficiency limit for an infinite 

number of active layers is 86% [50, 51]. However, the larger the number of 

active layers the more complex and costly the solar cell becomes. All these 

together have helped to achieve very high efficiencies such as 37.8% [18, 52]. 

This high efficiency was achieved using a five junction solar cell. The bandgap 

for each layer is as follows: top 3 layers had bandgaps 2.2, 1.7 and 1.4 eV and 

were grown inverted on GaAs substrate. The two bottom layers had bandgap 

1.05 and 0.73 eV and were grown upright on InP substrate. The GaAs substrate 

was removed after bonding the layers together. The Voc , Jsc and FF values for 
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this five junction solar cell were 4.78 V, 12.0 mA/cm2 and 83.5 % respectively 

[18, 52]. These values show how well a multijunction solar cell can perform. 

 

However, even if there are many advantages of using this type of solar cells, 

their use is limited to specific scenarios. This is due to the higher costs 

associated with the fabrication techniques required [1]. For example, it is 

possible to see this type of solar cell in aerospace applications [1]. In terrestrial 

applications, currently multijunction solar cells are limited in use for 

concentrated solar cells [53] (to be discussed in Section 1.3.5). The most 

popular solar cells have crystalline silicon (c-Si) as the active material which are 

discussed in the following section.  

 

1.3.3 Crystalline Silicon solar cells 

 

Among all solar cell technologies, c-Si solar cells enjoy the largest market share 

(~90%) [23]. In addition, this type of solar cells is normally known as “traditional” 

solar cells and first generation solar cells [1]. Silicon is a material widely 

available on Earth and it is not a contaminating material [54]. The first solar cell 

in 1950s was made using this technology and there has been a massive 

development since then [5]. That is partially due to the influence of the 

integrated circuits industry. The good understanding on Silicon properties for 

bipolar junction transistors enabled the development of Silicon for solar cells [1]. 

Currently, this type of solar cell holds the highest conversion efficiency on 

record for a single junction solar cell 25%, with Voc= 0.740 V, Jsc=41.8 

2mA cm  giving FF=82.7% [18, 19]. In addition to this, as of 2013, it enjoyed 

90% of the solar cell market share. 

 

Crystalline Silicon solar cells have some limitations associated with them due to 

the usage of Silicon as the absorbing material. Silicon has an indirect band gap 

at the wavelength where the solar spectrum has its maximum irradiance [46, 

47]. As a consequence, the absorption of photons is not as efficient as 

expected. This means that the silicon layer needs to be very thick in order to 

maximize the absorption of the solar spectrum [1].  This leads to higher 

fabrication costs. In an attempt to reduce the fabrication costs, researchers 
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have developed new types of solar cells with thinner active layers [55]. In the 

next section, the most important thin film solar cells are discussed. 

 

1.3.4 Thin film solar cells 

 

Thin film solar cells discussed in this section are grouped as the second 

generation of solar cells. Many researchers found the development of this type 

of solar cells for achieving high efficiencies while reducing material costs as an 

attractive challenge [55]. Different thin film solar cells were tested but the 

following three types of solar cells were the most promising ones: amorphous 

Silicon (a-Si) solar cells, Cadmium Telluride (CdTe) solar cells and Copper 

Indium Gallium Selenide (CIGS) solar cells. In the following sections these 

types of solar cells are discussed, starting the discussion with a-Si solar cells. 

 

1.3.4.1 Amorphous Silicon (a-Si) solar cells 

 

Among the three types of solar cells mentioned above, a-Si solar cell has been 

developed faster than the others [1]. It is commonly found in calculators 

powered by solar power [56]. The active layer is a-Si which means that the 

active material does not have a crystal structure [55]. As a consequence, the 

absorption length of a-Si is shorter than that of crystalline Silicon [57]. It results 

in better photon absorption which enables a thin active layer with energy 

bandgap 1.75 eV [58]. There are other advantages of using a-Si such as: it is 

an abundant and non-toxic material, has capability for large scale production 

and a low temperature growing process [58].  

 

However, the defects that a non-crystalline structure introduces lead to 

nonradiative recombination lowering the efficiency to about 11% [44]. Moreover, 

after the first 1000 hours of the solar cell installation, there is a drastic 

conversion efficiency drop [58]. This is called the photo degradation effect which 

is known as Staebler-Wronski photodegradation [1, 59]. The reason of this 

efficiency drop has not been clearly identified yet [59, 60]. The usage of 

Hydrogen molecules for forming a-Si has been pointed as a possible 

explanation for the degradation [59]. It is important to indicate that once the 

efficiency has dropped, it remains at this value [60]. Nevertheless, this issue 
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has limited the applications of this type of solar cells despite the extensive 

research on the area [1]. The effect of the photodegradation can be reduced by 

using a thinner layer. However, a thinner layer reduces absorption requiring 

optical confinement complicating the process. The highest efficiency recorded 

for this type of solar cell is 10.2% with Voc= 0.896 V, Jsc=16.39 2mA cm  giving 

FF=69.8% [58]. The photodegradation and the conversion efficiency, lower than 

traditional solar cell, made researchers to continue the search for new active 

materials [58]. In the following section CdTe solar cells are discussed. 

 

1.3.4.2 Cadmium Telluride  (CdTe) solar cells  

 

Cadmium Telluride (CdTe) is a material which has a bandgap of 1.5 eV [58]. 

This is close to the theoretical value considered as ideal for high conversion 

efficiency [61, 62]. From Fig. 1.9 it is possible to identify that 1.45 eV is the ideal 

band gap to satisfy the theoretical maximum efficiency of 33% predicted by 

Schokley and Queisser [62]. The absorption coefficient of this material is 

 510 cm  in the visible region [58]. This means that for the active layer 

thickness to absorb 90% of the arriving photons only few micrometres are 

required [58]. The theoretical efficiency for this type of solar cells oscillates 

between 28% and 30% [58, 63-65]. However, the efficiencies achieved are far 

from this value. In optimum conditions, in an experimental lab, CdTe solar cells 

have been reported to reach 21% energy conversion efficiency [18, 66]. This 

optimum solar cell has Voc= 0.8759 V, Jsc=30.5 2mA cm  giving FF=79.4% 

[66]. The technology involved in the fabrication process of CdTe solar cells is 

has developed very fast in the last decades [67]. Nowadays the improvement in 

the field is mainly limited to the improvements recorded by First Solar [68]. 

Nevertheless, the expectations for further improvements are still high due to the 

state of the technology involved in the fabrication of CdTe solar cells [68]. It is 

possible to achieve solar cells with efficiency higher than 10% by applying 

several manufacturing methods.  This is promising for the future of this 

technology since it indicates low dependence on a single fabrication procedure. 

 

However, there are problems associated with this technology. First of all, 

Cadmium is a polluting material that affects the environment. What is worse, it 
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is harmful to the health of human beings [1, 69]. In Europe some countries are 

concerned about the health and environmental impact [70]. However, there are 

researches that claim a low risk of environmental impact when CdTe solar cells 

are placed in residential areas on rooftops [1]. In any case, caution must be 

taken when recycling all the components of the solar cell [71]. Currently there 

are companies manufacturing solar cells using this technology. The market 

share of this type of solar cells is growing but it is small still compared with other 

technologies. The market share for CdTe solar cell is recorded to be 6% as of 

2007 [72].  This is due to lower conversion efficiencies than traditional Silicon 

solar cells. In the following section CIGS solar cells are discussed. 

 

1.3.4.3 Copper Indium Gallium Selenide (CIGS) solar cells 

 

Copper Indium Gallium Selenide solar cells have the potential of low processing 

cost. It is a direct bandgap material with energy bandgap 1.53 eV which enables 

a thin active layer [58]. In addition, there is no polluting component involved in 

this technology [55]. Further, there is no evidence showing that it is harmful to 

human beings [55]. Moreover, it offers the possibility of flexible solar cells. This 

is a very promising characteristic since it enables integrating solar cells into new 

buildings. In terms of fabrication processes, it introduces the option of the so 

called roll-to-roll approach. It represents a much simpler manner to mass 

produce this type of solar cells. The highest energy conversion efficiency 

reported for this technology is 21% [18, 73]. The Voc of this solar cell is 0.757 V 

and Jsc is 35.70 mA/cm2 giving a fill factor of 77.6% [73]. 

 

There are many promising advantages to manufacture CIGS solar cells that 

have been identified by scientists over last decades [74, 75]. However, up to 

date it has not been successfully produced CIGS solar cells in large scale [74, 

75]. The reason is that, the manufacturing process has not been successfully 

established in the industry. Commercial CIGS solar cells have not achieved 

either high efficiencies or low costs as promised [1]. Hence, many companies 

focusing on this technology had financial difficulties and were forced to close 

down [1]. In the following section concentrated solar cells are discussed. 
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1.3.5 Concentrated solar cells 

 

The difference between conventional solar cells and concentrated solar cells 

lies in a system that focuses the incident sunlight onto a specific point [1, 47]. A 

small multijunction solar cell is generally placed on this point. The small size 

compared to non-concentrated solar cells allows the usage of highly efficient 

and more expensive cells.  Figure 1.10 presents a concentrated solar cell with 

the mirrors focusing the light on the multijunction solar cell [53]. In this way the 

intensity of the light reaching the solar cell is very high [76]. Since the intensity 

of the light increases, the chances of absorbing a photon increases as well. 

Hence, the conversion efficiency of concentrated solar cell increases when 

compared with non-concentrated solar cells.  

 

 

Fig. 1.10. Typical concentrated solar cell [77]. 

  

However, there are some essential settings and maintenance required to 

achieve high efficiency [78]: the position of the mirrors with respect to the sun 

must be optimized, the surface of the multijunction solar cell must be free of 

dust or dirt and the structure supporting the solar cell must be in good condition. 

In this way it is ensured that the mirrors concentrate the light on the solar cell 

throughout the day [78]. Otherwise the focusing mirrors simply would not be as 

efficient as they are meant to be. For this purpose, it is conventional that 

concentrated solar cell systems are equipped with a solar tracking system [47, 
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79]. This device would keep as constant as possible the angle between the 

solar cell and the sun. Hence, it is ensured that the position of the mirrors would 

allow for maximum concentration. There are different types of tracking systems: 

 

- Single axis tracking system: This tracking system can only rotate the 

solar cell in one direction to follow the trajectory of the sun [80]. 

 

- Two axes tracking system: This tracking system can rotate in two 

directions. These directions are normally perpendicular to each other. 

Hence, it is possible to track the trajectory of the sun more accurately 

[81]. 

 

Up to now, the highest efficiency has been reported for concentrated solar cell 

systems with a value of 46% [82]. These systems require a high maintenance 

due to the tracking systems required for optimum operation [47]. This turns into 

a high cost for installing concentrated solar cells even though the costs have 

reduced significantly [83]. In 2013, the costs of installing solar cell power plants 

for 10 MW were within the range of 1400 €/KW and 2200 €/KW [83, 84]. 

Moreover, the concentration of the sunlight onto the multijunction solar cells 

leads to overheating the device [1]. This can deteriorate the performance of the 

solar cell unless cooling systems are deployed to reduce the temperature [85]. 

In the following section solar cells made of organic materials are discussed. 

 

1.4 Organic solar cells 

 

Organic solar cells are considered to be in the group of third generation solar 

cells. When researchers started to work on organic solar cell the expectations 

were: high efficiency, thin solar cell, flexibility, integration on buildings and easy 

mass production process, etc. [1, 47, 86]. The absorption coefficient of organic 

materials is larger than the absorption coefficient of inorganic solar cells. In the 

case of organic materials, usually it is larger than 510 1cm [87]. This enables a 

high absorption of the solar spectrum even for solar cells as thin as 100 nm 

[87]. The development of this technology has required new fabrication 

techniques and new application opportunities [88]. With the development of 

these techniques, the energy required for fabricating an organic solar cell is less 



50 
 

than the energy required to fabricate a traditional solar cell [86]. Furthermore, 

flexible organic solar cells can be achieved thanks to the usage of new 

materials. This can stimulate the integration of solar cells when making new 

buildings [47]. Furthermore, the fabrication process is simpler than the 

fabrication process for inorganic solar cells.  

 

Fig. 1.11. Schematic of a bulk-heterojunction solar cell [89]. 

 

At the beginning of the development of organic solar cells, the challenge was 

how to achieve current flowing through an external circuit. Energy bands are not 

well defined in organic materials which makes it difficult to transport the 

generated carriers [86]. In organic solar cells, the photogeneration process is 

different than for inorganic solar cells [90]. In this case there are no n or p-type 

materials but photogeneration takes place due to the presence of two types of 

materials: a donor and an acceptor [91]. An example of a donor material is 

Copper Phthalocyanine (CuPc) and examples of acceptor materials are 

Perylene Tetracarboxylic derivatives and Carbon60 (C60) (member of a 

compound family known as fullerenes). The incident photon is absorbed, the 

donor material generates an exciton (electron-proton pair) [86]. Then the 

exciton diffuses towards the acceptor which is where the separation of carriers 

takes place [86]. When the exciton reaches the acceptor, it splits and the proton 

returns to the donor. At this moment, the energy from the electron is transferred 

to the acceptor [86]. This is called a polaron which is dissociated by applying an 

external voltage. Thereafter, the electron and the hole are delivered to the 

contacts and flow through the circuit [86], contributing a photocurrent.  

 



51 
 

This process involves many challenges, such as the diffusion length of the 

exciton being very short [86]. This implies that while the exciton diffuses 

towards the acceptor it can recombine; not contributing to the photocurrent [91]. 

A solution to overcome this is the adoption of the bulk-heterojunction (see Fig. 

1.11 for reference) which mixes up both donor and acceptor materials [86]. As a 

result, the exciton does not need to travel a long distance to reach the acceptor.  

 

Organic solar cells have a great promising feature of flexibility which may 

enable solar cells to be used in future applications, such as: built-in in new 

buildings or in clothing, etc. However, the efficiency of organic solar cells is 

much lower than for inorganic solar cells. The best conversion efficiency 

achieved for an organic thin film solar cell is 11% with ocV 0.739  V, 

scJ 19.40  mA/cm2 and FF 71.4 % [92]. Hence, organic solar cells do not 

have a large market share. Their market share in 2013 was recorded as 1.5% 

[93]. In recent years the focus has been on new type of solar cells combining 

both inorganic and organic active layers [94]. They are called perovskite solar 

cells and are discussed in the following section. 

 

1.4.1 Inorganic-Organic Perovskite solar cells 

 

Perovskite solar cell is a new solar cell type that has emerged in recent years 

and is developing rapidly. This type of solar cell is an alternative to overcome 

the difficulties associated with organic and inorganic solar cells. Perovskite solar 

cells combine inorganic and organic materials into a molecular composite [94]. 

Taking into account the differences between inorganic and organic materials, it 

is possible to create new materials by controlling the size of the crystal cell [94, 

95]. In terms of the electrical performance of the device, it is not clear whether 

Perovskite solar cells perform like inorganic solar cells (generating electron-hole 

pairs) or like organic solar cells (generating excitons). Recent reports suggest 

that Perovskite solar cells primarily generate electron-hole pairs contributing to 

photocurrent under sunlight [96]. Therefore, Perovskite solar cells perform 

similarly to inorganic solar cells. However, there is also evidence of exciton 

generation that does not contribute to the photocurrent [96]. 
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Independently from the aspects to be clarified, there are some well known 

advantages associated with Perovskite solar cells such as: easy fabrication 

process, strong solar spectrum absorption, high carrier mobility and a low level 

of non-radiative recombination [96]. However, there are still many unknows 

associated to this type of solar cell such as: toxicity caused by the usage of lead 

during the fabrication process and a very fast degradation in the presence of 

moisture [96].    

 

Perovskite solar cells were first reported in 2009 with a conversion efficiency of 

3.5% [97]. This was enough to draw attention from various researchers who 

considered perovskite solar cell as a technology for the future. The pioneering 

work on perovskite solar cells presented by Lee et al., 2012, encouraged more 

investigation on this type of solar cells. This work was based on a perovskite 

absorber mesoporous TiO2 as the n-type material and 2,2 ́,7,7 -́Tetrakis(N,N-di-

p-methoxyphenylamino)-9,9 -́spirobifluorene (spiro-OMeTAD) as the p-type 

material. This solar cell showed an energy conversion efficiency of 7.6% with 

scJ  217.8 mAcm , OCV  0.80V  and FF   0.53  [94]. In the same work, Lee 

and his team proved that replacing TiO2 with an insulator such as Al2O3 with 

the perovskite coated on top results in a better performance. The electrical 

performance improved instantly with an energy conversion efficiency of 10.9% 

[94]. The efficiency improvement is a result of a faster electron transport and an 

increase of VOC. Short circuit current density becomes scJ   217.8 mAcm , 

OCV  0.98V  and FF   0.63 [94]. 

 

Since Lee et al., 2012 published their work, a lot of effort has been made to 

improve perovskite solar cells. Some researchers even attribute to perovskite 

solar cells the characteristic of self healing in terms of optical and electrical 

properties [98]. The highest energy conversion efficiency for perovskite solar 

cells is over 20% [18, 99]. This is still lower than the efficiency for traditional 

solar cells. However, within only 5 years the efficiency has been improved from 

3.1% to 20% which is an indication of the high expectations on perovskite solar 

cells. Table 1.1 summarises the best electrical performance for various types of 

solar cells discussed thus far. 
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Solar cell type VOC (V) 

JSC 

(mA/cm2) 

FF 

(%) Efficiency (%) 

Single Junction c-Si [19] 0.74 41.8 82.7 25.6 

Multijunction [52] 4.78 12 83.5 37.5 

a-Si [58] 0.896 16.39 69.8 10.2 

CdTe [66] 0.8759 30.5 79.4 21 

CIGS [73] 0.757 35.7 77.6 21 

Concentrated [82]       46 

Organic [92] 0.739 19.4 71.4 11 

Perovskite [99] 1.104 24.67 72.3 19.7 

Table 1.1. Summary of best electrical performance for each solar cell type. 

 

In the following section a discussion on the different techniques for reducing the 

reflection from solar cells is presented. The reflection from the solar cell surface 

is one of the most fundamental problems in the field of solar cells. When the 

reflection is high, there is a low percentage of the incident light that is 

transmitted to the active layer. This implies a decrease in the photon absorption. 

Therefore, if the reflection from the solar cell surface can be reduced, the 

chances of absorbing a photon will increase. The discussion starts with the anti 

reflection coatings technique 

 

1.5 Different techniques to lower Reflectance 

1.5.2 Anti reflection coatings 

The idea of using an antireflection coating (ARC) is to reduce the reflection from 

the solar cell surface that arises due to the large refractive index difference 

between air and silicon. The concept of ARC is achieved by deploying a layer of 

a material with the refractive index value between that of air and Silicon [47]. As 

a consequence, the solar cell surface has an average refractive index in 

between that of air and silicon. Therefore, when the light is incident from air on 

the ARC coating, the Fresnel reflection is reduced at the interface between air 

and the ARC [100]. Similarly, the Fresnel reflection at the interface between the 

ARC and the silicon solar cell is reduced as well [100]. The reduction of the 

Fresnel equation leads to an increase of the transmission of incident light into 
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the Si layer of 8% [101]. The conversion efficiency of solar cells is limited by 

several factors such as contacts, recombination processes [90]. However, it is 

limited the most by a low transmission of incident light into the active layer [90]. 

Some of the materials typically used as ARC for solar cells are: SiO, SiO2, 

Si3N4, TiO2, Al2O3, SiO2-TiO2 and ZnS [102-105].  

 

The disadvantage of this technique is the frequency dependence [106]. This is 

due to the fact that the refractive index of the materials used is not constant 

over the entire solar spectrum. The ARC is generally optimised at 0.6 µm [23]. 

The maximum number of photons of the solar spectrum is at this wavelength. 

However, for other wavelengths the reflection increases. At some wavelengths 

the reflection may increase as if there were no ARC layers present at all [107].  

 

This concept can be taken further by deploying two layers on top of Silicon. In 

this case, the benefits of the ARC are expanded to more wavelengths [23]. 

Moreover, in theory this concept could be taken to the extreme with zero-

reflection by an anti reflection coating with smoothly varying refractive index 

[28]. However, this solution is expensive due to the high precision layer 

deposition required. This is why researches are looking into alternative 

techniques that would ensure an effect over a large wavelength range. In the 

following section plasmonic solar cells are discussed. 

 

1.5.3 Plasmonic solar cells 

 

A different approach to reduce the reflection from a solar cell is to place a 

metallic nanoparticle either on the top of the solar cell surface or inside the 

active material of the solar cell [47]. The presence of the metallic particle 

enhances the transmission of the incident light into the active material. 

Furthermore, it also increases the light path inside the active material. 

Conventionally, the size of this metallic particle is in the nano scale. In this case, 

the wavelength of the incident light is longer than the particle. Hence, the 

metallic particle experiences an uniform field [47,108]. Hence, it oscillates as 

the incident wave passes through it, rather than reflecting the incident wave. 

This is the case only when the incident wavelength is equal to the resonant 

frequency of the metallic particle [47].  
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In the first case, the waves, which are incident on the metallic nanoparticle at 

this frequency, are scattered in many directions [108-110]. This leads to a 

significant increase in the transmittance into Silicon by about 9% compared with 

planar Si solar cells [109]. In addition to this, the conversion efficiency increases 

by up to 8% in an a-Si thin film solar cell by placing Au nanoparticles on top of 

the solar cell [111, 112]. Moreover, an increase in the photocurrent is 

achievable when Silver particles are placed on a plane wafer based solar cells 

[113]. 

 

In the second case, the interaction of the incident waves inside the active 

material and the nanoparticle is different [108, 110]. Since the nanoparticle 

oscillates with the wave passing through it, it generates a near field in the 

surroundings [47]. This field then can be absorbed by the active material [114]. 

 

When metallic particles are in use, as is the case with plasmonic solar cells, the 

lossy nature of metal is a characteristic to be taken into account. The metal 

particles can absorb a portion of the light. This is an unwanted consequence of 

using plasmonic solar cells [115]. Besides, the dependence of plasmonic solar 

cells performance on scattering of the light is strongly wavelength dependent 

due to its resonant nature [116]. Some researchers are trying to control it by 

engineering the refractive index of the particle or changing its dimensions [117, 

118]. As a result, the refractive index of the metallic particle determines at which 

wavelengths the solar cell performs better [118]. This is a challenging 

parameter to optimize and in any case it will benefit the performance in a very 

narrow wavelength range.  

 

However, any improvement on the performance of a solar cell ideally should 

have an influence in a wavelength range as wide as possible. Nevertheless, 

there is a solar cell type that allows a benefit over a wider wavelength range. 

Further, this improvement is achieved by engineering the structure of the solar 

cell unlike other techniques such as ARC or plasmonics. This is done by 

texturing on the solar cell a specific pattern. In the following section the most 

common texturing patterns are introduced.  
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1.5.4 Surface Texturing of solar cells 

 

The main purpose of texturing the surface is to increase the chances of light 

absorption by increasing the number of times the light is incident on the solar 

cell (due to multiple reflections of light within the elements of the pattern) [115, 

119-122]. Hence, the chances of absorption increase; reducing the reflection. In 

some texturing patterns there is an additional phenomenon playing a role: the 

texturing of the surface is perceived by the incoming light as an averaging effect 

of the refractive index. The average refractive index in the textured layer is 

higher than air and lower than Si. Therefore, this intermediate index leads to 

lowering of the Fresnel reflection. This is in addition to the reduced reflection 

due to multiple reflections.  

 

Additionally, there is also the possibility of texturing the active layer of the solar 

cell which is effective but adds complexity. This is done to increase the light 

path of the light inside the active layer. The wavelength of all incident photons is 

not the same. Hence, by increasing the light path effectively the chances of 

photons, with longer wavelengths, contributing to photocurrent increases. This 

technique is known as light management and it is mainly used with thin-film 

solar cells. In the remainder of the section the focus is on texturing of the solar 

cell surface.  

 

There are various options to choose in order to lower the reflection, such as: 

pyramid [123], nanowire [120] and micro pillar [124] solar cells. However, in the 

literature there are more exotic texturing patterns available such as: Si 

branched nanowires [125] or multidiameter nanopillars [126], moth eyes [127], 

nanowalls [128], nanocones [129] etc. The reported simulation studies of these 

patterns show a good optical performance that is difficult to replicate in 

experiments. In the following section the most important advantages and 

disadvantages for pyramid, nanowire and micro pillar solar cells will be 

discussed; starting the discussion with pyramid solar cells. 

 

 

 



 

1.5.4.1 Pyramid solar cells

 

Texturing the surface of the solar cell with pyramids is an effective way to 

increase the number of times the photon hits the surface of the solar cell [123]. 

This leads automatically to an improvement in the ab

1.12 presents a schematic diagram of a typical pyramid array. In the diagram, it 

is possible to see the interaction on the light with the pyramids by bouncing from 

pyramid to pyramid. This leads to higher photon absorption. This 

why pyramid texturing became very popular when scientists started to search 

for improvements on the crystalline silicon solar cell [23]. Baker

(2011) have reported that it is possible to improve the short circuit current 

density by about 0.39mA cm

texturing has a conversion efficiency of 18.6% with 

mA/cm2, FF 78.1

 

Fig. 1.12

 

In order to make this technology useful, the pyramid sizes need to be very 

large, within the range of 10 µm [130, 132, 133

total thickness can be more than 125 µm [134

large size pyramids can be neglected from the total thickness. On the contrary, 

for those types of solar cell where the size of the pyramid is comparable to the 

total thickness, the pyram

texturing the surface with pyramids will lead to increased costs, opposed to the 

main target of that technology which is to reduce reflectio

costs [130]. Furthermore, the surface recombination increases due to the

surface-to-volume ratio [119
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1.5.4.1 Pyramid solar cells 

Texturing the surface of the solar cell with pyramids is an effective way to 

increase the number of times the photon hits the surface of the solar cell [123]. 

This leads automatically to an improvement in the absorption [119, 130

presents a schematic diagram of a typical pyramid array. In the diagram, it 

is possible to see the interaction on the light with the pyramids by bouncing from 

pyramid to pyramid. This leads to higher photon absorption. This 

why pyramid texturing became very popular when scientists started to search 

for improvements on the crystalline silicon solar cell [23]. Baker

(2011) have reported that it is possible to improve the short circuit current 

20.39mA cm . A Silicon solar cell with standard pyramid 

texturing has a conversion efficiency of 18.6% with OCV 624

FF 78.1 % [131].  

Fig. 1.12. Schematic of Pyramid texturing pattern

In order to make this technology useful, the pyramid sizes need to be very 

, within the range of 10 µm [130, 132, 133]. In some solar cell types, the 

ess can be more than 125 µm [134]. In these cases the textur

large size pyramids can be neglected from the total thickness. On the contrary, 

for those types of solar cell where the size of the pyramid is comparable to the 

total thickness, the pyramid size cannot be neglected [130

he surface with pyramids will lead to increased costs, opposed to the 

main target of that technology which is to reduce reflection and reduce material 

]. Furthermore, the surface recombination increases due to the

volume ratio [119]. A pattern that is capable of trapping the light with 

Texturing the surface of the solar cell with pyramids is an effective way to 

increase the number of times the photon hits the surface of the solar cell [123]. 

orption [119, 130]. Figure 

presents a schematic diagram of a typical pyramid array. In the diagram, it 

is possible to see the interaction on the light with the pyramids by bouncing from 

pyramid to pyramid. This leads to higher photon absorption. This is the reason 

why pyramid texturing became very popular when scientists started to search 

for improvements on the crystalline silicon solar cell [23]. Baker-Finch et al. 

(2011) have reported that it is possible to improve the short circuit current 

. A Silicon solar cell with standard pyramid 

OCV 624 V, scJ 38.26

 

Pyramid texturing pattern. 

In order to make this technology useful, the pyramid sizes need to be very 

]. In some solar cell types, the 

]. In these cases the texturing of 

large size pyramids can be neglected from the total thickness. On the contrary, 

for those types of solar cell where the size of the pyramid is comparable to the 

id size cannot be neglected [130]. In those cases, 

he surface with pyramids will lead to increased costs, opposed to the 

n and reduce material 

]. Furthermore, the surface recombination increases due to the 

pattern that is capable of trapping the light with 



 

a low surface-to-volume ratio is the moth eye

following section. 

 

1.5.4.2 Nanowires solar cells

 

The technology that is capable of lowering the reflection and at the same

not increasing in excess the total thick

The size and configuration of the nanowires determine how well the incident 

light is absorbed.  As with pyramid solar cells, the purpose is to increase the 

number of times the photon hits on the solar cell. The light path can be 

enhanced up to a factor of 73 leading to a higher J

cells [120]. However, nanowire solar cells also use the principle of resonant 

trapping to enhance light absorption [13

a refractive index averaging effect tha

Furthermore, the highest conversion efficiency achieved by t

is 8.2 % [128].  

 

Fig. 1.13. Schematic of nanowire 

 

Figure 1.13 presents a schematic diagram of a nanowire array. These are 

circular shaped and grown vertically to have the appearance of a pillar/column. 

The diagram shows how the absorption of the incident light can be enhanced by 

bouncing between nanowires. Each time

there is a chance of absorbing a photon as desired. There are parameters that 

define the optical properties of the pattern such as 

wires. 
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volume ratio is the moth eye pattern which is discussed in the 

1.5.4.2 Nanowires solar cells 

The technology that is capable of lowering the reflection and at the same

not increasing in excess the total thickness is texturing nanowires [120, 128

The size and configuration of the nanowires determine how well the incident 

light is absorbed.  As with pyramid solar cells, the purpose is to increase the 

s the photon hits on the solar cell. The light path can be 

enhanced up to a factor of 73 leading to a higher Jsc compared to planar solar 

]. However, nanowire solar cells also use the principle of resonant 

to enhance light absorption [135, 136]. In addition to this, there is also 

a refractive index averaging effect that helps to lower reflection [137

Furthermore, the highest conversion efficiency achieved by texturing nanowires 

 

Schematic of nanowire texturing pattern. 

presents a schematic diagram of a nanowire array. These are 

circular shaped and grown vertically to have the appearance of a pillar/column. 

The diagram shows how the absorption of the incident light can be enhanced by 

bouncing between nanowires. Each time the wave is incident on the surface 

there is a chance of absorbing a photon as desired. There are parameters that 

define the optical properties of the pattern such as the diameter or height of the 

pattern which is discussed in the 

The technology that is capable of lowering the reflection and at the same time 

ness is texturing nanowires [120, 128]. 

The size and configuration of the nanowires determine how well the incident 

light is absorbed.  As with pyramid solar cells, the purpose is to increase the 

s the photon hits on the solar cell. The light path can be 

pared to planar solar 

]. However, nanowire solar cells also use the principle of resonant 

]. In addition to this, there is also 

t helps to lower reflection [137]. 

exturing nanowires 

presents a schematic diagram of a nanowire array. These are 

circular shaped and grown vertically to have the appearance of a pillar/column. 

The diagram shows how the absorption of the incident light can be enhanced by 

the wave is incident on the surface 

there is a chance of absorbing a photon as desired. There are parameters that 

diameter or height of the 



 

The problem of the surface recombination in the py

present in nanowire solar cells which leads to lo

121, 138, 139]. In addition, for this technique to be useful it is beneficial to 

implement the radial p

low carrier collection path [124

the benefits of using this type of p

the usage of low quality Si

n radial junctions due to the small 

1124, 146]. Moreover, the growth process for the radial p

impurities on the interface between the

Therefore, the benefits of better photon absorption are partially reduced by the 

high surface recombination which translates into lower conversion efficiencies 

than expected. An alternative approach that delivers reflection reduction 

nanowall solar cell. In the following section the nanowall solar cells are 

discussed.  

 

1.5.4.3 Nanowall solar cells
 

The solution of placing a nanowall pattern on top of a

solution to reduce reflection

a manner similar to the case of nanowire solar cells. The 

of the pattern leads to a refractive index averaging effect at shorter 

wavelengths. Figure 1.14

top view of the nanowall pattern. 

pattern since it is formed by

1D) [147].   

 

Fig. 1.14. Schematic of the nanowall pattern. 

(a) 
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The problem of the surface recombination in the pyramid solar cell is still 

present in nanowire solar cells which leads to low charge carrier collection [120, 

]. In addition, for this technique to be useful it is beneficial to 

al p-n junction [140-143]. The radial p-n juncti

low carrier collection path [124]. Besides, theoretical simulations have shown 

the benefits of using this type of p-n junction [144, 145]. In addition, it enables 

the usage of low quality Si [144, 145]. However, it is very challenging to make p

n radial junctions due to the small dimensions of the nanowires [121, 138, 139, 

]. Moreover, the growth process for the radial p-n junction introduces 

impurities on the interface between the p and n sides of the wires [143

Therefore, the benefits of better photon absorption are partially reduced by the 

high surface recombination which translates into lower conversion efficiencies 

than expected. An alternative approach that delivers reflection reduction 

nanowall solar cell. In the following section the nanowall solar cells are 

Nanowall solar cells 

The solution of placing a nanowall pattern on top of a solar cell is an effective 

solution to reduce reflection. The reduction of the reflection can be

similar to the case of nanowire solar cells. The sub

of the pattern leads to a refractive index averaging effect at shorter 

Figure 1.14 a and b illustrate in a schematic the side view

top view of the nanowall pattern. The top view presents the 2D nature of the 

since it is formed by long nanowalls parallel to each other

. Schematic of the nanowall pattern. (a) Side view. 

(b) 

ramid solar cell is still 

w charge carrier collection [120, 

]. In addition, for this technique to be useful it is beneficial to 

n junction provides a 

]. Besides, theoretical simulations have shown 

. In addition, it enables 

. However, it is very challenging to make p-

dimensions of the nanowires [121, 138, 139, 

n junction introduces 

s of the wires [143]. 

Therefore, the benefits of better photon absorption are partially reduced by the 

high surface recombination which translates into lower conversion efficiencies 

than expected. An alternative approach that delivers reflection reduction is the 

nanowall solar cell. In the following section the nanowall solar cells are 

solar cell is an effective 

the reflection can be achieved in 

subwavelength nature 

of the pattern leads to a refractive index averaging effect at shorter 

a and b illustrate in a schematic the side view and the 

the 2D nature of the 

parallel to each other (nanowires 

 

(a) Side view. (b) Top view. 



 

The nanowall pattern has some advantages 

[148]. Additionally, the short circuit current density also experiences an 

enhancement. The short circuit current density 

than that of a planar Si slab solar cell

stronger than nanowires from a mechanical strength point of view [

Furthermore, the nanowall pattern is currently being used to

efficient electron extraction in high efficiency perovskite solar cells [

the biggest challenges of fabricating nanowall solar cells is the

of the nanowall [150]. Further to this, 

create a nanowall pattern when the wi

an impact on the performance [

impact on the structure should be investigated.   

 

The nanowall texturing pattern 

However, this pattern has not

texturing patterns such as pyramid, nanowires, etc

started to draw more attention 

patterns. For example, there are reports presenting a texturing pattern that 

combines nanowires and nanowalls together

illustrates the idea of combining nanowires and nanowalls 

 

Fig. 1.15. Schematic of the resulting texturing 

nanowalls and nanowires. 
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The nanowall pattern has some advantages in terms of the open circu

]. Additionally, the short circuit current density also experiences an 

he short circuit current density of a nanowall is 7 mA/cm

of a planar Si slab solar cell [149]. Moreover, the nanowall pattern is 

stronger than nanowires from a mechanical strength point of view [150

Furthermore, the nanowall pattern is currently being used to achieve a 

in high efficiency perovskite solar cells [152

the biggest challenges of fabricating nanowall solar cells is the small 

]. Further to this, the current fabrication process (RIE) to 

create a nanowall pattern when the width of the wall is thinner than 10 nm has 

an impact on the performance [151]. Therefore, a fabrication method with less 

impact on the structure should be investigated.    

texturing pattern for solar cell has been studied over last decades

not been as extensively investigated 

uring patterns such as pyramid, nanowires, etc. Since the last decade

more attention especially due to combination with other texturing 

there are reports presenting a texturing pattern that 

combines nanowires and nanowalls together [148, 153-155]. Figure 1.15

of combining nanowires and nanowalls in a schematic. 

 

Schematic of the resulting texturing pattern when combining 

nanowalls and nanowires.  

in terms of the open circuit voltage 

]. Additionally, the short circuit current density also experiences an 

of a nanowall is 7 mA/cm2 higher 

Moreover, the nanowall pattern is 

150, 151]. 

achieve a more 

152]. One of 

 thickness 

the current fabrication process (RIE) to 

dth of the wall is thinner than 10 nm has 

]. Therefore, a fabrication method with less 

for solar cell has been studied over last decades. 

 as other 

last decade, it 

due to combination with other texturing 

there are reports presenting a texturing pattern that 

. Figure 1.15 

in a schematic.  

 

pattern when combining 
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This arrangement to combine nanowires and nanowalls is the one 

conventionally adapted. However, it should be noted that this is not the only 

arrangement possible. For example it is possible to arrange the nanowires and 

nanowalls randomly [154]. In either case the fabrication of such pattern is a 

challenging task. A texturing pattern that offers an alternative inspired in nature 

is the moth eye solar cell. In the following section moth eye solar cells are 

discussed. 

 

1.5.4.4 Moth eye solar cells 
 

There are many occasions when researchers inspire themselves in nature to 

find a solution to a problem or to discover something new. In the case of night 

moth’s eye solar cells, researchers Bernhard, Mill and Moller inspired 

themselves on the surface of the eye of a night moth [156, 157]. This insect has 

its eyes coated by coned structure (hexagonally distributed), which minimize the 

reflection. In Fig. 1.16 the image of a night moth and the thin structure coating 

the moth’s eye is presented. This special coating enables the night moth to see 

in darkness but with no reflection. Thus, it is more difficult for their predators to 

locate them.   

 

Fig. 1.16. Image of a moth and the image of the zoomed eye of the moth [158]. 

 

The key factor of this coating is similar to the one observed in the case of 

nanowires. The presence of a nanopattern with a period shorter than the 

wavelength of sunlight leads to a refractive index averaging effect [159]. As a 

consequence the transmission of any light incident on the surface improves 



 

[159]. Nevertheless, even though the principle is the same, there are 

differences between moth eye and nanowire solar cells.

in a schematic the cross section of the moth eye cone on the surface of a Si 

solar cell. 

 

 

Fig. 1.17. Schematic of the moth eye coned structure.

 

Placing the moth eye pattern on top of the solar cell surface improves 6% 

(compared to planar slab Si solar cell) the transmission of 

perpendicularly incident onto the solar cell. This improvement is constant for a 

wide range of angle of incidence

transmission leads to an improvement i

cell. When the sunlight is perpendicular

conversion efficiency is increased by 3.78%

[160]. Then as the angle of incidence in

conversion efficiency compared 

[160]. Therefore, placing the moth eye patterns offers a performance 

improvement. However, the moth eye pattern 

lack of suitable coating materials

the moth eye pattern is complex and requires a development to facilitate the 

reproducibility of the moth eye pattern [

nanowire solar cell the surface recombination may

performance due to the surface

the reflection from the solar cell surface is the nanocone solar cell. 

following section the nanocone solar cells are discussed.
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even though the principle is the same, there are 

differences between moth eye and nanowire solar cells. Figure 1.17 

ction of the moth eye cone on the surface of a Si 

 

Schematic of the moth eye coned structure. 

moth eye pattern on top of the solar cell surface improves 6% 

ab Si solar cell) the transmission of 

perpendicularly incident onto the solar cell. This improvement is constant for a 

wide range of angle of incidence [160]. Additionally the improvement on the 

ission leads to an improvement in the conversion efficiency of the solar 

the sunlight is perpendicularly incident on the solar cell the 

conversion efficiency is increased by 3.78% compared to the planar Si solar cell

. Then as the angle of incidence increases to 80% the improvement i

conversion efficiency compared with the planar Si solar cell case is 23.48%

placing the moth eye patterns offers a performance 

improvement. However, the moth eye pattern has a main drawback such as the 

lack of suitable coating materials [160]. Additionally, the fabrication process of 

the moth eye pattern is complex and requires a development to facilitate the 

reproducibility of the moth eye pattern [160]. Furthermore, similar to the 

the surface recombination may diminish the optical 

o the surface-to-volume ratio. A different approach to reduce 

the reflection from the solar cell surface is the nanocone solar cell. 

following section the nanocone solar cells are discussed. 

even though the principle is the same, there are 

 illustrates 

ction of the moth eye cone on the surface of a Si 

moth eye pattern on top of the solar cell surface improves 6% 

ab Si solar cell) the transmission of sunlight 

perpendicularly incident onto the solar cell. This improvement is constant for a 

. Additionally the improvement on the 

f the solar 

solar cell the 

compared to the planar Si solar cell 

creases to 80% the improvement in the 

with the planar Si solar cell case is 23.48% 

placing the moth eye patterns offers a performance 

a main drawback such as the 

tion process of 

the moth eye pattern is complex and requires a development to facilitate the 

Furthermore, similar to the 

diminish the optical 

A different approach to reduce 

the reflection from the solar cell surface is the nanocone solar cell. In the 



 

1.5.4.5 Nanocone solar cells
 

An alternative to the moth eye array 

the solar cell. Nanocone solar cells have the advantage of proving an excellent 

light trapping [162]. The highest efficiency obtained when placing nanocones on 

the surface of a solar cell is

of nanocones is similar to that of nanowires and moth eye [

transmission of incident light on the solar cell is enhanced due to the refractive 

index averaging effect [

angle of the side wall of the nanocone [

schematic the nanocone pattern and Fig. 1.18

nanocone illustrating its c

 

Fig. 1.18. (a) Schematic of a nanocone array. (b) top view of the pattern.

 

The angle of the side wall of the nanocone has a strong impact on the 

performance of the nanocone array [

of the pattern varies from 

Therefore, refractive index averaging effect is slightly different when compared 

to nanowires or moth eye. Secondly, when the sunlight is incident on the 

sidewall of the nanocone 

incident on the nanowire [

important due to the amount of reflection but also because it enhance

chance absorption. The second chance absorption enhancement

trajectory of the reflected waves after first hit (first chance absorption) on the 

pattern [163]. By using this texturing pattern the absorption of sunlight at normal 

incidence improves by 45% compared to planar Si slab solar cell [

  

(a) 
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Nanocone solar cells 

to the moth eye array is to place an array of nanocone

Nanocone solar cells have the advantage of proving an excellent 

]. The highest efficiency obtained when placing nanocones on 

the surface of a solar cell is 17.1% [163, 164]. The basic physical phenonemom 

of nanocones is similar to that of nanowires and moth eye [

transmission of incident light on the solar cell is enhanced due to the refractive 

index averaging effect [162]. However, there are some differences such as the 

angle of the side wall of the nanocone [163]. Figure 1.18

he nanocone pattern and Fig. 1.18 b shows the top view of a single 

nanocone illustrating its circular nature. 

                 

(a) Schematic of a nanocone array. (b) top view of the pattern.

The angle of the side wall of the nanocone has a strong impact on the 

performance of the nanocone array [163]. Firstly, the effective refractive index 

of the pattern varies from the top to the bottom of the nanocone [

Therefore, refractive index averaging effect is slightly different when compared 

to nanowires or moth eye. Secondly, when the sunlight is incident on the 

sidewall of the nanocone it has a different angle of incidence compared to being 

incident on the nanowire [163]. This difference in the angle of incidence is 

important due to the amount of reflection but also because it enhance

chance absorption. The second chance absorption enhancement

trajectory of the reflected waves after first hit (first chance absorption) on the 

]. By using this texturing pattern the absorption of sunlight at normal 

incidence improves by 45% compared to planar Si slab solar cell [

(b) 

nanocones on top of 

Nanocone solar cells have the advantage of proving an excellent 

]. The highest efficiency obtained when placing nanocones on 

The basic physical phenonemom 

of nanocones is similar to that of nanowires and moth eye [162]. The 

transmission of incident light on the solar cell is enhanced due to the refractive 

ifferences such as the 

. Figure 1.18 a presents in a 

b shows the top view of a single 

                  

(a) Schematic of a nanocone array. (b) top view of the pattern. 

The angle of the side wall of the nanocone has a strong impact on the 

]. Firstly, the effective refractive index 

the top to the bottom of the nanocone [163, 165]. 

Therefore, refractive index averaging effect is slightly different when compared 

to nanowires or moth eye. Secondly, when the sunlight is incident on the 

incidence compared to being 

]. This difference in the angle of incidence is 

important due to the amount of reflection but also because it enhances second 

chance absorption. The second chance absorption enhancement is due to the 

trajectory of the reflected waves after first hit (first chance absorption) on the 

]. By using this texturing pattern the absorption of sunlight at normal 

incidence improves by 45% compared to planar Si slab solar cell [165]. 
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Nevertheless, there are also some disadvantages associated with nanocone 

arrays. One of the disadvantages is the electrical performance of the nanocone 

array compared to nanowires [163]. This difference is especially noticeable 

when considering radial p-n junctions [163]. Additionally, the wavelength 

dependent of the refractive index averaging effect leads to good absorption at 

shorter wavelengths [163]. However, at longer wavelengths the absorption 

reduces drastically reaching levels lower than for the planar Si slab solar cell 

[165]. This scenario is not ideal for solar cell applications due to the wideband 

nature of the solar spectrum. Moreover, the size of the nanocone leads to a 

fabrication process that requires high precision to reproduce the pattern [163]. 

 

There is another alternative texturing pattern called micro pillar array solar cells. 

This texturing pattern has proven to be effective when reducing the reflection. 

Additionally, the electrical performance of the device is better than other 

patterns. Furthermore, the dimensions of this texturing pattern enable an easier 

growing process to make a radial p-n junction. In the following section micro 

pillar array solar cells are discussed.  

 

1.5.4.6 Micro pillar solar cells 

 

An alternative technique to reduce reflection is micro pillar solar cells [124, 166-

168]. To achieve the reduction of the reflection similar principles apply in micro 

pillar and nanowire solar cells. However, the size of the micro pillars makes a 

difference. Since the dimension of the micro pillar is larger, it is easier to make 

p-n radial junction in micro pillar solar cell [121, 124, 167].  Furthermore, in 

terms of energy conversion it has been proven that micro pillar array solar cells 

show a considerable improvement with respect to the levels of nanowire solar 

cells [169, 170]. For example, values of  OCV 0.6 V have been achieved, 

which is higher than the equivalent nanoscale approach. Moreover, Shin et al. 

2012 have reported that by reducing the thickness of the substrate, the 

electrical properties of the solar cell will improve. In this particular case, the 

dimensions of the micro pillar were height 10 m  and diameter= 2 m , where 

the substrate reduced from 325 to 40 m  [167]. This difference is attributed to 

recombination processes together with no contribution to the efficiency of all 
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photogenerated carriers in the case of thicker substrates [171, 172]. In addition 

to this Shin et al. 2012 also found that Jsc increases with the diameter [167]. 

This increase reaches values larger than theoretical predictions [172]. However, 

a large diameter value means that the surface-to-volume ratio is very high. 

Hence, the surface recombination can increase as well. The highest efficiency 

obtained using this technique is 8.7 % [166].   

 

In this thesis, a study on how to optimize optical properties of micro pillar arrays 

is introduced in Chapter 3. In particular, the focus is on the ratio between the 

height and the diameter. The results indicate that the best performance is 

achieved for high value of this ratio. In fact, there is a convergence of the optical 

performance for all values of diameters analysed. Nevertheless, the surface-to-

volume ratio can become very large. This can affect the surface recombination 

and lower the energy conversion efficiency [33]. Surface recombination needs 

to be a concern for researchers on this area to achieve high efficiency.  

 

In this thesis, the concept of micro pillar arrays has been taken further by trying 

to reduce surface recombination. A new design where the sizes of the pillars 

are tilted rather than vertical is presented. The results are very promising since 

the new design improves the light trapping properties and hence reduces the 

reflection. Furthermore, the surface-to-volume ratio, required for best 

performance, is much lower than for traditional vertical micro pillars. Therefore, 

this design is expected to provide a lower surface recombination. A low surface 

recombination together with low reflection are very promising features which will 

be presented in Chapter 4. 

 

1.6 Summary 

 

In the current energy generation scenario, solar cells are gaining importance. 

There are various reasons for that: environmental benefits, government policies 

and a very large development of the technology involved. So far the solar cell 

technology with largest market share is crystalline silicon solar cells with up to 

90% of market share. However, there are issues associated with this 

technology such as costs and efficiency limits.  
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In this Chapter, a summary of the current status of the solar cell field has been 

presented. The advantages and disadvantages of the basic and most promising 

technologies have been explained. Nowadays, there are new types of solar 

cells under development and their market share will increase soon, such as: 

CdTe, organic solar cells or perovskite solar cells. 

 

However, to achieve this, it is essential to reduce the reflection from the air-

solar cell interface. This is a common issue for any type of solar cells. There are 

various ways of achieving this such as deploying an ARC layer or including 

metallic particles on the solar cell (i.e. plasmonic solar cell). However, the most 

promising thus far in terms of reducing the reflection is texturing the surface of 

the solar cell since it has been reported to be very effective. Among the 

difference texturing techniques discussed, micro pillar is the most interesting 

texturing pattern. It is effective and less frequency dependent than other 

techniques. Among the different texturing patterns in the literature, such as: 

pyramid, nanowire or micro pillar array, the latter one is the pattern that 

provides more benefits. It has very good light trapping properties which help to 

reduce reflection from the surface. Moreover, the electrical performance 

associated to this type is better than for other texturing patterns.  

 

It is important to have a clear relation between the pillars dimensions (i.e. 

height, diameter) and the solar cell performance. Besides, it is known that the 

percentage of the pillars occupying the solar cell affects performance. However, 

there has not been any study focusing on how this percentage affects 

performance. The work presented in this thesis, aims to answer some of these 

questions in a detailed manner. This work also targets the development of a 

new texturing technique. This technique should be able to lower the reflection 

from the cell and to facilitate an electrical performance with low surface 

recombination. To achieve it, the chosen methodology is modelling via the 

Finite Time Difference Domain (FDTD) technique. In the following Chapter, the 

methodology used is introduced. 
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Chapter 2: Methodology 

 

This Chapter is dedicated to the methodology which is used to generate all the 

results presented in this work. The discussion provides a derivation of the Finite 

Difference Time Domain (FDTD) method from Maxwell’s equations. A 

description of the simulation set up is presented. 

 

2.1 Importance of Numerical methods  

 

The process of developing new solar cell devices consists of four stages: 

designing a prototype, fabricating a prototype, characterizing parameters and 

redesigning the prototype [1]. The total time to complete this process can be 

very long and the associated costs can be very large [1]. The usage of 

computational modelling can help in reducing the total time and associated 

costs [1]. The searching of a design offering a good performance is facilitated 

by the possibility of running as many simulations as required to reduce the trial 

and error approach to a minimum which reduces the total time. Furthermore, 

the time required to build each prototype is reduced, since no physical prototype 

is required for running simulations. Hence, the expenses associated with the 

materials for the prototype is reduced to the final design (optimized prototype). 

Additionally, simulation tools can be useful in understanding all physical 

phenomena involved in the solar cell [1]. For example, in a simulation based 

study using electrical modelling, it is possible to obtain the electrical parameters 

such as conversion efficiency, VOC, ISC and FF (electrical modelling is not part of 

this thesis and the focus is on optical modelling) of an optimized structure. 

Through the optical modelling it is possible to optimise the structure as well as 

visualising the field propagation inside the solar cell by obtaining a cross section 

of the solar cell. However, in an experimental based study, it may not be 

possible to obtain a visualisation similar to a cross section. 

 

The number of numerical methods available in the literature is large. There are 

two classes of numerical methods that can be used for electromagnetic 

problems: frequency domain methods and time domain methods. The selection 

of the appropriate simulation method is important for accurate solutions [2]. 
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Each analysis requires a different numerical method depending on the 

characteristics of the problem to be solved.  

 

This work requires a numerical method capable of launching an electromagnetic 

with a wide wavelength spectrum that replicates the solar spectrum. 

Furthermore, it is also expected that the numerical method can obtain the field 

propagation in more than one direction (i.e. electromagnetic waves travelling in 

forward and backward directions simultaneously). The time domain methods 

meet these requirements. Among the time domain methods available (i.e. Finite 

Element Time Domain method [3], Finite Volume Time Domain method [4], 

Finite Difference Time Domain method [5], etc.), Finite Difference Time Domain 

Method (FDTD) is selected for this work based on the consideration of its 

advantages. The FDTD method is a widely accepted method with many 

advantages as listed below:  

 

- It is second order accurate in nature due to the central finite 

difference approximations [5]. The discretization of space, associated 

with the FDTD method (Yee lattice), centres the E and H field 

components to ensure these components are surrounded by four H 

and four E field components respectively. This approach leads to a 

second order accuracy in space [5].  

 

- The time schedule approach (leapfrog approach) associated with the 

FDTD method enables the interaction between the E and H fields in 

the calculation process and it ensures a second order accuracy in 

time [5].  

 

- It deals with impulse response. Hence, it enables the launching of an 

electromagnetic wave with a wideband wavelength spectrum in a 

single simulation [5].  

 

- It provides solutions in time and frequency domain [5]. This enables 

the study on the physical effects that an electromagnetic wave 

undergoes when it interacts with the structure. Additionally, it also 

enables the study in frequency domain, by applying a Fourier 



 

transform, to analyse the electromagnetic field distribution inside and 

outside the structure at each individual wavelength.

 

- It has a simpler formulation than other numerical methods used in 

electromagnetic applications. This is possible due to the usage of the 

finite difference approximation that allows the partial differential form 

of Maxwell’s equations to b

 

- It can simulate non linear behaviour

 

 

The FDTD method also has some disadvantages that have to be taken into 

account such as: 

 

- The staircasing of surfaces in oblique planes to Cartesian coordinates 

(i.e. x, y and z) may lead to err

illustrates how modifications are introduced on the surface of a simple 

triangle due to the staircasing effect. 

 

Fig. 2.1. Schematic illustrating the staircasing error caused by the 

implementation of the mesh in the FD

 

The difference between the expected triangle and the final triangle is 

large. The red dotted line represents the structure for which a 

hypothetical simulation would be run. This effect is a limitation due to 

the implementation of the Yee lattice. As a cons

would not be accurate since the interaction of an incident 

electromagnetic wave with the two different surfaces (expected and 
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staircased) would be very different. A solution to reduce the staircase 

effect, is to make the mesh as fine as the computational memory 

allows. Alternatively, there are codes implementing approximation 

methods such as the Yu-Mittra method that can help in minimising the 

staircasing [7]. This type method distorts the mesh surrounding the 

boundary of the structure in such a way as to conform the surface of 

the structure. The partial differential form of Maxwell’s equations 

cannot be discretized using finite difference approximation at the 

distorted nodes. At these nodes the Contour Path (CP) FDTD 

algorithm is used, which is based on the integral form of Maxwell’s 

equations. This type of an approximation method will not provide 

accurate results in some cases such as multi stacked layer structures 

of dispersive materials [8]. 

 

- The memory requirements are very high for some of the simulated 

structures. The high memory requirements lead to large simulation 

time for each of the simulations as presented in Table 2.1. For 

example, when the mesh resolution in a 2D simulation of dimensions

5 m 5 m   is increased by 1% (i.e. decreasing x and y  from 

0.01µm to 0.0099µm), the memory requirement and the simulation 

time increase by approximately 2.3% and 2 seconds respectively, see 

Table 2.1. When the mesh resolution increases by 10%, the memory 

requirement and running simulation time increase approximately 

18.2% and 16 seconds respectively. In a 3D simulation, the increase 

in the memory requirements and simulation time is even more 

noticeable. For the case of a planar Si slab solar cell with a volume 

1.00383 m 1.73868 m 19 m     , when  the mesh resolution is 

increased (i.e. decreasing x , y and z (distance between adjacent 

nodes or step size in x, y and z coordinates)) by 1%, the memory 

requirement and simulation time increase by 0.97% and 59 seconds 

respectively. When the increase is by 10%, the memory requirement 

and the simulation time increase by 36.6% and 644 seconds 

respectively.  
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2D 
x (µm) y (µm) Memory (MB) Nodes (Thousands) Simulation time (s) 
0.0100 0.0100 44 266.256 153 
0.0099 0.0099 45 272.484 155 
0.0095 0.0095 48 294.849 160 
0.0090 0.0090 52 327.184 169 
0.0085 0.0085 56 366.025 170 
0.0080 0.0080 62 410.881 209 

3D 
x (µm) y (µm) z (µm) Memory (GB) Nodes (Million) Simulation time (s) 
0.0100 0.0100 0.0100 1.536 9.33966 754 
0.0099 0.0099 0.0099 1.551 9.54000 813 
0.0095 0.0095 0.0095 1.769 10.75360 928 
0.0090 0.0090 0.0090 2.098 12.58650 1120 
0.0085 0.0085 0.0085 2.434 15.07720 1405 
0.0080 0.0080 0.0080 2.989 17.71280 1745 

 

Table 2.1. Relation between mesh parameters and memory requirements and 

simulation time. 

 

- In the FDTD method it is difficult to implement a specific area where a 

very fine mesh is located, while the remaining simulation domain has 

a coarse mesh [5]. Therefore, in those simulations where a very 

specific area requires finer mesh, there is a dramatic increase in 

memory requirement in the majority of FDTD packages. 

 

- The location of E and H fields are defined by the Yee lattice in space. 

At the interface between two materials, there are six different 

boundaries for each field component. Therefore, it is important to 

have a fine mesh to ensure the accuracy at these interfaces. 

 

A general problem faced by FDTD users is the numerical dispersion 

caused by the variation of the speed at which the wave travels in 

different directions that is dependent on the angle of propagation [5]. This 

effect is directly related to the mesh in the simulation. When the step size 

of each coordinate in the mesh is different  x y zi.e.     , a phase 

difference on the wave fronts is numerically introduced. However, when 

the step size is equal in all three directions: x, y and z ( x y z     ), still 



 

there is numerical dispersion present in the simulation. The reason is 

illustrated in a schematic in Fig. 2.2 where points A, B, C and D 

represent FDTD nodes in the same plane. The length of AB, BD, CD and 

CA is represented as distance “a”. The length of B

to the diagonal which is represented as “b”. This means that the distance 

travelled by the wave is direction dependent (since

the numerical dispersion is neglected. 

 

Fig. 2.2. Schematic showing the reason for numerical dispersion in the case of 

 

A derivation of the FDTD method starting from Maxwell’s equations is presented 

in Section 2.3. In order to do that in the following section a discussion on 

Maxwell’s equations is introduced.

 

2.2 Maxwell’s equations 

 

The manner in which the electromagnetic fields evolve is defined by solving 

Maxwell’s equations. These equations are coupled, which is an evidence of the 

strong interrelation between the electric (E) and magnetic (H) f

equations are first order differential equations and define the changes in E and 

H at each point in space in a time

Maxwell’s equations for a lossless, dielectric medium is
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there is numerical dispersion present in the simulation. The reason is 

illustrated in a schematic in Fig. 2.2 where points A, B, C and D 

represent FDTD nodes in the same plane. The length of AB, BD, CD and 

CA is represented as distance “a”. The length of BC and AD corresponds 

to the diagonal which is represented as “b”. This means that the distance 

travelled by the wave is direction dependent (since a b ). In this work, 

the numerical dispersion is neglected.  

 

wing the reason for numerical dispersion in the case of 

x=y=z. 

A derivation of the FDTD method starting from Maxwell’s equations is presented 

in Section 2.3. In order to do that in the following section a discussion on 

introduced. 

The manner in which the electromagnetic fields evolve is defined by solving 

Maxwell’s equations. These equations are coupled, which is an evidence of the 

strong interrelation between the electric (E) and magnetic (H) fields. These 

equations are first order differential equations and define the changes in E and 

H at each point in space in a time-dependent manner. The differential form of 

lossless, dielectric medium is as follows: 

there is numerical dispersion present in the simulation. The reason is 

illustrated in a schematic in Fig. 2.2 where points A, B, C and D 

represent FDTD nodes in the same plane. The length of AB, BD, CD and 

C and AD corresponds 

to the diagonal which is represented as “b”. This means that the distance 

In this work, 

wing the reason for numerical dispersion in the case of 

A derivation of the FDTD method starting from Maxwell’s equations is presented 

in Section 2.3. In order to do that in the following section a discussion on 

The manner in which the electromagnetic fields evolve is defined by solving 

Maxwell’s equations. These equations are coupled, which is an evidence of the 

ields. These 

equations are first order differential equations and define the changes in E and 

dependent manner. The differential form of 
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Faraday’s law [5]:  

 

dB
xE M

dt
  


 

  (2.1) 

 

Where B is the magnetic flux density, E is the electric field and M is the 

magnetic current density. 

 

Ampere’s law [5]:  

dD
xH J

dt
 


 

  (2.2) 

 

Where D is the electric current density, H is the magnetic field and J is the 

electric current density.  

 

Gauss’s law for electric field [5]: 

 

.D  


  (2.3) 

where   is the volume charge density. 

 

Gauss’s law for magnetic field [5]:  

 

.B 0 


  (2.4) 

The continuity of the current has the following expression: 

 

.J
t


 




  (2.5) 

The constitutive relations for the media are as follows [5]: 

 

r 0D E E  
  

  (2.6) 

  

 

r 0B H H 
  

  (2.7) 
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where   is the electric permittivity, r  is the relative permittivity, 0  is the free-

space permittivity,   is the magnetic permeability, r  is the relative 

permeability and 0  is the free-space permeability. 

 

As discussed previously in Section 2.1, there are various numerical methods 

available to solve Maxwell’s equations. In this work, the adopted numerical 

method is the FDTD method which is discussed in detail in the following 

section. 

 

2.3 Finite-Difference-Time-Domain (FDTD) Method 

 

The FDTD method solves a partial differential governing equation using finite 

central difference approximation both in time and space that leads to a second 

order accuracy [9]. The FDTD method was first introduced in 1966 by Yee [9]. 

Originally, this method was developed to solve the partial differential form of 

Maxwell’s equations [10]. The first application of the method was to analyse the 

scattering of electromagnetic waves on infinitely long conducting cylinders in 2 

dimensions (2D) [10]. Soon after the publication of Yee’s work on FDTD many 

researchers started to implement it due to the advantages listed in Section 2.2. 

A consequence of this interest is the expansion to 3 dimensions (3D) of the 

FDTD method developed by Taflove and Brodwin [10, 11].  

 

Nowadays, the FDTD method is implemented to study a wide range of 

electromagnetic waves applications such as: microwaves [11], optical fibres 

[11], metamaterials [11], compact integrated circuits [11] and solar cells [11]. 

Furthermore, the number of time domain applications based on the FDTD 

method-like approach is continuously increasing to non electromagnetic wave 

based problems (varying the governing equation) such as: fluid dynamics [12] 

and acoustic waves [13]. In all these applications the finite central difference is 

used to achieve second order accuracy in time and in space. In time, the 

discretazation used is conventionally known as the leap frog approach. In 

space, the discretazation used is conventionally known as the Yee lattice. In the 

following sections, the discretization in time and space are presented starting 

the discussion with the time discretization.     



91 
 

2.3.1 Time discretization of the FDTD method (Leap frog approach) 

 

In time, the FDTD method uses the leap frog approach (see Fig. 2.3) to study 

the evolution of the E and H fields [14]. The calculation of E and H fields is 

alternated in time steps [14]. In nature, there is a constant interaction between E 

and H fields. Therefore, the interaction caused by the leapfrog approach 

between E and H fields (calculating values of E from previous H field values and 

vice versa) generates more accurate results than calculating the E field and H 

field individually (i.e. calculating E field values only from previously calculated E 

field values and the H field only from previously calculated H field values) [14].  

 

Figure 2.3 illustrates in a diagram the calculation steps of the leap-frog 

approach. The calculation process starts with t 0  , when all the E field 

components are calculated at different locations in space. An half time step later 

(i.e. t 0 .5 t   ), all the H field components are calculated based on the E field 

components which have been calculated in the previous time step. Then, the 

calculation process repeats with the same time step between calculations. The 

same logic applies until the number of simulation time steps is equal to the total 

required simulation time.   

 

 

 

Fig. 2.3. Schematic diagram of leap-frog approach [5]. 

 

Applying the leap-frog approach in the calculation process of the FDTD is the 

key to obtain the second order accuracy in time. This is due to the time step 
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between successive calculations of E and H fields remaining constant at 0.5 t

throughout the simulation. The evenly distributed time step of 0.5 t  enables the 

usage of finite central difference approximation. The Taylor series expansion of 

the finite difference approximation can be truncated to give an approximation 

using two, three, four or more points. In this work the Taylor expansion is 

truncated to obtain a finite difference approximation using two points (to be 

discussed in Section 2.3.4). Similar to the leap-frog approach in time, in FDTD 

the Yee lattice yields second order accuracy in space and is presented in the 

following section.  

 

2.3.2 Space discretization of the FDTD method 

 

In space, the FDTD method uses the Yee lattice (see Fig. 2.4) to locate each E 

and H field component [14]. The diagram is drawn in the Cartesian coordinates. 

The E and H field components are distributed to ensure that the curl operator in 

Eqs. (2.1) and (2.2) is correctly calculated [14].  

 

For example, in the case of each component of the E field, there are four H field 

components surrounding it and viceversa. The field component Ex is 

surrounded by Hz and Hy components. The same principle applies to Ey and Ez 

which are surrounded by Hx and Hz and Hx and Hy respectively. In Eq. (2.1) the 

E field is used to calculate H and in Eq. (2.2) the H field is used to calculate E. 

Additionally, in both Eqs. (2.1) and (2.2) there is a curl operator which 

represents the rotation of a field as a vector [15]. Therefore, the location of the 

E and H field components in the Yee lattice satisfies the interaction between 

fields as well as the curl operator present in Maxwell’s equations.  

 



 

 

Furthermore, the location of the different field components not only satisfies the 

curl operator but also enables 

approximation. Therefore, 

achieve second order 

locations of the same H or E field component being an integer multiple of step 

size.  

 

The space and time

partial differential equation to be s

calculation is only possible when certain conditions on the mesh parameters 

(i.e. t , x , y , 

method cannot be secured. In the following section a discussion on the 

conditions imposed on the mesh to maintain the accuracy and stability of the 

FDTD is presented.
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Fig. 2.4. Yee lattice [2].  

rmore, the location of the different field components not only satisfies the 

l operator but also enables usage of the central finite difference 

ation. Therefore, the Yee lattice is a key factor for the FDTD method to 

achieve second order accuracy. This is due to the step s

locations of the same H or E field component being an integer multiple of step 

The space and time discretizations enable the calculation of a solution for each 

partial differential equation to be solved at a node. However, the easier 

calculation is only possible when certain conditions on the mesh parameters 

z ) are met. Otherwise, the accuracy and stability of the 

method cannot be secured. In the following section a discussion on the 

conditions imposed on the mesh to maintain the accuracy and stability of the 

FDTD is presented. 

 

rmore, the location of the different field components not only satisfies the 

usage of the central finite difference 

the Yee lattice is a key factor for the FDTD method to 

accuracy. This is due to the step size between two 

locations of the same H or E field component being an integer multiple of step 

discretizations enable the calculation of a solution for each 

olved at a node. However, the easier 

calculation is only possible when certain conditions on the mesh parameters 

curacy and stability of the 

method cannot be secured. In the following section a discussion on the 

conditions imposed on the mesh to maintain the accuracy and stability of the 



 

2.3.3 Mesh accuracy and stability

 

The mesh is an essential feature of numerical methods since it discretizes the 

structure of the problem under study. The accura

depends on the mesh parameters

accuracy, the parameters x

2.5 illustrates in a schematic a top view of a cell introducing the mesh 

parameters x  and y  (same principle applies with 

Fig. 2.5. 2D schematic showing mesh parameters 

 

When these parameters are not fine enough (i.e. very large values for 

and z ), the accuracy of the method will be inadequate [14

this may be found in the truncation error term in the Taylor expansion of the 

central difference approximation (Section 2.3.4 and A

truncation error is dependent on the square of the step size (i.e. in the order of 
2

x ) [17]. Hence, the truncation error w

unacceptable levels (“blow up”) 

maintain the truncation error 

parameters should be selected

cannot be chosen fine enough. 

may be approximated as Area

window and x y   ). This 

requirement with decrease in 

case of a 3D simulation the increase in the 

3
xVolume /    is even more pronounced

nodes [5]. This effect may be seen from 

10%) in the value of 3D mesh parameters increases the number of nodes by 3 
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2.3.3 Mesh accuracy and stability 

feature of numerical methods since it discretizes the 

structure of the problem under study. The accuracy of the results highly 

parameters. In order to achieve an appropriate mesh 

x  , y and z should be selected with care. Figure 

2.5 illustrates in a schematic a top view of a cell introducing the mesh 

(same principle applies with z ).  

 

Fig. 2.5. 2D schematic showing mesh parameters x and y. 

these parameters are not fine enough (i.e. very large values for 

method will be inadequate [14, 16]. The reason for 

this may be found in the truncation error term in the Taylor expansion of the 

mation (Section 2.3.4 and Appendix A). 

n error is dependent on the square of the step size (i.e. in the order of 

the truncation error will increase in a non linear fashion

up”) as the mesh is made coarser [17]. In order

maintain the truncation error at a low level, small values of the

selected. However, the mesh parameters sometimes 

cannot be chosen fine enough. The memory requirement of a 2D simulation 

2
xArea    (where Area is the size of the simulation 

 implies a pronounced increase in the

requirement with decrease in x or increase in the number of nodes. I

se of a 3D simulation the increase in the memory requirement

is even more pronounced with increase in the number of 

This effect may be seen from Table 2.1, where a small decrease 

10%) in the value of 3D mesh parameters increases the number of nodes by 3 

feature of numerical methods since it discretizes the 

cy of the results highly 

. In order to achieve an appropriate mesh 

should be selected with care. Figure 

2.5 illustrates in a schematic a top view of a cell introducing the mesh 

 

these parameters are not fine enough (i.e. very large values for x  , y

The reason for 

this may be found in the truncation error term in the Taylor expansion of the 

ppendix A). This 

n error is dependent on the square of the step size (i.e. in the order of 

in a non linear fashion to 

In order to 

small values of the mesh 

However, the mesh parameters sometimes 

2D simulation 

(where Area is the size of the simulation 

the memory 

in the number of nodes. In the 

memory requirement

with increase in the number of 

a small decrease (i.e. 

10%) in the value of 3D mesh parameters increases the number of nodes by 3 
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million. The number of nodes may increase even further depending on the 

structure being simulated.  

 

In some cases either the structure being simulated or the wavelength spectrum 

of the simulation is very large. For example in simulations of solar cells a large 

wavelength spectrum that matches the solar spectrum is required. This leads to 

very large number of nodes where Maxwell’s equations are to be solved. 

Hence, the memory requirements as well as the simulation time increase. The 

computational capacity will effectively limit the size (i.e. number of nodes) of the 

simulation. As a consequence, the mesh parameters should be selected small 

enough to ensure a low error in the approximation but bearing in mind the 

computational memory available.  

 

There is another aspect to take into account for an appropriate value of x  , 

y and z . The refractive index of the material under study may also have an 

impact on the accuracy of the solution. If the refractive index of the material is 

high and the mesh is not fine enough there would not be sufficient number of 

points per wavelength to accurately simulate change in the field.  The mesh 

parameters should be chosen in such a way to give a number of points per 

wavelength large enough for the entire wavelength to achieve accurate results. 

Empirically this number has been found to be at least 6 points per wavelength 

for the entire wavelength spectrum. This number of points per wavelength is 

conventionally considered to provide a good accuracy. Nevertheless, the value 

may vary depending on the application and simulated materials.  

 

The process to calculate the number of points per wavelength is as follows: the 

highest value of refractive index in the simulation is divided by the 

corresponding wavelength. This value gives the effective wavelength. Further to 

this, the effective wavelength is divided by the largest step size (either  x  , y  

or z ). The result of this division represents the minimum number of points per 

wavelength. Any value of x  , y  or z  giving a large number of points 

increases the mesh accuracy. Normally it is recommended to do a convergence 

test for simulation studies. Where the initial simulations are run with coarse 
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mesh (i.e. large values of  x  , y  and z ). Then, the mesh is made finer (i.e. 

smaller values of x  , y  and z ) in a series of simulations until a 

convergence in the result is obtained. In this manner, the computational power 

is optimized. However, it should be noted that for a very fine mesh (i.e. very 

small values for x  , y and z ) the number of nodes increases cubically [14].  

Hence, the computational memory required to solve Maxwell’s equations at 

each node increases drastically as described in Section 2.1 [14]. Therefore, 

there is usually a compromise between accuracy and computational memory 

that is available for the simulation. The best approach is a convergence test 

where the mesh is made finer progressively until no significant change in the 

fields is recorded.  The convergence test carried out for this work is discussed 

in Section 2.3.6.3. 

 

The finite difference time domain method has also a time step (t) defining the 

difference in time between the calculations of E and H field components in the 

leapfrog approach (Section 2.3.1). The time step and the step size are 

interrelated and their values have to be chosen appropriately [5].  For this 

purpose, the values of x , y , z and t   have to meet the Courant condition 

(also known as Courant, Friedrichs and Lewy criterion) [5]. Otherwise the 

simulation will be unstable (i.e. as time stepping proceeds the approximation is 

further apart from the real solution of Maxwell’s equations) [5]. The Courant 

condition is the relation between the space coordinates with the time step to 

maintain stability of the simulation as follows [5]:   

 

t

x y z
2 2 2

1

1 1 1
c

 
 

  

    (2.8) 

 

where c is the speed of light in vacuum. In case of not satisfying Eq. (2.8), the 

travelling wave could skip one step size when propagating through the medium 

[18]. In other words, to satisfy Eq. (2.8), the lattice speed (i.e. x t  ) should be 

lower than the speed in the travelling medium [17]. Table 2.2 presents the 



97 
 

values of t  in the software used in this work for a range of x , y  and z

values.  

 

x (µm) y (µm) z (µm) t (fs) 
0.090 0.090 0.090 0.16928000 
0.050 0.050 0.050 0.09251200 
0.010 0.010 0.010 0.01897990 
0.009 0.009 0.009 0.01706640 
0.005 0.005 0.005 0.00953056 
0.001 0.001 0.001 0.00953056 

 

Table 2.2. Relation between mesh parameters and time step.  

When the mesh is coarse such as x y z 0.09 m        the corresponding 

value of t is 0.16928 fs. As the mesh is made finer, the value of t  to satisfy 

Eq. (2.8) becomes smaller. For example when the mesh parameters are 

x y z 0.009 m        the value of t decreases 10% (i.e. t 0.0170664fs  ). 

As the mesh is made even finer, the value of t continues to decrease. 

Therefore, the increase in the number of nodes is accompanied by a 

corresponding increase in memory requirements and computational time which 

can be seen from Table 2.1. However, the increase in the memory requirements 

is also due to the value of t . As t becomes smaller, the number of times 

Maxwell’s equations have to be solved increases as well. 

 

In the following section the approximation, used in the FDTD method to obtain a 

solution of a partial differential equation is introduced. This technique is called 

finite differences and it is the key for the second order accuracy of the FDTD 

method. 
 

2.3.4 Finite differences 

 

The finite difference approximation is a manner of solving the calculation 

process of derivatives. In the case of very small x  values, any derivative at a 

specific point (A) can be expressed in terms of a simple difference. This 

difference should be between the values at two points adjacent to point A (to 
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achieve first or second order approximation). Conventionally the definition of a 

derivative is expressed as follows [19]: 

 

     
x

x

0
x

u x u x
u ' x lim

 

  



  (2.9) 

 

where  u x  is a function dependent on x,  u' x  is its first derivative and x  is 

the step size. 

 

There are three types of finite differences: Forward difference (1st order 

accurate), Backward difference (1st order accurate) and Central difference (2nd 

order accurate). The equation representing the finite difference is presented 

below. The Taylor expansion of the three types of finite difference 

approximation are presented in Appendix A for reference. 

 

- Central difference provides a second order accurate approximation of 

a derivative. It uses the same number of points as forward and 

backward differences but with higher level of accuracy. This is the 

reason why, central difference is selected to implement the FDTD 

method [5]. 

 

      i x i x i 1 i 1
i

x x

u x u x u u
u' x

2 2
 

     
 

 
  (2.10) 

 

where the symbols i, i+1 and i-1 represent the current node, the next 

node and the previous node respectively.  

 

In the following section the governing equations for each of the E and H field 

components (i.e. xE , yE , zE , xH , yH  and zH ) of the FDTD method are 

introduced. Furthermore, the concept of the Yee lattice space distribution and 

the concept of the leapfrog approach in time are included in the derivation by 

using the Yee notation. 

  



 

2.3.5 Governing equations of the 3D FDTD method

 

The equations presented in this section arise from the derivation of the FDTD 

method which is shown in Appendix B. The full deriva

with the 3D form of the Maxwell’s equations in the partial differential form (Eq. 

(2.1)- Eq. (2.7)).  

 

By using the Yee notation the nodes in x, y and z (in the mesh) are given the 

notation i, j and k as subscripts respectively to indicate their posit

Additionally the increase or reduction of half or full step is done by 

adding/subtracting 

This diagram shows the case of the variable “i” where

step.  

 

Fig. 2.6. Schematic explaining the Yee notation for the case of “i”

 

It should be noted 

parameter “t” (i.e. time) is represented in the Yee notation as “n” 

represented as a superscript and in similar manner to space coordinates, 

increment in n by 1/2 or 1 represents time advance by a half

governing equation for the 

(2.11) as follows, after implementing the finite difference scheme
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2.3.5 Governing equations of the 3D FDTD method 

The equations presented in this section arise from the derivation of the FDTD 

method which is shown in Appendix B. The full derivation of the method begins 

with the 3D form of the Maxwell’s equations in the partial differential form (Eq. 

By using the Yee notation the nodes in x, y and z (in the mesh) are given the 

notation i, j and k as subscripts respectively to indicate their posit

Additionally the increase or reduction of half or full step is done by 

1
2   or 1 from i, j and k [5]. This idea is illustrated in Fig. 2.6. 

This diagram shows the case of the variable “i” where “i” represe

Fig. 2.6. Schematic explaining the Yee notation for the case of “i”

 that the same principle applies to j and k. Furthermore, the 

parameter “t” (i.e. time) is represented in the Yee notation as “n” 

represented as a superscript and in similar manner to space coordinates, 

1/2 or 1 represents time advance by a half

governing equation for the xE field component (Eq. (B.16))

, after implementing the finite difference scheme
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The equations presented in this section arise from the derivation of the FDTD 

tion of the method begins 

with the 3D form of the Maxwell’s equations in the partial differential form (Eq. 

By using the Yee notation the nodes in x, y and z (in the mesh) are given the 

notation i, j and k as subscripts respectively to indicate their position [5]. 

Additionally the increase or reduction of half or full step is done by 

or 1 from i, j and k [5]. This idea is illustrated in Fig. 2.6. 

“i” represents the current 

 

Fig. 2.6. Schematic explaining the Yee notation for the case of “i”. 

that the same principle applies to j and k. Furthermore, the 

parameter “t” (i.e. time) is represented in the Yee notation as “n” which is 

represented as a superscript and in similar manner to space coordinates, 

1/2 or 1 represents time advance by a half or a full step. The 

) is presented in Eq. 

, after implementing the finite difference scheme:  

n n n
k 1/2 y i,j 1/2,k 1 y i,j 1/2,kH | H |   

 
 

  
  
 

 
  (2.11) 
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where  ,  , t , x , y , z  are the conductivity, dielectric constant, time step 

and step sizes in x, y and z coordinates respectively. The steps required to 

express the partial differential term zdH

dy



 (Eq. (B.16)) as 
n n

z i,j 1,k 1/2 z i,j,k 1/2

y

H | H |  



 

 

using the finite difference scheme are as follows:  

 

- Identify the variable in the denominator which is dy. 

- The variable y is represented by the integer j.  

- Indentify the variable to be expressed in terms of its difference which 

is  zH


. 

- Write the first term of the difference considering that j is the variable 

to experience a change as 
n

z i,j 1,k 1/2H |  


. 

- Write the second term of the difference with a y  step size in 

variable j as 
n

z i,j,k 1/2H | 


.  

- Then, the term zdH

dy



 can be expressed in terms of finite differences as 

n n
z i,j 1,k 1/2 z i,j,k 1/2

y

H | H |  



 

. 

  

Using the same approach the governing equations corresponding to Hx, Hy, Hz, 

Ey and Ez (Eqs. (B.12, B.13, B.14, B.17 and B.18), can be expressed using the 

finite difference scheme as shown in Eqs. ((2.12) - (2.16)): 

  

t i 1/2,j,k 1/2

i 1/2,j,k 1/2n 1/2 n 1/2
y i 1/2,j,k 1/2 y i 1/2,j,k 1/2

t i 1/2,j,k 1/2

i 1/2,j,k 1/2

nt
x i 1,j,k 1/2 x i, j,

i 1/2,j,k 1/2

t i 1/2,j,k 1/2

i 1/2,j,k 1/2

σ
1

2ε
E | E |

σ
1

2ε

H | H |
ε

σ
1

2ε

 

  
   

 

 

 

 

 

 

 
 

   
  

 
 






 

 

y

n n n
k 1/2 z i 1/2,j,k 1 z i,j 1/2,k

z x

n
source i 1/2,j,k 1/2

H | H |

J |

   

 

 
 

  
   

 



  (2.12) 
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z
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1/2,k x i 1/2,j 1,k x i 1/2,j,k

x y

n
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 
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 

  
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  (2.13) 
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  (2.16) 

 

In this work the implementation of the FDTD method is carried out by the 

commercial package Lumerical FDTD solutions [20]. In the following section the 



 

simulation set up for this work is presented. Furthermore, a rationale of the 

simulation set up is discussed.  

 

2.3.6 Simulation set up 

 

The simulation set up to obtain 

selected carefully. The simulation is se

of the reflection from a surface. The selection of an appropriate 

essential for accurate results. Otherwise, the 

simulation would be compromised (as discussed in Section 2.3.3

illustrating the parameters that should be considered during the set up process 

of a simulation is presented in Fig. 2.7.

 

Fig. 2.7. Schematic illustrating the considerations during the setting up process

 

In Fig. 2.7 there are various factors that should be considered when setting up a 

simulation. Among the factors presented in Fig. 2.7 there are some factors fixed 

beforehand such as the type of source and the type of boundary conditions due 

to the characteristics of the simulation itself. The type of source is a plane wave 

source and the boundary conditions are the Perfectly Matched Layer (PML) 

on the top and bottom boundaries and the Periodic Boundary Conditions (PBC)
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simulation set up for this work is presented. Furthermore, a rationale of the 

simulation set up is discussed.   

  

simulation set up to obtain the results presented in this work has to be 

. The simulation is set up in a manner to obtain the calculation 

of the reflection from a surface. The selection of an appropriate 

essential for accurate results. Otherwise, the accuracy and stability of the 

simulation would be compromised (as discussed in Section 2.3.3). A diagram 

illustrating the parameters that should be considered during the set up process 

of a simulation is presented in Fig. 2.7. 

Fig. 2.7. Schematic illustrating the considerations during the setting up process

In Fig. 2.7 there are various factors that should be considered when setting up a 

simulation. Among the factors presented in Fig. 2.7 there are some factors fixed 

beforehand such as the type of source and the type of boundary conditions due 

ristics of the simulation itself. The type of source is a plane wave 

source and the boundary conditions are the Perfectly Matched Layer (PML) 

on the top and bottom boundaries and the Periodic Boundary Conditions (PBC)

simulation set up for this work is presented. Furthermore, a rationale of the 

has to be 

t up in a manner to obtain the calculation 

of the reflection from a surface. The selection of an appropriate mesh is 

accuracy and stability of the 

. A diagram 

illustrating the parameters that should be considered during the set up process 

 

Fig. 2.7. Schematic illustrating the considerations during the setting up process. 

In Fig. 2.7 there are various factors that should be considered when setting up a 

simulation. Among the factors presented in Fig. 2.7 there are some factors fixed 

beforehand such as the type of source and the type of boundary conditions due 

ristics of the simulation itself. The type of source is a plane wave 

source and the boundary conditions are the Perfectly Matched Layer (PML) [5] 

on the top and bottom boundaries and the Periodic Boundary Conditions (PBC) 



 

[5] on the side boundaries

2.3.8. The parameters that require extra definition are: i) locating the monitor 

and source, ii) defining window height, iii)  selecting mesh parameters, iv) 

choosing the number of PML layers and v) defining the p

representing the different structures under study. There are two structures 

under study in this work (Section 2.3.6.5):

hut-like micro pillar array solar cell. In

parameters in this work for an a

location of the monitor and source.

 

2.3.6.1 Location of the monitor and the source

 

Figure 2.8 shows a Si substrate on top of which the texturing patterns are 

grown. An electromagnetic wave source

above the solar cell. The distances between the source and the monitor and the 

substrate (planar solar cell) or the top of the texturing pattern are defined after a 

benchmarking study as 1

and monitor are defined 

waves reaching a solar cell on 

though the electromagnetic waves from the sun ar

reaching the Earth can be considered as plane waves.
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on the side boundaries which will be described in more detail in Section 

. The parameters that require extra definition are: i) locating the monitor 

and source, ii) defining window height, iii)  selecting mesh parameters, iv) 

choosing the number of PML layers and v) defining the parameters correctly for 

representing the different structures under study. There are two structures 

under study in this work (Section 2.3.6.5): a micro pillar array solar cell and 

like micro pillar array solar cell. In the following sections the simu

parameters in this work for an appropriate set up are discussed

location of the monitor and source. 

2.3.6.1 Location of the monitor and the source 

Figure 2.8 shows a Si substrate on top of which the texturing patterns are 

An electromagnetic wave source and a reflection monitor are

above the solar cell. The distances between the source and the monitor and the 

substrate (planar solar cell) or the top of the texturing pattern are defined after a 

benchmarking study as 1.0 µm and 1.3 µm respectively. The location of source 

and monitor are defined  The source required to replicate the electromagnetic 

waves reaching a solar cell on the Earth is a plane wave-AM 1.5 source

though the electromagnetic waves from the sun are of spherical nature, those 

reaching the Earth can be considered as plane waves. 

Fig. 2.8. Schematic of simulation set up.

ill be described in more detail in Section 

. The parameters that require extra definition are: i) locating the monitor 

and source, ii) defining window height, iii)  selecting mesh parameters, iv) 

arameters correctly for 

representing the different structures under study. There are two structures 

micro pillar array solar cell and a 

following sections the simulation 

ppropriate set up are discussed starting with the 

Figure 2.8 shows a Si substrate on top of which the texturing patterns are 

and a reflection monitor are placed 

above the solar cell. The distances between the source and the monitor and the 

substrate (planar solar cell) or the top of the texturing pattern are defined after a 

and 1.3 µm respectively. The location of source 

The source required to replicate the electromagnetic 

AM 1.5 source. Even 

e of spherical nature, those 

 

. 



 

A reflection monitor is placed at 0.3 µm above the plane wave source. This 

monitor measures the electromagnetic waves travelling 

transform is carried out to convert the data to frequency

processing. Then, the frequency 

monitor can be calculated from which the reflection may be obtained. 

 

Periodic Boundary Conditions (PBC) are applied on both sides of the simulation 

window to repeat the structure periodically in the x

bottom end of the simulation window PML 

which absorb any waves reaching these boundaries. The absorption of any 

incident light on the PML is nearly perfect (not 100% of incident waves are 

absorbed). Therefore, the distance between the reflection monitor and the top 

PML should be selected carefully. In the following s

selection process is discussed.

 

2.3.6.2 Window height 

 

Figure 2.9 illustrates the factors that should be taken into account when 

choosing the simulation window height and are discussed below.

 

Fig. 2.9. Schematic for the selecti
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A reflection monitor is placed at 0.3 µm above the plane wave source. This 

monitor measures the electromagnetic waves travelling through it. A Fourier 

transform is carried out to convert the data to frequency domain for post 

processing. Then, the frequency (wavelength) dependent transmission at the 

monitor can be calculated from which the reflection may be obtained.  

Periodic Boundary Conditions (PBC) are applied on both sides of the simulation 

window to repeat the structure periodically in the x-y plane. On the top and 

bottom end of the simulation window PML (Section 2.3.8.3.1) layers are placed 

reaching these boundaries. The absorption of any 

incident light on the PML is nearly perfect (not 100% of incident waves are 

he distance between the reflection monitor and the top 

PML should be selected carefully. In the following section the window height 

selection process is discussed. 

Figure 2.9 illustrates the factors that should be taken into account when 

choosing the simulation window height and are discussed below. 

Fig. 2.9. Schematic for the selection of window height. 

 

A reflection monitor is placed at 0.3 µm above the plane wave source. This 

through it. A Fourier 

domain for post 

dependent transmission at the 

 

Periodic Boundary Conditions (PBC) are applied on both sides of the simulation 

y plane. On the top and 

layers are placed 

reaching these boundaries. The absorption of any 

incident light on the PML is nearly perfect (not 100% of incident waves are 

he distance between the reflection monitor and the top 

ection the window height 

Figure 2.9 illustrates the factors that should be taken into account when 
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There are some constraints that should be considered when selecting the 

height of the simulation window. The top end of the simulation window has to be 

located at a position higher than the reflection monitor. As can be seen from 

Fig. 2.9 the boundary selected in this work, at the top boundary, is a PML layer 

to absorb any electromagnetic wave reaching the top of the simulation window.  

 

The location of the PML (i.e. window height) is very important since there are 

two conditions that have to be met. One condition is that the simulated time 

(time indicating the time span of the simulation) should be long enough for the 

field at the location of the reflection monitor to decay. The other is that the 

window height should be large enough so that the wave cannot reach the 

reflection monitor a second time within the simulated time. This means that the 

total time taken by the electromagnetic wave which is the sum of time taken to 

travel source-surface ( 1t ), surface-PML ( 2t ), PML-reflection monitor ( 3t ) should 

be longer than the simulated time.  

 

 simulated 1 2 3t t t t     (2.17) 

 

If the simulated time is longer than 1 2 3t t t   then the data collected by the 

reflection monitor could have some spurious reflection which would invalidate 

the results. One possible solution for this is to increase the window height to an 

extremely large value such as 50µm to ensure no contamination of the results. 

However, this option would imply a high computational cost. Therefore, a more 

sensible approach is to have a convergence test to find out what window height 

value is suitable. In addition, the simulation must run for sufficient time to allow 

the input pulse to travel from the source to the cell surface and the subsequent 

reflected waves to reach the monitor. The software needs to record sufficient 

number of time samples of the field to perform a Discrete Fourier Transform 

(DFT). Therefore, the resultant simulated time, should be longer than 1 2t t  and 

shorter than 1 2 3t t t  . 

 



 

For the simulations presented in this work, the height of the simulation window 

is set to be 12 µm above the solar cell. Figure 2.10 shows the E field intensity

at two different point monitors (time monitors) to show that the fields h

decayed at the reflection monito

monitors are placed exactly at the centre of the simulation window but at 

different heights: just above the source (exactly at same height as the reflection 

monitor) and just below the boundary with the PML region. Additionally, in Fig. 

2.11 the data of a 2D time monitor placed normal to the y axis near the 

reflection monitor are shown. 

Fig. 2.10 E field intensity vs. time at reflection monitor and boundary of window

Fig. 2.11. E field intensity near the reflection monitor at a. 20fs and b.124fs

                                                           
2 In this work the term “E field intensity” stands for 
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For the simulations presented in this work, the height of the simulation window 

m above the solar cell. Figure 2.10 shows the E field intensity

at two different point monitors (time monitors) to show that the fields h

decayed at the reflection monitor before the simulation is complete. These time 

monitors are placed exactly at the centre of the simulation window but at 

different heights: just above the source (exactly at same height as the reflection 

just below the boundary with the PML region. Additionally, in Fig. 

2.11 the data of a 2D time monitor placed normal to the y axis near the 

 

Fig. 2.10 E field intensity vs. time at reflection monitor and boundary of window

Fig. 2.11. E field intensity near the reflection monitor at a. 20fs and b.124fs

In this work the term “E field intensity” stands for |E|2 ((E/V)2). 

For the simulations presented in this work, the height of the simulation window 

m above the solar cell. Figure 2.10 shows the E field intensity2 

at two different point monitors (time monitors) to show that the fields have 

. These time 

monitors are placed exactly at the centre of the simulation window but at 

different heights: just above the source (exactly at same height as the reflection 

just below the boundary with the PML region. Additionally, in Fig. 

2.11 the data of a 2D time monitor placed normal to the y axis near the 

 

Fig. 2.10 E field intensity vs. time at reflection monitor and boundary of window. 

 

Fig. 2.11. E field intensity near the reflection monitor at a. 20fs and b.124fs. 
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From Fig. 2.10 it is possible to observe that there is a high E field intensity after 

18 fs at the location of the reflection monitor. This corresponds to the 

electromagnetic wave (reflected at the solar cell surface) when it reaches the 

location of the reflection monitor. Furthermore, after 48 fs the same pulse is 

observed near the PML. Then, the electromagnetic waves are absorbed by the 

PML.  

 

Otherwise in the case of truncating the window without a PML boundary, the 

wave would be reflected back into the simulation window which would cause 

corruption of the results. This shows the importance of the PML which will be 

discussed in more detail in Sections 2.3.6.4 and 2.3.8.3.1.  

 

After approximately 60fs, near the PML and at the reflection monitor before the 

simulation ends there is no record of any E field intensity. This means that the 

fields have decayed and that the PML has absorbed the incident wave to avoid 

any distortion. The latter statement can be confirmed by Fig. 2.11 a and b. After 

20 fs the field plot shows a high intensity peak of more than 0.35 V/m at the 

location of the reflection monitor. However, after 124 fs at the same location the 

presence of any field intensity is minimum; in the order of 1410 V / m .  

 

Another very important factor in the simulation is the mesh. In the following 

section how the values of the mesh parameters should be chosen is discussed.     

 

2.3.6.3 Mesh parameters 

 

The mesh parameters are essential for accurate results as discussed in Section 

2.3.3. The values of x  , y  and z have to be small enough for the finite 

difference approximation to be valid [5]. However, the smaller the values of  x  

, y  and z , the larger the computational memory becomes. This is the reason 

why it is important to do a convergence test.  

 

In the convergence test for the selection of x , y and z , the mesh 

parameters (i.e. x  , y  and z ) are varied (beginning with large values) for 
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multiple simulations until an appropriate result is obtained. The test consists of a 

plane wave which is launched into the simulation domain. This plane wave is 

incident on a planar slab of Si and the reflected waves are measured by the 

reflection monitor. Then, the error in the simulation is obtained by comparing the 

reflection data obtained at the monitor (for each simulation) to the Fresnel 

reflection data for Si as follows: 

Predictedreflection R
Error in simulation 100

Predictedreflection


    (2.18) 

 

where the Error in simulation, Predicted reflection and R are the percentage 

error, the reflection predicted by Fresnel’s equations and the values of R 

obtained from the simulations respectively.  

 

First z  is kept constant while x  and y are varied. From these results an 

appropriate value of  x  and y is selected (fixed) and then z is varied. This 

results in error in simulation vs. wavelength curves which are presented in Fig. 

2.12 for the case of x y 0.01 m     . This process is iterated with different 

values of x and y until all the three mesh parameters are chosen. 

 

Fig. 2.12. Percentage of the simulation error of R per wavelength as varying z 

while keeping constant x and y at 0.01µm.  
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From Fig. 2.12 the tremendous influence that the mesh parameters have on the 

measurements can be observed. For a coarse mesh such as x y 0.01 m      

and z 0.05 m    the R measured in the simulation is up to 150% different to 

the performance predicted by Fresnel. Then, as the values of z  decrease 

while x  and y  remain constant, the difference between the simulated and 

the predicted value of reflection reduces considerably. In Fig. 2.12, the 

simulated reflection with the finest mesh x y( 0.01 m      and 

z 0.0025 m)   shows less than 2% error. This is a percentage error that 

ensures high precision of the results. However, the time taken to run the 

simulation (9530 seconds) was very long for such a simple simulation. 

Therefore, a different value of z should be chosen to meet accuracy and 

simulation time requirements. For accurate results a maximum 5% error is 

considered as acceptable for this work. The values of x , y  and y providing 

a simulation error of less than 5% and relatively fast simulations (6753 seconds) 

are  x y 0.01 m      and z 0.007 m    . Another parameter related to the 

mesh is the number of the PML layers. The process to select the number of 

PML layers for this work is introduced in the following section.  

 

2.3.6.4 Number of PML layers 

 

This section presents the convergence test to define the number of PML layers. 

A more detailed discussion about the PML itself with its rationale and 

advantages will be presented in Section 2.3.8.3.1. The number of PML layers 

effectively determines the amount of incident light to be absorbed by the PML 

[5]. A larger number of PML layers leads to a larger portion of the incident 

waves to be absorbed. It is important to emphasize that the process of selecting 

the number of PML layers should be done once the mesh parameters  x  , y  

and z have been selected. The reason is that the value of the mesh 

parameters directly affects the thickness of the PML independently of the 

number of PML layers.  
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The process to select the number of PML layers for this work is as follows. A 

plane wave is launched normal to a PML with the lowest possible number of 

PML layers which is two. Then, any reflected wave is measured at a reflection 

monitor. Then measured data is integrated overall wavelengths (i.e. RInt (refer 

to Section 2.3.6.6)). Then, the same process is repeated for multiple simulations 

while increasing the number of PML layers. Figure 2.13 shows the results of this 

test. 

 

Fig. 2.13. RInt vs. Number of PML layers. 

Figure 2.13 shows the RInt values corresponding to a low number of PML 

layers to be very high. Then as the number of PML layers increases, there is a 

drastic reduction of the RInt. After a certain number of PML layers, RInt starts to 

converge. This means that from this specific number of PML layers a good 

absorption of the PML may be achieved. However, the longer the time the 

simulation takes to run, the larger the memory requirement. In this work, the 

number of PML layers chosen is 40.  

 

An appropriate manner to set up the FDTD parameters of a simulation by doing 

convergence tests has been introduced. These convergence tests define the 

location of the source, monitor, window height and the number of PML layers. 

Nevertheless, in the set up of a simulation there are structural parameters that 



 

have to be defined as well. In the following section the parameters defining the 

structures under study are in

 

2.3.6.5 Representing the different structures under study

 

One of the two structures 

(results are shown in Chapter 3) presented in Fig. 2.14. The structure consists 

of texturing cylindrical 

considered in this study are: Height (H), Diamete

in hexagonal and square configurations

 

 

Figure 2.14 illustrates the 

parameters are presented: H, r

radius (r) correspond

between pillars is the length measured between two adjac

closely related to the simulation window and to the value of SC. The simulation 

window is the area in the x

be defined as follows:

 

 

where the variables X and Y represent the sides of the simulation window. The 

SC is the proportion of the solar cell area occupied by micr

expressed as a percentage. The SC corresponding to any given simulation may 

be obtained in terms of the
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have to be defined as well. In the following section the parameters defining the 

structures under study are introduced.  

2.3.6.5 Representing the different structures under study

One of the two structures under study in this work is the micro pillar array 

(results are shown in Chapter 3) presented in Fig. 2.14. The structure consists 

of texturing cylindrical pillars on the top of the solar cell. The key parameters 

considered in this study are: Height (H), Diameter (D), Surface Coverage (SC) 

in hexagonal and square configurations. 

Fig. 2.14. Schematic of micro pillars. 

Figure 2.14 illustrates the cross-section of two micro pillars, where th

parameters are presented: H, r, distance between huts and SC. Height

radius (r) correspond to the height and radius of the micro pillar. The distance 

between pillars is the length measured between two adjac

closely related to the simulation window and to the value of SC. The simulation 

window is the area in the x-y plane of the solar cell being simulated and it may 

be defined as follows: 

simulation window X Y    

the variables X and Y represent the sides of the simulation window. The 

SC is the proportion of the solar cell area occupied by micr

percentage. The SC corresponding to any given simulation may 

be obtained in terms of the simulation window as follows:  

have to be defined as well. In the following section the parameters defining the 

2.3.6.5 Representing the different structures under study 

is the micro pillar array 

(results are shown in Chapter 3) presented in Fig. 2.14. The structure consists 

pillars on the top of the solar cell. The key parameters 

r (D), Surface Coverage (SC) 

 

section of two micro pillars, where the 

, distance between huts and SC. Height and 

to the height and radius of the micro pillar. The distance 

between pillars is the length measured between two adjacent pillars and it is 

closely related to the simulation window and to the value of SC. The simulation 

y plane of the solar cell being simulated and it may 

simulation window X Y  (2.19) 

the variables X and Y represent the sides of the simulation window. The 

SC is the proportion of the solar cell area occupied by micro pillars and it is 

percentage. The SC corresponding to any given simulation may 



 

SC  

 

The simulations for this struc

square and hexagonal. A schematic diagram showing the top view of a micro 

pillar array in hexagonal configuration is presented in Figure 2.15, where the 

parameter A represents the distance between the pillars

 

Fig. 2.15. Schematic of hexagonal array configuration

 

In both array configurations (i.e. square and hexagonal) the simulation window 

has the same size for the same SC value. The difference between square and 

hexagonal configurations is achieved in 

the relation between X and Y. For the square configuration the relation is 

and for the hexagonal configuration the relation is 

in Y between the two configurations causes a difference in the location of the 

micro pillars. This difference leads the hexagonal configuration to have higher 

array compactness than square configuration for the same SC.  Throughout the 

study the key structural parameters pr

effect of each of them.  

 

The second structure presented in this thesis is named as hut

arrays (results are shown in Chapter 4). It is a new texturing pattern which is 

first introduced in this work. It consists in texturing pillars of the solar cell top 

with an angle () between the solar cell surface and the side walls of the pillar. 

The arrangement of the pattern for the hut

the hexagonal configuration. 
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2 22 r 100 2 r 100
SC

simulation window X Y

   
 


  

The simulations for this structure were run for two different configurations: 

square and hexagonal. A schematic diagram showing the top view of a micro 

pillar array in hexagonal configuration is presented in Figure 2.15, where the 

parameter A represents the distance between the pillars.  

Fig. 2.15. Schematic of hexagonal array configuration. 

In both array configurations (i.e. square and hexagonal) the simulation window 

has the same size for the same SC value. The difference between square and 

tions is achieved in the set up of the simulation by varying 

the relation between X and Y. For the square configuration the relation is 

and for the hexagonal configuration the relation is 3Y X   . This difference 

wo configurations causes a difference in the location of the 

micro pillars. This difference leads the hexagonal configuration to have higher 

array compactness than square configuration for the same SC.  Throughout the 

study the key structural parameters presented above are varied to identify the 

The second structure presented in this thesis is named as hut-like micro pillars 

arrays (results are shown in Chapter 4). It is a new texturing pattern which is 

work. It consists in texturing pillars of the solar cell top 

) between the solar cell surface and the side walls of the pillar. 

of the pattern for the hut-like micro pillar array for this thesis is 

 (2.20) 

ture were run for two different configurations: 

square and hexagonal. A schematic diagram showing the top view of a micro 

pillar array in hexagonal configuration is presented in Figure 2.15, where the 

 

In both array configurations (i.e. square and hexagonal) the simulation window 

has the same size for the same SC value. The difference between square and 

of the simulation by varying 

the relation between X and Y. For the square configuration the relation is X Y

. This difference 

wo configurations causes a difference in the location of the 

micro pillars. This difference leads the hexagonal configuration to have higher 

array compactness than square configuration for the same SC.  Throughout the 

esented above are varied to identify the 

like micro pillars 

arrays (results are shown in Chapter 4). It is a new texturing pattern which is 

work. It consists in texturing pillars of the solar cell top 

) between the solar cell surface and the side walls of the pillar. 

like micro pillar array for this thesis is 



 

Fig. 2.16. Schematic of proposed hut

 

A schematic diagram of the hut

purpose of this pattern is to enhance light trapping in

reflections. This is achieved by an optimization of the air volume between the 

huts. This is a similar concept to other patterns such as nanowires or micro 

pillars.  

 

Inset 1 in Fig. 2.16 has a top view of the pattern where we can see the

hexagonal configuration of the patter

to the vertical section of the pillar and outer circle (i.e. green) corresponds to the 

sloped part of the huts that can be seen in Fig. 2.16. This sloped part is 

considered to be very important for the performance of the patter

to the changes of

equations, as the angle of incidence o

discussion will be introduced in 

 

There are some critical factors to be considered while in the set up stage of the 

simulation such as: Surface Coverage (SC), Cap, the angle 

between the huts in cross

the hut-like pillar shown. The angle 
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Fig. 2.16. Schematic of proposed hut-like micro pillar array.

hut-like pattern. 

A schematic diagram of the hut-like pattern is presented in Fig. 2.16. The 

purpose of this pattern is to enhance light trapping in-between

reflections. This is achieved by an optimization of the air volume between the 

huts. This is a similar concept to other patterns such as nanowires or micro 

Inset 1 in Fig. 2.16 has a top view of the pattern where we can see the

hexagonal configuration of the pattern. The inner circle (i.e. blue

to the vertical section of the pillar and outer circle (i.e. green) corresponds to the 

sloped part of the huts that can be seen in Fig. 2.16. This sloped part is 

o be very important for the performance of the patter

to the changes of the reflection from the surface, predicted by Fresnel’s 

equations, as the angle of incidence of the incoming light changes [21

discussion will be introduced in Chapter 4 where the results are presented. 

There are some critical factors to be considered while in the set up stage of the 

simulation such as: Surface Coverage (SC), Cap, the angle 

in cross-section (see Fig. 2.16). Cap is the vertical portion of 

like pillar shown. The angle  (in degrees ()) is calculated as follows:

 

. Inset 1 Top view of 

like pattern is presented in Fig. 2.16. The 

between huts by multiple 

reflections. This is achieved by an optimization of the air volume between the 

huts. This is a similar concept to other patterns such as nanowires or micro 

Inset 1 in Fig. 2.16 has a top view of the pattern where we can see the 

n. The inner circle (i.e. blue) corresponds 

to the vertical section of the pillar and outer circle (i.e. green) corresponds to the 

sloped part of the huts that can be seen in Fig. 2.16. This sloped part is 

o be very important for the performance of the pattern. This is due 

surface, predicted by Fresnel’s 

f the incoming light changes [21]. Further 

Chapter 4 where the results are presented.  

There are some critical factors to be considered while in the set up stage of the 

simulation such as: Surface Coverage (SC), Cap, the angle , and the area in 

(see Fig. 2.16). Cap is the vertical portion of 

)) is calculated as follows: 
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1 H
180 tan

Radiusbottom Radiustop
  

    


  (2.21) 

   

where H is the length measured from the substrate to the top of the hut, 

Radiustop is the radius corresponding to the top of the hut and Radiusbottom is 

the radius corresponding to the bottom of the hut. The area in between huts can 

be easily calculated as the sum of the areas A, C and E which are shaded in 

grey (area in between the huts) in Fig. 2.16: 

  

 A Cap b    (2.22) 

 

 1C c b2     (2.23) 

  

 E distance between huts H    (2.24) 

 

  Area 2A 2C E E 2 A C        (2.25) 

  

After substituting Eqs. (2.22)-(2.24) into Eq. (2.25) the following expression may 

be obtained: 

 

  Area distancebetween huts H 2 b Cap 1 2 c        (2.26) 

 

By rearranging Eqs. (2.22)-(2.26) it is also possible to express the area in 

between huts in terms of H, Cap, , SC, Radiustop and Radiusbottom as 

follows:  

 

 
2

2

H Cap
1

Htan
180Area H

2 3 Radiustop 100
12 Radiusbottom

SC

           
   
 

    
 

 (2.27) 
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Once the structural parameters required to replicate the structures under study 

have been introduced, the simulations can be run. In the simulations H, D, SC 

and  are varied to analyse the optical performance. This leads to a large 

amount of data being extracted from the simulations. Then, the data obtained 

from the simulations has to be presented in a clear and meaningful manner. 

The following section discusses how the results obtained from the monitors are 

processed. 

 

2.3.6.6 Processing of the results  

 

The presentation style of the simulation results is very important to extract as 

much information as possible. In this work, the simulation results are obtained 

from a number of monitors that record the electromagnetic waves travelling 

through it. In this section the post-processing calculations carried out with the 

simulation results and the presentation styles used in this work are introduced 

as follows:  

  

- Plotting the field cross sections at different locations of the simulation 

domain at different wavelengths (see Fig 3.3).  

 

- Calculating the value of the Reflectance (R) per wavelength (R vs. 

wavelength). This value may be obtained by calculating the 

transmission at the reflection monitor and subtracting from unity. The 

transmission at a monitor may be calculated as follows: 

  
  Monitor1

real P f dS
2T f

Sourcepower







  (2.28) 

 

where  T f ,  P f , dS and Sourcepower are the frequency 

(wavelength) dependent transmission, the Poynting vector (directional 

flux density of the E field), the normal to the surface and the power of 

the electromagnetic waves launched by the source respectively. Once 

T is obtained, it is possible to calculate the value of R, using the 

transmission data, as follows: 

    R 1 T      (2.29) 
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Using Eq. (2.29) is possible to obtain R as a function of wavelength 

and to compare performances across the entire solar spectrum (see 

Fig. 3.1).  However, the performance comparison can become untidy 

when several patterns with different dimensions are under study. 

 

- Calculating the Reflectance integrated overall wavelength (RInt) as 

follows [22]: 

 

 
   

 
AM1.5

AM1.5

AM1.5
I

AM1.5

I

T * I d

RInt
I d

  


 




  (2.30) 

 

where AM1.5T, I and  represent the transmission through the monitor, 

reference solar spectrum AM 1.5 and wavelength respectively. This 

figure of merit can be understood as the area under the Reflectance 

vs. wavelength curve for each of the structures under study.  

 

The simulation set up that has been introduced in this section is used to obtain 

the results presented in Chapters 3 and 4 of this thesis. In the following 

sections, the plane-wave source and boundary conditions are discussed; 

starting the discussion with the plane-wave source.  

  

2.3.7 AM 1.5 reference solar spectrum and plane-wave source 

 

As explained in Section 2.3.6, in this work the plane-wave source is used since 

the incident sunlight on the Earth can be approximated as a plane-wave. The 

AM 1.5 replicates the solar spectrum and is commonly used by other members 

of the solar cell community. If in every modelling study about solar cells there is 

a different solar spectrum, it will be difficult to make any comparison between 

solar cell performances. However, the solar irradiation is different depending on 

the geographical location. Even at the very same location, the irradiation 

changes throughout the day and throughout the year (i.e. sunny morning in the 

summer vs. cloudy afternoon in winter, etc.).  
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In the majority of the solar cell reports the performance is shown with respect to 

the AM 1.5 (air mass 1.5) reference solar spectrum [23, 24]. It is accepted by 

the American Society for Testing and Materials [24] and it can be seen in Fig. 

2.17.  

 

Fig. 2.17. AM 1.5 reference solar spectrum [25]. 

 

The AM 1.5 solar spectrum has three set of irradiance values which depend on 

how the atmosphere interacts with sunlight: Extraterrestrial (Ext), Global and 

Direct [23]. The atmosphere in the case of the extraterrestrial has no impact on 

irradiance [23]. This is the reference spectrum for outer space applications and 

it is commonly known as AM 0. In the case of Global, the atmosphere has an 

impact on the irradiance [23]. This is the reference spectrum for terrestrial 

applications. In the case of Direct, the irradiance again is impacted by the 

atmosphere but the difference in the values arises due to an aperture angle of 

5.8 (i.e. acceptance angle of incidence of sunlight on the solar cell from the 

normal) [23]. Furthermore, in this case the sunlight is considered to be 

orthogonally incident on the cell [23]. This is ideal for simulating concentrated 
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solar cells with sun tracking mechanisms since this type of solar cell always has 

the sunlight incident perpendicular to it [23].  

 

In this work the Global AM 1.5 spectrum has been used as it is the most popular 

source for terrestrial solar cells and is included in Lumerical FDTD solutions at 

the set up of the plane wave source. The wavelength range of the source needs 

to be set between 0.28 to 1.2 µm. Then, the power spectrum of the resulting 

plane wave is equivalent to the normalized envelope of the Global AM 1.5 solar 

spectrum. In the following section boundary conditions are discussed. 

 

2.3.8 Boundary conditions 

 

Computational methods require the simulation domain under study to be 

truncated. Otherwise, the area under study would have to be infinite, requiring 

an infinite computational memory. The truncation of the mesh can be achieved 

by including in the simulation domain an artificial boundary to impose a limit to 

the computational domain. However, the truncation of the domain may disturb 

the simulation results. The electromagnetic waves reaching the boundaries 

would reflect and hence contaminate the solutions. To avoid this effect, the 

nodes at the finite boundary are required to have a modified version of the 

governing equation than the rest of the mesh. The modified governing equation 

follows the imposed boundary condition [5].  

 

There is a wide variety of conditions that can be imposed on the simulation 

boundaries [5, 14, 26]. The most basic boundary condition is the Dirichlet 

boundary condition (free surface boundary condition). When applying this 

condition at the boundary the solution of the field is imposed to be zero on the 

end nodes of the simulation domain [27]. Another basic boundary condition is 

the Neumann boundary condition (rigid boundary condition). When applying this 

condition at the boundary a constant value is imposed on the first derivative of 

the solution on the end nodes of the simulations [27]. The idea is to impose the 

value on the end node of the simulation to be the same as the first inner node of 

the simulation window [27]. As a result the flux through that boundary is defined. 

Dirichlet and Neumann boundary conditions lead to non zero reflection from the 

boundaries.  
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There are many applications where this is inappropriate. As a consequence 

other boundary conditions have to be used in conjunction with Dirichlet or 

Neumann boundary conditions. In this conjunction, the Dirichlet or the Neumann 

boundary conditions are placed as the outer boundary of the simulation window. 

Then, the other boundary conditions would be included between the Dirichlet or 

Neumann boundary condition and the remainder of the simulation window.  

 

The other boundary conditions can be divided into three cases (A, B and C) 

depending on the interaction with the waves. In case A, all incident 

electromagnetic waves reaching the boundaries are reflected from the 

boundaries [5]. In this scenario a Perfectly Electric Conductor (PEC) is required. 

In case B, the periodicity of the structure is implemented via a Periodic 

Boundary Condition (PBC) [25]. In case C, all incident electromagnetic waves 

reaching the boundaries are absorbed by an absorbing layer (i.e. Absorbing 

Boundary Condition (ABC) or Perfectly Matched Layer (PML)) [5, 28]. In 

following sections these boundary conditions are discussed. The discussion 

starts with PEC boundary conditions. 

 

2.3.8.1 Perfect Electric Conductor (PEC) and Perfect Magnetic Conductor 

(PMC) 

 

A Perfect Electric Conductor (PEC) boundary condition has the property of 

reflecting all waves incident on it. This property can be found in nature on 

metallic surfaces. Therefore, PEC can be considered as placing a metallic plate 

at the edges of the simulation domain [5]. The incident E field on the boundary 

is divided into two components: one is tangential to the surface and the other is 

normal to the surface  T NE E E  [5].  

 

- The tangential E field on the boundary is set equal to zero  TE 0   

- The reflected E field intensity is set equal to the normal incident 

component [5].  

 

In a perfect conductor, the infinite conductivity leads to zero tangential E field. 

The infinite conductivity in a perfect conductor leads to zero resistance causing 



 

electrons and holes to attract each other. Therefore, any E field tangential to the 

boundary will automatically generate an E field tangential to the boundary on 

the opposite direction to cancel it out [5]. As a result, the continuity

electric field across the boundary is ensured which means [29

 

 

 

The Perfect Magnetic Conductor (PMC) also reflects every wave incident on it. 

The PMC boundary condition is defined as follows [

 

 

 

However, unlike PEC, there is no material in nature with 

PMC. The tangential magnetic field on the boundary is equal to zero. 

Additionally, the reflected field intensity is equal to the normal incident 

component.  

 

Moreover, both PEC and PMC are conventionally used to take advantage of the 

symmetries of the structures under study. 

portion of the structure by applying PEC and/or PMC

ensure continuity of the field components at the boundaries. This would enable 

using a finer mesh in this smaller portion for bett

explanatory purposes, an example of how the symmetry can be used in the 

case of a micro pillar is presented in Fig. 2.18. 

 

Fig. 2.18. Schematic using symmetry to replicate a micro pillar from 1 quarter of 
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electrons and holes to attract each other. Therefore, any E field tangential to the 

boundary will automatically generate an E field tangential to the boundary on 

the opposite direction to cancel it out [5]. As a result, the continuity

ndary is ensured which means [29]: 

 n E 0    

The Perfect Magnetic Conductor (PMC) also reflects every wave incident on it. 

dition is defined as follows [30]: 

 n H 0    

  

However, unlike PEC, there is no material in nature with properties similar to 

. The tangential magnetic field on the boundary is equal to zero. 

Additionally, the reflected field intensity is equal to the normal incident 

Moreover, both PEC and PMC are conventionally used to take advantage of the 

res under study. It is possible to simulate only a 

tructure by applying PEC and/or PMC boundary conditions to 

ensure continuity of the field components at the boundaries. This would enable 

using a finer mesh in this smaller portion for better accuracy 

explanatory purposes, an example of how the symmetry can be used in the 

case of a micro pillar is presented in Fig. 2.18.  

 

Fig. 2.18. Schematic using symmetry to replicate a micro pillar from 1 quarter of 

the structure.  

electrons and holes to attract each other. Therefore, any E field tangential to the 

boundary will automatically generate an E field tangential to the boundary on 

the opposite direction to cancel it out [5]. As a result, the continuity of the 

 (2.31) 

The Perfect Magnetic Conductor (PMC) also reflects every wave incident on it. 

 (2.32) 

  

properties similar to 

. The tangential magnetic field on the boundary is equal to zero. 

Additionally, the reflected field intensity is equal to the normal incident 

Moreover, both PEC and PMC are conventionally used to take advantage of the 

s possible to simulate only a 

boundary conditions to 

ensure continuity of the field components at the boundaries. This would enable 

er accuracy [31]. For 

explanatory purposes, an example of how the symmetry can be used in the 

Fig. 2.18. Schematic using symmetry to replicate a micro pillar from 1 quarter of 



 

Figure 2.18 shows a top view of a single micro pillar which is ill

circle in blue. The red square represents the boundarie

window. The area shaded 

a quarter of the simulation wi

boundaries is to replicate a full structure from 

simulating only the first quadrant presented in Fig. 2.18 it is possible to obtain 

the results as if the 

in the case of using PEC and PMC boundary conditions appropriately. In order 

to do this, the PEC boundary condition is placed in the centre of the simulation 

window along the x axis. Then, the PMC boundary condi

centre of the simulation window along the y axis. 

 

In some cases where the structure shows a periodicity, there is an alternative to 

reduce the memory requirements. In these cases, it is possible to simulate a 

structure and by applyi

results for an infinite structure. In the following section PBC

 

2.3.8.2 Periodic Boundary Conditions (PBC)

 

Periodic Boundary Conditions (PBC) can be used when the structure under 

study has a refractive index that changes in a periodic manner in one or more 

coordinates. Figure 2.19 illustrates with an example a periodic structure where 

PBC can be applied.

 

Fig 2.19. Schematic showing the unit cell of a periodic structure
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2.18 shows a top view of a single micro pillar which is ill

. The red square represents the boundarie

window. The area shaded dark purple inside the simulation window represents 

of the simulation window. The objective of using symmetry on the 

boundaries is to replicate a full structure from only a part of it [5]. In this case, by 

simulating only the first quadrant presented in Fig. 2.18 it is possible to obtain 

the results as if the entire structure is simulated. This scenario is possible only 

in the case of using PEC and PMC boundary conditions appropriately. In order 

to do this, the PEC boundary condition is placed in the centre of the simulation 

window along the x axis. Then, the PMC boundary condition is placed in the 

centre of the simulation window along the y axis.  

In some cases where the structure shows a periodicity, there is an alternative to 

reduce the memory requirements. In these cases, it is possible to simulate a 

structure and by applying Periodic Boundary Conditions (PBC)

infinite structure. In the following section PBC 

2.3.8.2 Periodic Boundary Conditions (PBC) 

Periodic Boundary Conditions (PBC) can be used when the structure under 

s a refractive index that changes in a periodic manner in one or more 

coordinates. Figure 2.19 illustrates with an example a periodic structure where 

PBC can be applied. 

 

Fig 2.19. Schematic showing the unit cell of a periodic structure

2.18 shows a top view of a single micro pillar which is illustrated as the 

. The red square represents the boundaries of the simulation 

inside the simulation window represents 

ndow. The objective of using symmetry on the 

a part of it [5]. In this case, by 

simulating only the first quadrant presented in Fig. 2.18 it is possible to obtain 

is simulated. This scenario is possible only 

in the case of using PEC and PMC boundary conditions appropriately. In order 

to do this, the PEC boundary condition is placed in the centre of the simulation 

tion is placed in the 

In some cases where the structure shows a periodicity, there is an alternative to 

reduce the memory requirements. In these cases, it is possible to simulate a 

ng Periodic Boundary Conditions (PBC) to obtain the 

 is introduced. 

Periodic Boundary Conditions (PBC) can be used when the structure under 

s a refractive index that changes in a periodic manner in one or more 

coordinates. Figure 2.19 illustrates with an example a periodic structure where 

 

Fig 2.19. Schematic showing the unit cell of a periodic structure. 



 

In this specific case, the periodicity of the structures enables running a 

simulation for only the unit cell. Then, the solution of the unit cell is replicated in 

the coordinates determined by the user (i.e. in x 

Hence, it is possible to run simulations for a single period (i.e. unit cell) rather 

than for the full structure.  When PBC is imposed, the simulation window is 

truncated and therefore the memory requirement is reduc

illustrates, using a diagram, how th

the x-y plane.  

 

Fig. 2.20. Illustration of the mapping of PBC in x

 

In Fig. 2.20 the black dots represent the FDTD nodes

plane. The unit cell of a simulation with PBC corresponds t

structure (i.e. solar cell) to be replicated on the x

identified in Fig. 2.20 as the shaded area with the numbers coloured in black (1
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coloured in black) are mapped (i.e. coloured in red) to the cells above nodes 7, 
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nodes may vary in accordance with the location. The value of the phase can be 
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as follows [32]: 

 

122 

In this specific case, the periodicity of the structures enables running a 

simulation for only the unit cell. Then, the solution of the unit cell is replicated in 

the coordinates determined by the user (i.e. in x and y directions

sible to run simulations for a single period (i.e. unit cell) rather 

than for the full structure.  When PBC is imposed, the simulation window is 

truncated and therefore the memory requirement is reduced [5]. Figure 2.20

illustrates, using a diagram, how the mapping takes place when PBC is set on 

 

. Illustration of the mapping of PBC in x-y plane. 

the black dots represent the FDTD nodes in the mesh on the x

. The unit cell of a simulation with PBC corresponds to the part of a 

structure (i.e. solar cell) to be replicated on the x-y plane. The unit cel

as the shaded area with the numbers coloured in black (1

9). Whereas the numbers coloured in red represent the cells that are mapped

due to the PBC. For example, the nodes 1, 2 and 3 from the unit cell (i.e. 

coloured in black) are mapped (i.e. coloured in red) to the cells above nodes 7, 

8 and 9. It is important to highlight that the value of the fields corresponding to 

s remains the same. However, the phase of the fields in these 

nodes may vary in accordance with the location. The value of the phase can be 

.  The generalized governing equation in the case of 

     pqrj t

pqrE r t E r e   
  

  

In this specific case, the periodicity of the structures enables running a 

simulation for only the unit cell. Then, the solution of the unit cell is replicated in 

s) [1, 26]. 

sible to run simulations for a single period (i.e. unit cell) rather 

than for the full structure.  When PBC is imposed, the simulation window is 

ed [5]. Figure 2.20 

e mapping takes place when PBC is set on 

in the mesh on the x-y 

o the part of a 

y plane. The unit cell can be 

as the shaded area with the numbers coloured in black (1-

9). Whereas the numbers coloured in red represent the cells that are mapped 

due to the PBC. For example, the nodes 1, 2 and 3 from the unit cell (i.e. 

coloured in black) are mapped (i.e. coloured in red) to the cells above nodes 7, 

8 and 9. It is important to highlight that the value of the fields corresponding to 

s remains the same. However, the phase of the fields in these 

nodes may vary in accordance with the location. The value of the phase can be 

he case of PBC is 

 (2.33) 



 

where the terms  E r t


the node at the new location, the value of the field at the node at the unit cell 

and the change in phase. In the following section, the Absorbing Boundary 

Condition (ABC) is discussed.
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2.3.8.3.1 Perfectly Matched Layer (PML) 

 

Nowadays in computational modelling, the PML is considered as the state of 

the art to truncate the FDTD simulation domain [1, 5, 25, 28]. Since then it has 

been used in many different applications in a variety of disciplines [33]. 

Additionally, it has been adapted to a variety of simulation methods [31]. The 

most interesting feature of the PML is the zero reflection for all incident angles 

and all wavelengths [25, 34, 35]. The idea proposed by Bérenger was to split 

the fields into the sum of two parts (e.g. z zx zyE E E  ) [5]. One field component 

is normal and the other is tangential to the boundary. The field component 

which is normal to the propagation direction is absorbed. On the contrary, the 

tangential component is not absorbed. This idea is possible by including an 

artificial anisotropic material capable of eliminating reflections [5, 34, 35]. To 

achieve this, the material must have the appropriate phase velocity and 

conductivity [5]. This phenomenon is achieved by matching the impendence of 

the artificial anisotropic material (i.e. PML layer) with that of the non-PML layer.  

 

The list of conditions required to achieve the perfect matching between the PML 

and the non-PML materials are as follows [26]: 

 2 1     (2.34) 

 2 1     (2.35) 

 y my 0      (2.36) 

 x mx

2 2

 


 
  (2.37) 

 

where 1 , 2 , 1 , 2 , y , m y , x  and mx  are dielectric constants, 

permeability and conductivity of medium 1 and medium 2 respectively [26]. 

 

When these conditions are satisfied, the propagation inside the PML material is 

dependent on the phase of the waves and is governed as follows [26]: 

 

 x 1x 1yjS x j y

1x 1y
1

e exp j 1 x j y
j

      
          

  (2.38) 
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 x 1x 1y 1x 1yjS x j y j x j y1x

1

e exp x e
         

   
  (2.39) 

  

where x x 2S 1 j   ,  1 22 2
1x 1 1 1y       and 1y y my 2yS S   (achieving phase 

matching condition between PML and non PML). 

 

From Eq. (2.39) it can be seen how the field decays exponentially inside the 

PML. It is important to note the effect that the term xS  has on the absorption. It 

determines the slope of the exponential curve describing the absorption inside 

the PML [26]. With the exponential curve becoming steeper, the wave gets 

more strongly absorbed as it penetrates further in the PML. Figure 2.22 

illustrates the effect of the PML on an incident wave.  

 

When the wave reaches point A, the PML artificially splits the incident wave into 

two components: one normal and the other parallel to the interface [26]. Each of 

the two components experiences the effect of different conductivity, leading to a 

difference in the absorption between the two components. The wave normal to 

the interface gets partially absorbed by the PML. Then, as it penetrates further 

in the PML the same process repeats [26]. As a result, the wave is absorbed 

continuously inside the thickness of the PML [26]. This fact shows the 

importance of the convergence test presented in Section 2.3.6.4. The wave 

parallel to the interface does not get absorbed by the PML until it reaches point 

B on the side boundary of the PML [33].  Then, this wave is reflected back at 

the boundary of the PML.  

 

The corner PML works similarly to the PML with the difference being the 

absorbing direction. In the case of the corner PML both components of the 

waves (i.e. normal and tangential) are absorbed. The corner PML is capable of 

absorbing waves travelling in both directions.  

 



 

Fig. 2.22. Schematic showing the effect of PML on an incident wave

 

The inclusion of the PML has a large impact in the simulation since it eliminates 

the spurious reflections. However, the thickness of the PML layer has to be 

selected carefully due to the high memory requirements [33

step size for the simulation may influence the PML thickness. For example, the 

PML thickness required for step size of 

case of x 0.01 m   . Therefore the approach to choose the correct PML 

thickness should always consider the step size of each simulation.

the appropriate PML layer thickness (i.e. 40) is selected through 

test as discussed in Section 2.3.6.4

 

2.4 Summary 

 

There are different approaches to analyse a structure. One of the possibilities is 

to analyse the structure experimental

study the structure based on simulations. There is a wide range of simulation
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tools available with advantages and disadvantages on the study of solar cells. 

In this work, the FDTD method is used as a tool to analyse and optimize the 

performance of two structures. It is second order accurate due to the central 

finite difference approximation and it can launch broadband pulses into the 

simulation domain in a single simulation run (required for solar cell simulations).  

 

The mesh parameters used for this work ensure the accuracy of the simulation 

results presented. In order to achieve this there are some considerations such 

as: location of the source and the reflection monitor, the number of PML layers 

and the appropriate size of the simulation window. The appropriate number of 

PML layers is selected based on a convergence test to ensure absorption of 

any light incident on it. Additionally, the relation between window height and 

simulated time is considered to ensure that the field decays and that there is no 

corruption of the results.  

 

A wide range of parameter values are considered to obtain the best optimization 

for the structures under study: micro pillar array and hut-like micro pillar array 

texturing patterns. The analysis focuses on those parameters that show more 

impact on the performance of the two arrays under study, such as: H, D, 

distance in between pillars, SC,  and Cap.  

 

To identify the effect of these parameters many simulations have to be run. 

Many of these simulations take more than 15 hours to complete. This adds 

complexity to the study since the simulations to be run have to be optimized 

according to the parameter findings. To identify those parameter findings, the 

results are analysed in different formats to provide as much information as 

possible. To achieve this, RInt is a very useful tool to ensure both easy and 

effective performance comparison. In the case of finding the optimum value of a 

parameter, especially , the difference in the R vs. wavelength curve is very 

small. However, when comparing the RInt values of the corresponding 

simulations, the best performance can be easily identified.  

 

The methodology and simulation set up introduced in this chapter is used to 

obtain the results presented in Chapter 3 (micro pillar array) and Chapter 4 (hut-

like micro pillar array).  
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Chapter 3: Silicon solar cell with micro pillar array texture 

3.1 Introduction  

 

This chapter presents an analysis on the effect that key structural parameters 

have on the performance of a micro pillar texturing pattern on the surface of the 

solar cell. The main target of the analysis presented in this work is the reduction 

of the reflection3 from the solar cell surface. Reducing the reflection is important 

to improve the conversion efficiency of solar cells while reducing fabrication 

costs [1]. In the last few decades efforts from the solar cell community have 

been focused on this reduction and remarkable results have been achieved [2]. 

However, there are still demands for further reduction of the reflection [1]. This 

work aims at helping designers in the search of new alternatives to reduce 

reflection.  

 

There are various alternatives available to reduce the reflection, as discussed in 

Section 1.5.4., such as: i) using ARC layers, ii) using metallic particles to obtain 

advantage of the surface plasmon polaritons phenomenon using plasmonic 

solar cells or iii) texturing the solar cell surface. The latter is an alternative with 

an impact on a wide wavelength range which is a very important factor in solar 

cell applications (due to the large wavelength range of the solar spectrum). This 

is the reason why this work focuses on analysing the texturing of the solar cell 

surface. Nevertheless, there are various types of patterns to texture the solar 

cell surface such as pyramids, nanowires or micro pillar arrays. The texturing of 

any of these types helps in reducing the reflection from the solar cell. Micro 

pillar arrays provide better electrical performance than other patterns, such as 

nanowires [3]. Additionally, the size of micro pillars in an array is larger than the 

size of the nanowires. The difference in size leads to an easier fabrication 

process in the case of micro pillar arrays.   

 

The discussion presented in this chapter introduces an analysis on the 

performance of the solar cell with different array configuration. This study 

continues with an examination on the effect that structural parameters have on 

the performance of textured solar cells. Additionally, the behaviour of the solar 

                                                           
3 The term “reflection” represents the physical phenomenon of an electromagnetic wave being reflected 
at the solar cell. 
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cell performance when the Height/Diameter (H/D) ratio varies is discussed to 

help identify the optimum performance. 

 

The values of the mesh parameters used in the simulations presented in this 

chapter are x 0.01 m   , y 0.01 m   , z 0.007 m    and t fs0.0163712  . 

The value of these parameters is obtained through the convergence test 

presented in Section 2.3.6.3. Therefore, these values ensure both accurate 

results and acceptable memory requirements. Additionally, it is important to 

mention that the location of the simulation elements (e.g. source or monitors) is 

discussed in Section 2.3.6.3.  

 

The chapter is divided into the following sections: the analysis of the results 

starts with the effect of different array configurations on the reflection in Section 

3.2. This is followed by the effect of varying the Height (H) of the micro pillars in 

Section 3.3. Then, the effect of the Diameter (D) on the reflection is presented 

in Section 3.4. The discussion continues with the analysis on the behaviour of 

the reflection while varying Surface Coverage (SC) in Section 3.5. The last part 

of the discussion is about the evolution of the Reflectance integrated overall 

wavelengths (RInt)4 as the H/D ratio of the micro pillar array is increased in 

Section 3.6. The discussion starts with the effect of different array configuration 

on the reflection. 

 

3.2 Effect of different array distribution on the reflection from the solar cell  

 

The pillar distribution inside an array affects the optical performance of a 

textured solar cell. There is a wide range of possibilities on how to distribute the 

pillars inside the array. One of these options is to place the pillars randomly 

inside the array but there is some controversy about how effective non ordered 

arrays are [4, 5]. An alternative is to place the pillars inside periodic arrays such 

as square or hexagonal configurations. These distributions are discussed in 

Section 2.3.6.5 where the key parameters of each of them are presented in a 

diagram. Additionally, the expressions that define the square and hexagonal 

configurations are introduced.  
                                                           
4 The term “RInt” refers to the Reflectance integrated overall wavelengths introduced in Eq. (2.30). The 
term RInt will be used to compare solar cell performances in the entire wavelength spectrum. 
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In the literature a clear comparison between these two configurations (i.e. 

square and hexagonal) has not been made yet. This work includes a 

comparison of the performance of a micro pillar array using square and 

hexagonal configurations. The key structural parameters (Height (H), Diameter 

(D) and Surface Coverage (SC)) have to be set to the same value in both 

cases. The first set of results comparing the two configurations are presented in 

Fig. 3.1. The results correspond to the values of H, D and SC set to 1 m , 1 m  

and 6 0 % respectively. The value of SC=60% gives the best performance in 

both array configurations. This is the reason why this value has been selected 

for comparison. For reference the performance of a planar Si solar cell is also 

presented. 

 

Fig. 3.1. R vs. wavelength for hexagonal and square configurations when        

H= 1µm, D= 1µm and SC= 60%. 

 

From Fig. 3.1, it can be observed that there is a difference in the R performance 

of the three curves5. First of all, there is a clear reduction in R between the 

planar cell and the textured cells. This finding supports the idea of the benefits 

of texturing the surface of the solar cell in terms of lowering R. Additionally, it 

may also be seen that there is a significant difference in the performance of the 
                                                           
5 The term “R” refers to the Reflectance which was introduced in Eq. (2.29). The term R will be used to 
compare solar cell performances in a specific wavelength range.   
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two array configurations. The array of pillars in the hexagonal configuration 

gives better performance (i.e. lower R) than the square configuration. This is 

valid in the case of SC = 60%. To determine whether this trend is applicable to 

other SC values, the comparison study is extended for a wider range of SC 

percentages. This is achieved by running simulations for both array 

configurations where H and D are kept constant at 1 m  and SC is the only 

parameter that is varied. The results are presented in Fig. 3.2. To facilitate an 

easier performance comparison between the performances at a range of SC 

values, the RInt vs. SC curve (see Chapter 2) for each simulation is shown in 

Fig. 3.2.  

 

Fig. 3.2. RInt vs. SC for hexagonal and square configurations. 

 

Figure 3.2 shows that the same trend observed in the Fig. 3.1 is repeated in 

Fig. 3.2 for all the SC values. The hexagonal configuration provides lower RInt 

than the square configuration. Another important factor to highlight is the impact 

of SC on the performance. Both configurations are affected similarly by SC. 

When the SC is low (i.e. SC=20%) the RInt is high, whereas when the value of 

SC increases, the value of RInt reduces. Then, after reaching a minimum value, 

the value of RInt starts to increase again for further increase in the value of SC. 

The effect of SC on the reflection from the surface of the solar cell will be 

discussed in more detail in Section 3.5.  
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The cause of the difference in the RInt curves of the two configurations is due to 

the variation in the surface area available in between pillars. The packing 

fraction or density in the hexagonal configuration is greater than in the square 

configuration. Hence, in the case of the same Diameter (D) and SC values, the 

usage of the hexagonal configuration results in a more compact inter-pillar 

spacing. This has a direct impact on the number of multiple reflections that was 

discussed in Section 1.5.4. The term “multiple reflections” refers to the bouncing 

of the electromagnetic waves inside the area in between the micro pillars. 

However, the term can be extended to other texturing patterns such as 

nanowires or pyramids. Hence, an increase in the number of multiple reflections 

leads to higher chances of photon absorption. In order to confirm the impact of 

the multiple reflections in the performance of the two configurations in Fig. 3.3 

and Fig. 3.4 a field plot is presented for both cases (i.e. hexagonal and square 

configurations). This helps to compare how the waves interact with the two 

array distributions. To achieve a fair comparison, the parameters H, D and SC 

are fixed at 1 m , 1 m  and 6 0 % respectively. Additionally, a 2D monitor in the 

x-y plane is placed at 0.2 m  above the substrate of the solar cell, measuring 

the E field intensity at 0.363636 m   . The value of the wavelength is selected 

because the peak value of the solar spectrum that occurs at this wavelength. 

This fact makes the comparison between the field plots meaningful. The results 

are presented in Figs. 3.3 and 3.4 where the black lines represent the edges of 

the micro pillars6.  

                                                           
6 In the E field plots presented in the remainder of the Chapter, the black lines represent the edges of 
the micro pillars. 



 

Fig. 3.3. E field intensity at a cross section for the case of hexagonal 

Fig. 3.4. E field intensity at a cross section for the case of square configuration

 

By comparing Figs. 3.3 and 3.4, it may be observed that the E field is more 

compact in the case of the hexagonal configuration. This can be identified by a 

larger number of peaks in the E field intensity values in the case of hexagonal 
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3.3. E field intensity at a cross section for the case of hexagonal 

configuration. 

 

Fig. 3.4. E field intensity at a cross section for the case of square configuration

By comparing Figs. 3.3 and 3.4, it may be observed that the E field is more 

in the case of the hexagonal configuration. This can be identified by a 

larger number of peaks in the E field intensity values in the case of hexagonal 

3.3. E field intensity at a cross section for the case of hexagonal 

 

Fig. 3.4. E field intensity at a cross section for the case of square configuration. 

By comparing Figs. 3.3 and 3.4, it may be observed that the E field is more 

in the case of the hexagonal configuration. This can be identified by a 

larger number of peaks in the E field intensity values in the case of hexagonal 
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configuration. Additionally, the E field intensity peaks in the hexagonal 

configuration have a higher value than in the square configuration. The large 

number of peaks and the high values of E field intensity peaks are indications of 

the strong presence of multiple reflections. As a consequence, the photon 

absorption in the case of hexagonal configuration is high which reduces the 

reflection.  In order to examine whether or not this trend is applicable to other 

micro pillar dimensions, the RInt vs. SC curve for both configurations are shown 

for the case of H= 2 µm and D= 1 µm in Fig. 3.5.  

 

Fig. 3.5. RInt vs. SC for hexagonal and square configurations for the case of         

H=1 µm and D= 2µm. 

 

In Fig. 3.5 it can be observed that the hexagonal configuration provides lower 

RInt than the square configuration for the same SC value. This is the same 

trend as described in Fig. 3.2.  The hexagonal configuration performs better 

than the square configuration due to the optimization of properties associated 

with micro pillar arrays as discussed above. Therefore, the hexagonal 

configuration of arrays is used in the remainder of this work unless specified 

otherwise. The following sections will focus on the effect of structural 

parameters on the performance of a micro pillar array solar cell. This discussion 

starts with a study on the effect of Height (H) on the reflection from the solar cell 

which is presented in the following section.  



140 
 

3.3 Effect of Height (H) on the reflection from the solar cell 

 

The analysis on the effect of the H is carried out by increasing H while keeping 

D constant at 2 m . There are few reports, with limited information, on the effect 

of H on the reflection from the solar cell. However, these reports do not cover 

the effect on the optical properties in depth. For example, Garnett et al. [6] 

discussed the effect that H has on short circuit current through experimental 

studies. In their study, it is found that as the value of H increases, the short 

circuit current increases [6]. Additionally, in their work Garnett et al. found out 

that the surface recombination increases as the value of H increases as well [6]. 

However, for the samples analysed (H 2 m   and H 5 m   are obtained using 

the Deep Reactive Ion Etching process (DRIE) [6, 7]) they found that the 

increase in the short circuit current is more dominant than the increase in the 

surface recombination [6]. In this work the focus is on how the reflection 

changes as the value of H increases. In order to do this, the RInt vs. SC curves 

for H values ranging between H 1 m   and H 7 m  are shown. The RInt value 

corresponding to the Si slab planar Si solar cell is plotted for reference.     

 

Fig. 3.6. Effect of varying H for fixed D (=2 µm). 
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Figure 3.6 shows RInt with respect to SC for the cases of H 1 m  , H 2 m  , 

H 3.5 m  , H 5 m   and H 7 m  . There is a clear trend. As the pillar height 

increases, RInt decreases. This trend is valid for all the studied SC and it is due 

to the increase in area in between pillars. This increase leads to more multiple 

reflections which enhances the photon absorption (lower RInt). Further to this, it 

may also be noticed that the optimum SC shifts towards lower SC values when 

H increases. For a short micro pillar and a value of SC lower than optimum, the 

area in between pillars is very large. Hence, some of the incident light escapes 

from the area in between pillars suffering few or no multiple reflections. 

However, by increasing H, even though D and SC are kept fixed, less incident 

light could escape with no contribution to multiple reflections. Hence, photon 

absorption for the higher pillars with the same SC value offers lower RInt in the 

case of D fixed at 2 m . In order to find out if this statement can be extended to 

other D values, additional simulations are run where H is increased while 

keeping D constant at 1 m . The results of these simulations are presented in 

Fig. 3.7.  

 

Fig. 3.7. Effect of varying H for fixed D (=1 µm). 

 

Figure 3.7 presents the RInt vs. SC curve as H is varied for the cases of 

H 1 m  , 2 m  and 5 m  while keeping D constant at 1 m . This figure shows the 
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RInt decreasing as the value H increases for every SC value.  For high values 

of SC there is a convergence due to the presence of a low number of multiple 

reflections. This point will be discussed further in Section 3.5. Then, as the 

value of SC decreases, there is a more clear difference in the RInt behaviour as 

H increases. Furthermore, it may be noticed how the optimum SC value shifts 

towards lower values as H increases. This is in line with the findings discussed 

in Fig. 3.6. Considering all the different factors that impact the performance, it is 

possible to conclude that the trend of lowering RInt as H increases is applicable 

to other values of D.  

 

Nevertheless, when comparing Figs. 3.6 and 3.7 the shape of the RInt vs. SC 

curves, in the two graphs corresponding to the same H value, are not identical. 

In the case of Fig. 3.6, the optimum SC is in the higher range of values 

(specially at shorter pillars (i.e. H 1 m  )). However, in the case of Fig. 3.7, the 

optimum SC shifts towards lower SC values. In other words, the performance 

behaviour changes as the H/D ratio varies due to more light being reflected 

from the top of the pillars as D increases. Therefore, the optimization of the 

multiple reflections of the incident light that penetrates in between pillars (i.e. 

not reflected from the top of the micro pillars) may be achieved by defining a 

shorter distance in between pillars (i.e. higher SC value) as D increases. More 

detailed discussion on the effect of D and the H/D ratio on the reflection is 

presented in Sections 3.4 and 3.6 respectively. 

 

In order to understand how the wave interaction with the texturing pattern varies 

as H increases, a series of field plots are presented in Figs. 3.8 a, b and c - 

Fig.3.9 a, b and c. These figures show the E field intensity in a cross section of 

the pattern in the x-z plane for three values of H (H 1 m  , 2 m  and 5 m ) and 

two values of SC (S C 40%  and 5 0 % ) while keeping D constant at 1 m  at 

=0.363636 m  . These values are selected regarding the results presented in 

Fig. 3.7 to enable the best comparison. The SC values that provide the lowest 

RInt are: SC=50% for H 1 m   and 2 m ; SC=40% for H 5 m  . The idea is to 

compare the two factors: i) how the reflection reduces as H increases from 

H 1 m   for two SC values, ii) how the value of H shifts the optimum value of 

SC.  

(b) (a) 



 

Fig. 3.8. E field intensity in a vertical cross section for the case of (a)

D=1 µm and SC= 40%

By comparing Figs. 3.8 a, b and c it may be observed how the E field intensity 

above the pattern reduces as H increases. Furthermore, the E field intensity 

above the pattern in Fig. 3.8 c is lower than in the cases of a and b. This is 

because at H 5 m 

in the cases of H 1 m 

the photon absorption due to multiple reflections as H 

values of SC and D (i.e. the same portion of light penetrating in

Then as the location inside the area in

field intensity peaks become weaker

three values of H when SC=50% are presented in Fig. 3.9 a, b and c.
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Fig. 3.8. E field intensity in a vertical cross section for the case of (a)

SC= 40% (b) H=2 µm, D= 1µm and SC= 40%

D= 1µm and SC= 40% at λ= 0.363636. 

 

By comparing Figs. 3.8 a, b and c it may be observed how the E field intensity 

above the pattern reduces as H increases. Furthermore, the E field intensity 

above the pattern in Fig. 3.8 c is lower than in the cases of a and b. This is 

H 5 m   there is a better optimization of the multiple reflections than 

H 1 m   and H 2 m  . This fact is an indication of an increase in 

the photon absorption due to multiple reflections as H increases for the same 

values of SC and D (i.e. the same portion of light penetrating in

Then as the location inside the area in between pillars becomes higher, the E 

field intensity peaks become weaker as shown in Fig. 3.8 c. The results

three values of H when SC=50% are presented in Fig. 3.9 a, b and c.

(c) 

 

Fig. 3.8. E field intensity in a vertical cross section for the case of (a) H=1 µm, 

SC= 40% (c) H= 5 µm,          

 

By comparing Figs. 3.8 a, b and c it may be observed how the E field intensity 

above the pattern reduces as H increases. Furthermore, the E field intensity 

above the pattern in Fig. 3.8 c is lower than in the cases of a and b. This is 

there is a better optimization of the multiple reflections than 

. This fact is an indication of an increase in 

increases for the same 

values of SC and D (i.e. the same portion of light penetrating in between pillars). 

between pillars becomes higher, the E 

Fig. 3.8 c. The results for the 

three values of H when SC=50% are presented in Fig. 3.9 a, b and c. 



 

Fig. 3.9. E field intensity in a vertical cross section for the case of (a)

D= 1µm and SC= 50% (b) H= 2µm, D= 1µm

and SC= 50%

By comparing Figs. 3.9 a, b and c it is possible to see again how the multiple 

reflections increase while H increases. Nevertheless, there are clear differences 

when comparing Figs. 3.8 a, b and c with Figs. 3.9 a, b and c. 

from SC=40% to SC=50% the E field intensity above the pattern in the cases of 

H 1 m   and H 2 m   decreases. This is an indication of a lower reflection from 

the pattern as H increases. Additionally, the 

increases as well. This is another indication of an increase in the photon 

absorption that causes a reduction in the reflection. On the contrary in the case 

of H 5 m   the E field intensity above the

increased from SC=40% to 50%. This is due to a larger number of multiple 

reflections in the case of SC=40

without providing any contribution to the multiple reflections. This means also 

(a) 

(c) 
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Fig. 3.9. E field intensity in a vertical cross section for the case of (a) H= 1µm, 

H= 2µm, D= 1µm and SC= 50% (c) H= 5µm

SC= 50% at λ= 0.363636µm. 

 

By comparing Figs. 3.9 a, b and c it is possible to see again how the multiple 

reflections increase while H increases. Nevertheless, there are clear differences 

when comparing Figs. 3.8 a, b and c with Figs. 3.9 a, b and c. When changing 

from SC=40% to SC=50% the E field intensity above the pattern in the cases of 

decreases. This is an indication of a lower reflection from 

the pattern as H increases. Additionally, the E field intensity between the pillars 

increases as well. This is another indication of an increase in the photon 

absorption that causes a reduction in the reflection. On the contrary in the case 

the E field intensity above the pattern increases when SC

50%. This is due to a larger number of multiple 

reflections in the case of SC=40%. As H increases, less incident light escapes 

without providing any contribution to the multiple reflections. This means also 

(b) 

 

 

H= 1µm, 

H= 5µm, D= 1µm  

By comparing Figs. 3.9 a, b and c it is possible to see again how the multiple 

reflections increase while H increases. Nevertheless, there are clear differences 

When changing 

from SC=40% to SC=50% the E field intensity above the pattern in the cases of 

decreases. This is an indication of a lower reflection from 

E field intensity between the pillars 

increases as well. This is another indication of an increase in the photon 

absorption that causes a reduction in the reflection. On the contrary in the case 

pattern increases when SC is 

50%. This is due to a larger number of multiple 

light escapes 

without providing any contribution to the multiple reflections. This means also 
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that there is a better usage of the incident light as H increases in the case of 

lower SC values. This point is applicable to the case of D 1 m  . In the following 

section a study to determine whether similar trends are applicable to other D 

values is presented.  

 

3.4 Effect of Diameter on the reflection from the solar cell 

 

In this section, the effect on the reflection from the surface as the value of D 

varies is introduced. The value of H is kept constant at 2 µm. Figure 3.10 shows 

the RInt values for different SC (solid symbols with solid lines) and for space 

between pillars (transparent symbols with dashed lines) where D varies. The 

symbol shape (square, circle, etc.) is the same in both sets of curves for the 

same value of D. The change in the RInt as the value of D varies is substantial. 

This trend can be observed in the performance of SC values ranging from 20% 

to 70%. This is in agreement with the results reported by Yoon et al. [8] and by 

Shin et al. [9]. They identified a correlation between larger values of D and 

worse reflection performance. Additionally, Yoon et al., found that the value of 

short circuit current decreases almost 50% when D increases from 8 m

 2Jsc 20mA cm  to 32 m   2Jsc 11mA cm  [8].   However, in their studies 

the performances of a limited set of D values are reported and a deep 

discussion is not provided [8, 10].  This work intends to provide a deeper insight 

into the effect of D on the reflection.  
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Fig. 3.10. Effect of varying D for fixed H of 2µm with respect to SC (solid lines in 

blue, red and green) and space between pillars (dashed lines in blue, red, green 

and cyan). 

 

In Fig. 3.10 there are two horizontal scales: one is placed at the bottom x-axis of 

the figure and the other is at the top x-axis. The scale at the bottom x-axis of the 

figure corresponds to the spacing between pillars. The scale at the top x-axis of 

the figure corresponds to the SC. The y-axis represents RInt for both SC and 

space between pillars. From Fig. 3.10, the trend of RInt as D varies may be 

observed. When the value of D increases, there is an increase in RInt. This is 

due to an increase in the surface area on the top of the pillars implying that a 

larger portion of incident light gets reflected from the top of the pillars.  This 

effect (increase in RInt) is present at all SC values. However, the intensity of 

RInt increase is not the same at all SC values. For example, in the case of high 

pillar concentration (i.e. SC=80%) the increase in RInt is not large. Additionally, 

the RInt value at 80% SC converges for all D values. This convergence 

indicates that further increase in D does not contribute a significant change. 

This is due to a small portion of the light penetrating in between pillars 

contributing to the absorption. As the value of SC reduces, RInt starts to 

decrease as well. Nevertheless, this behaviour is not valid for all SC values. 

When the SC value is smaller than an optimum value RInt starts to increase 
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again. More details on this phenomenon will be introduced in the following 

section where the effect of SC is discussed in detail. 

 

The RInt behaviour shows a clear improvement in the performance as the value 

of D decreases. However, even if RInt decreases as D decreases it is not 

appropriate to assume that by decreasing D to zero it could result in zero RInt. 

Firstly, when the value of D reaches very small values, the fabrication process 

can become very challenging. Conventionally, the most powerful fabrication 

process to achieve non tilted pillars with small value of D is the DRIE process 

[7]. However, this process has also some limitations when dealing with very 

small dimensions. The “scalloping” (i.e. oscillations on the side walls of the 

pillars) can become a major problem [7]. Secondly, the extreme case of 

D 0.0 m   would be equivalent to a planar cell for which the RInt value has 

been presented in Fig. 3.2. The RInt of a planar cell is higher than that of a 

textured cell as discussed in previous sections. This suggests that there is a 

value of D with minimum RInt. However, Singh et al. [10] experimentally 

identified that the reflection improves as the D value increases from 

D 0.05 m   to 0.2 m , for H values ranging between 0.25 m  and 1 m . For 

example at 0.9 m   the value of R is 0.35  in the case of D 0.05 m  [10], 

whereas, in the case of D 0.2 m  the value of R is 0.05 [10]. Therefore, the 

optimum value of D should be in the hundreds of nanometre range but larger 

than D 0.2 m  . An analysis to determine this value has not been covered in 

this work. In future a study on the value of D that offers minimum reflection will 

be explored. From Fig. 3.10 it can be observed that D 1 m   yields optimum 

RInt.  

 

When the focus is put on the distance in between pillars equivalent to each of 

the SC values rather than on the SC value itself, the resulting RInt vs. distance 

in between pillars curve shows a pronounced change. The distance in between 

the pillars is the separation between two adjacent pillars as illustrated in Fig. 

2.13.  

 

The most important factor to highlight in Fig. 3.10 with respect to distance in 

between pillars is the smaller distance in between pillars as D decreases. For 
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example, for the same value of SC=20% the distance in between pillars for the 

case of D 1 m   is 2.1 m   whereas for the case of D 3 m   it is 6.4 m  . 

Therefore, as the value of D decreases, this necessitates a fabrication process 

with higher precision, which would be more costly.  

 

Additionally, there is also a small difference in the distances between two 

adjacent values. For example, the difference between the distance in between 

pillars equivalent to SC=20% and the one equivalent to SC=30% is 0.35 m

(2.1µm – 1.75µm) in the case of D 1 m  . For this SC gap the difference in the 

RInt value is ≈0.037 (0.262121 - 0.224384). However, in the case of D 3 m   

the difference in distance becomes 1.15 m  (6.4µm - 5.25µm) with a difference 

in the RInt value of ≈0.014469 (0.337812 – 0.323343). Therefore, the decrease 

in RInt in the case of D 1 m   when SC changes from SC=20% to SC=30% is 

larger than in the case of D 3 m   for SC=20% to SC=30%. Furthermore, the 

difference between the RInt values of SC=20% and SC=30% occurs in a 

shorter distance in the case D 1 m   than in the case of D 3 m  . As a 

consequence, the performance tolerance to any unwanted changes in the 

distance in between pillars is larger in the case of D 3 m   than in the case of 

D 1 m  .  In the case of D 1 m   a small variation in the space in between 

pillars may severely alter the expected RInt performance. Whereas, in the case 

of D 3 m   the same variation in the space in between pillars may have a 

minor impact on the expected RInt performance.  

 

Therefore, the value of D should be taken into account when designing a 

structure to optimize the performance, the space in between pillars and SC. In 

the next section, the effect of the space in between pillars and SC on the 

reflection from the solar cell is discussed. 

 

 

 



 

3.5 Effect of Surface Coverage and space between pillars on the reflection 

from the solar cell

 

In order to determine the effect of SC (space between pillars) on the 

performance there are three analyses carried out. The first analysis uses point 

monitors at half way between the pillars (i.e. the central point between pillars 

using the hexagonal confi

three different heights (see Fig. 3.11): 

half-way up the pillar (M) and at 

Fig. 3.11. Schematic of the set up for studying effect 

 

Simulations are run using the configuration presented in Fig. 3.11 for three SC 

values: 50%, 60% and 80% respectively. The values of H and D remain 

constant at 2 m  for all three simulations. Previous studies, presented by Yoon

et al. [8], Shin et al. 

reflection. They wer

SC varies. For example Yo

SC=20% and 60% for the case of micro pillars with 

They found a 40% decrease in R (compared to planar Si solar cell)

varies from SC=20% to 

SC varied from SC=50% to 

presented in this thesis. 

pillars. The discussion 

properties. This work intends to provide a deeper insight on the impact of SC on 

the performance of solar cells
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Surface Coverage and space between pillars on the reflection 

from the solar cell 

In order to determine the effect of SC (space between pillars) on the 

performance there are three analyses carried out. The first analysis uses point 

monitors at half way between the pillars (i.e. the central point between pillars 

using the hexagonal configuration). The E field at this location is recorded at 

three different heights (see Fig. 3.11): 0.2µm above the substrate surface (S), 

way up the pillar (M) and at 0.5µm above the pillars (A). 

Fig. 3.11. Schematic of the set up for studying effect of varying SC

Simulations are run using the configuration presented in Fig. 3.11 for three SC 

values: 50%, 60% and 80% respectively. The values of H and D remain 

for all three simulations. Previous studies, presented by Yoon

et al. [9] and Park et al. [11] have stated the effect of SC on the 

reflection. They were able to identify a variation in the reflection behaviour as 

SC varies. For example Yoon et al. experimentally varied the SC between 

60% for the case of micro pillars with H 25 m 

They found a 40% decrease in R (compared to planar Si solar cell)

varies from SC=20% to 50% [8]. Then, the improvement in R saturated w

SC varied from SC=50% to 60% [8].  This trend is similar to the results 

presented in this thesis. However, our study has focused on smaller dimension 

discussion in other studies was primarily focused on the electrical 

This work intends to provide a deeper insight on the impact of SC on 

the performance of solar cells and focuses on the optical properties

Surface Coverage and space between pillars on the reflection 

In order to determine the effect of SC (space between pillars) on the 

performance there are three analyses carried out. The first analysis uses point 

monitors at half way between the pillars (i.e. the central point between pillars 

guration). The E field at this location is recorded at 

above the substrate surface (S), 

above the pillars (A).  

 

of varying SC. 

Simulations are run using the configuration presented in Fig. 3.11 for three SC 

values: 50%, 60% and 80% respectively. The values of H and D remain 

for all three simulations. Previous studies, presented by Yoon 

[11] have stated the effect of SC on the 

n the reflection behaviour as 

ed the SC between 

H 25 m   and 8 m  [8]. 

They found a 40% decrease in R (compared to planar Si solar cell) as SC 

% [8]. Then, the improvement in R saturated when 

This trend is similar to the results 

our study has focused on smaller dimension 

focused on the electrical 

This work intends to provide a deeper insight on the impact of SC on 

and focuses on the optical properties.  
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The analysis starts with the optimum value of SC (60%) presented in Fig. 3.12. 

Figure 3.12 shows higher E field intensity in the two monitors within the area in 

between pillars (monitors S and M). In particular, the monitor S shows higher 

values of peak E field intensity than any other monitor. This is an indication of 

incident light penetrating the area in between pillars and getting trapped which 

would lead to higher absorption. Therefore, higher peak of E field intensity at 

monitor S indicates a better performance (i.e. lower reflection).  

 

Fig. 3.12. E field intensity at monitors S, M and A for pillar H= D= 2µm            

and SC= 60%. 

 

Figure 3.13 shows the E field intensity for SC=80% (i.e. high pillar 

concentration). Compared to Fig. 3.12, Fig. 3.13 has lower E field intensity in 

between pillars (i.e. S and M). This is due to the fact that the majority of the light 

is incident on the top of the pillars. This can be extracted by the recorded high E 

field intensity at monitor A. This E field intensity values are higher than the ones 

presented in Fig. 3.12 for the same monitor. Hence, not enough light is 

penetrating in the area in between pillars. This leads to a low number of multiple 

reflections in between pillars which reduces the photon absorption; increasing 

the reflection. This fact can be observed by comparing the E field intensity in 

point S in Figs. 3.12 and 3.13. Clearly, the E field intensity in the scenario of 

Fig. 3.13, on average, is much lower than in the scenario of Fig. 3.12. 
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Therefore, it is possible to state that a consequence of low E field intensity near 

the substrate is low photon absorption and high reflection.  

 

Fig. 3.13. E field intensity at monitors S, M and A for pillar H= D= 2µm           

and SC= 80%. 

 

Figure 3.14 presents the E field intensity for SC=50% (i.e. low pillar 

concentration). At low SC values the inter pillar spacing is too large to 

effectively enhance absorption via multiple reflections. The reason is that the 

light penetrating in between pillars escapes without contributing to the multiple 

reflections. This is due to the fact that the penetrated light which is incident on 

and reflected by the substrate is not incident on the side walls of the pillars. This 

is due to the long distance that separates the micro pillars. As a consequence, 

the usage of the penetrated light is not optimized in terms of photon absorption 

due to multiple reflections. In order to maximize (and optimize) the number of 

multiple reflections, a pillar concentration high enough to enhance photon 

absorption is required. Meanwhile, the pillar concentration should be low 

enough to allow the majority of the incident light to penetrate in the area in 

between pillars. Furthermore, the impact of SC is not limited to the reflection but 

also on other key parameters. There are reports focusing on the effect of SC on 

electrical parameters [9, 11]. For example, there are reports indicating that the 

value of SC has an effect on the short circuit current values. Yoon et al. 
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reported that Jsc reduces from 20 to 213.5 mA cm  when the SC value is 

reduced from 50% to 20% [8]. 

 

Fig. 3.14. E field intensity at monitors S, M and A for pillar H= D= 2µm           

and SC= 50%. 

 

Comparing the results presented in Figs. 3.12, 3.13 and 3.14, the optimization 

of the multiple reflections is achieved by the SC with the highest E field intensity 

in between pillars. This fact suggests a high importance of the E field intensity 

level near the substrate.  

 

The main target of the second analysis is to deepen the understanding of the 

effect of SC on the reflection. To achieve this, the simulation set up is illustrated 

in Fig. 3.15. Three simulations are run for SC equal to 50%, 60% and 80% 

respectively. The values of both H and D are set to 1µm. Then, E field intensity 

is measured at a 2D monitor placed normal to the z direction (i.e. x-y plane) at 

0.2 m . The results are presented in Figs. 3.16, 3.17 and 3.18.  In Fig. 3.16 the 

E field intensity at a cross section located 0.2 m  above the substrate is plotted 

at =0.363636 m  for the case of SC=60%. 

 



 

Fig. 3.15. Simulation set up to obtain E field plots as SC varies

Fig. 3.16. E field intensity of a cross section at 

the case of 

From Fig. 3.16 the multiple E field inten

reflection may be observed. These peaks are caused by the multiple reflections 

taking place in the area 

From the discussions of

multiple reflections are maximized when SC is optimum (i.e. SC=60%). In Fig. 

3.6 the highest E field intensity peak is 

intensity peak values throughout the area 

This fact is an indication of the strong presence of the E field near the substrate 

that leads to improved photon absorption (i.e. reducing reflection). Therefore, 

the E field intensity in the case of SC=60% is expected to be the 
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3.15. Simulation set up to obtain E field plots as SC varies

Fig. 3.16. E field intensity of a cross section at 0.2µm above the substrate for 

the case of H= 1µm, D= 1µm and SC= 60%

 

From Fig. 3.16 the multiple E field intensity peaks that lead to reduc

reflection may be observed. These peaks are caused by the multiple reflections 

taking place in the area in between pillars which cause wave interf

From the discussions of Figs. 3.12, 3.13 and 3.14 it may be recalled that the 

flections are maximized when SC is optimum (i.e. SC=60%). In Fig. 

3.6 the highest E field intensity peak is 1.2(V/m)2. Additionally, the high E field 

intensity peak values throughout the area in between pillars may be observed. 

This fact is an indication of the strong presence of the E field near the substrate 

that leads to improved photon absorption (i.e. reducing reflection). Therefore, 

the E field intensity in the case of SC=60% is expected to be the 

 

3.15. Simulation set up to obtain E field plots as SC varies. 

 

above the substrate for 

SC= 60%. 
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This fact is an indication of the strong presence of the E field near the substrate 

that leads to improved photon absorption (i.e. reducing reflection). Therefore, 

the E field intensity in the case of SC=60% is expected to be the highest. As a 



 

consequence the E field intensity in the case of SC values higher and lower 

than SC=60% should be expected to be 

reflections. In Fig. 3.17 the E field intensity at a cross section located 

above the substrate is plotted at 

Fig. 3.17. E field intensity of a cross section at 

the case of 

 

From Fig. 3.17 a low number of E field intensity peaks may be observed. This 

corroborates the discussion in Fig. 3.13. The small portion of incident light 

penetrating into the area in between

to multiple reflections. As a consequence, the presence of the wave 

interferences at this SC value is minimum. When comparing 

3.16, a large difference in terms of E field intensity 

observed. This fact highlights the importance of multiple 

photon absorption and hence to reduce the reflection from 

3.18 the E field intensity at a 

=0.363636 m  for the case of 
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consequence the E field intensity in the case of SC values higher and lower 

than SC=60% should be expected to be lower due to nonoptimal

reflections. In Fig. 3.17 the E field intensity at a cross section located 

is plotted at =0.363636 m  for the case of SC=80%

 

Fig. 3.17. E field intensity of a cross section at 0.2µm above the substrate for 

the case of H= 1µm, D= 1µm and SC=80%. 

From Fig. 3.17 a low number of E field intensity peaks may be observed. This 

corroborates the discussion in Fig. 3.13. The small portion of incident light 

in between pillars when SC=80% does not contribute 

As a consequence, the presence of the wave 

interferences at this SC value is minimum. When comparing Figs. 3.17 and

large difference in terms of E field intensity in between pillars may be 

. This fact highlights the importance of multiple reflections to enhance 

photon absorption and hence to reduce the reflection from the solar cell.  In Fig. 

3.18 the E field intensity at a cross section 0.2 m  above the substrate at 

for the case of SC=50% is presented.  

consequence the E field intensity in the case of SC values higher and lower 

nonoptimal multiple 

reflections. In Fig. 3.17 the E field intensity at a cross section located 0.2 m  

SC=80%. 

above the substrate for 

From Fig. 3.17 a low number of E field intensity peaks may be observed. This 

corroborates the discussion in Fig. 3.13. The small portion of incident light 

pillars when SC=80% does not contribute 

As a consequence, the presence of the wave 

s. 3.17 and 

pillars may be 

reflections to enhance 

the solar cell.  In Fig. 

above the substrate at 



 

Fig. 3.18. E field intensity of a cross section at

the case of

 

From Fig. 3.18 E field intensity peaks caused by the presence of multiple 

reflections may be observed. When comparing Fig. 3.18 with Fig. 3.17 there is a 

clear improvement in terms of multiple reflections and E field intensity in the 

case of SC=50% (i.e. F

3.16, the E field intensity is higher in the case of SC=60% (i.e. Fig. 3.16). From 

the discussion on Fig. 3.14, it may be recalled that in the case of SC=50% a 

portion of the light penetrating 

multiple reflections. This concept is supported by a large portion of light that 

penetrates in between

reflections is an indication of a weak presence of th

This is the consequence of a large

significant portion of light escaping the area with no contribution to multiple 

reflections. Therefore, the influence of SC is clearly dependent on

separating the micro pillars. If this distance is larger, the E field intensity near 

the substrate is low which is an indication of low photon absorption and high 

reflection. If this distance is shorter, there is not enough light 

which leads to low E field intensity causing low photon absorption and high 

reflection. As a consequence, the optimum value of SC leads to a strong 
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Fig. 3.18. E field intensity of a cross section at 0.2µm above the substrate for 

the case of H= 1µm, D= 1µm and SC=50%

From Fig. 3.18 E field intensity peaks caused by the presence of multiple 

reflections may be observed. When comparing Fig. 3.18 with Fig. 3.17 there is a 

clear improvement in terms of multiple reflections and E field intensity in the 

case of SC=50% (i.e. Fig. 3.18). However, when comparing Fig. 3.18 with Fig 

3.16, the E field intensity is higher in the case of SC=60% (i.e. Fig. 3.16). From 

the discussion on Fig. 3.14, it may be recalled that in the case of SC=50% a 

portion of the light penetrating in between pillars escapes with no contribution to 

multiple reflections. This concept is supported by a large portion of light that 

in between pillars in Fig. 3.18. However, the low number of multiple 

reflections is an indication of a weak presence of the E field near the substrate. 
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e E field near the substrate. 

pillars that leads to a 

portion of light escaping the area with no contribution to multiple 

Therefore, the influence of SC is clearly dependent on the distance 

separating the micro pillars. If this distance is larger, the E field intensity near 

the substrate is low which is an indication of low photon absorption and high 

reflection. If this distance is shorter, there is not enough light in between pillars 

which leads to low E field intensity causing low photon absorption and high 

reflection. As a consequence, the optimum value of SC leads to a strong 
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presence of the E field near the substrate thus maximizing multiple reflections. 

The main purpose of the third analysis is to explore the effect of SC on the 

reflection.  

 

The third analysis studies the impact of pillar spacing on the reflection by 

comparing the RInt performance of two values of D (1µm and 3µm), while the H 

value is kept constant; and SC and inter pillar spacing are varied for the two 

diameters. Figures 3.19 a and b present 2D graphs where the x, y and colour 

bar axes represent SC, inter-pillar spacing and RInt, respectively. The colour 

bar ranges from blue (i.e. low RInt) to red (i.e. high RInt). Ideally the RInt should 

be as low as possible (i.e blue) across the majority of the SC and inter-pillar 

spacing points for any value of D. However, these figures show how RInt 

depends on pillar spacing as D decreases. In Fig. 3.19 a the blue area covers a 

wide range of SC and pillar spacing values. Therefore, when D=3µm, a small 

variation in pillar spacing would not affect significantly the performance of the 

solar cell. However, for smaller D such as 1µm (Fig. 3.19 b), the blue area 

concentrates in a smaller range of SC and pillar spacing values. Therefore, a 

small variation of pillar spacing would imply a large impact on reflectance. For 

the pillar with D=1µm even though RInt is the lowest, it is a strongly varying 

function of inter-pillar spacing. 

 

Fig. 3.19. RInt when varying space between pillars and SC, with a) D= 3µm and 

b) D= 1µm.  

 

(a) (b) 
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Hence, for smaller D the fabrication accuracy becomes crucial. Increasing the 

tolerance is important in bringing down fabrication costs. In the following section 

an analysis on the H/D ratio providing a new approach to deal with the design 

tolerance of the micro pillar array is presented.  

 

3.6 Impact of H/D ratio on the reflection from the solar cell 

 

It is possible to choose from a wide range of H and D with tolerance and 

fabrication costs as critical constraints. What is therefore the method to 

determine the best set of values? In this section an analysis on the H/D ratio of 

pillars is presented which can help designers “read off” the best parameters for 

their given fabrication tolerances. Some researchers such as Shin et al. have 

studied the diameter by pitch (i.e. distance in between pillars) ratio finding that 

Jsc increases as the diameter by pitch ratio remains constant [9]. This increase 

in Jsc was attributed to a lower number of pillars inside the micro pillar array 

(due to a fixed size of the array) [9]. The authors linked the increase in Jsc, as 

the number of pillars decreased, to the surface recombination caused by the 

large surface-to-volume ratio [9]. However, to the best of the author’s 

knowledge an analysis on the H/D ratio is reported for the first time for micro 

pillars in this work. In the analysis H is varied while D remains constant. The 

results for SC=50% and SC=40% are presented as representative of the 

simulation results obtained. 
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Fig. 3.20. RInt variation with H/D ratio and keeping D fixed for 50% SC. 

 

Figure 3.20 shows RInt against H/D ratio for different D value at 50% SC. In this 

figure, the value of the RInt is high at low H/D ratio. The RInt decreases rapidly 

while H/D ratio increases and then it converges slowly for further increase of the 

ratio. While H/D ratio increases to values higher than 7, the value of RInt 

converges to ≈0.18.  

 

The difference in the performance between high and low H/D ratio lies in the 

optimization of the light that penetrates in between pillars. The amount of 

incident light that penetrates in between pillars does not increase with H/D ratio 

for constant D and SC and will not contribute to higher absorption. For small 

values of H/D ratio increase in the ratio (larger H) leads to an increase in 

multiple reflections resulting in lower values of RInt. This can be seen in Fig. 

3.20. However, for a sufficiently large H/D ratio further increase in the value of H 

does not significantly increase the number of multiple reflections, which is seen 

in the saturation of the RInt values.  

 

In Section 3.3, the relation between H and the reduction of RInt which is caused 

by an increase in multiple reflections was discussed. Nevertheless, it was also 

mentioned that there is a shifting in the optimum value of SC as H increases. 
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Therefore, in the case of a converged H/D ratio a decrease in the value of SC 

may lead to a lower reflection. As SC decreases while the H/D ratio remains 

constant, the amount of incident light penetrating in between pillars increases 

as well. As a consequence, the number of multiple reflections increases which 

leads to lower reflection. To support this statement, the RInt vs. H/D ratio curves 

for different values of D are presented in Fig. 3.21 for the case of SC=40%.  

 

 

Fig. 3.21. R variation with H/D ratio and keeping D fixed for 40% SC. 

 

From Fig. 3.21, it can be observed that for low H/D ratio, the value of RInt is 

high. Then, as the value of H/D ratio increases, the value of RInt reduces until it 

reaches a convergence value after a specific H/D ratio. This means that there is 

a trend as H/D ratio increases for given SC and D values as shown in Fig. 3.20 

and 3.21 that follow the same trend. Nevertheless, there are some differences. 

In Fig. 3.21 (i.e. SC=40%), the convergence of the curve is reached at higher 

values of H/D ratio than in the case of Fig. 3.20 (i.e. SC=50%). The explanation 

lies in the difference between the SC values. As the SC value decreases, the 

larger area in between pillars facilities that more incident light penetrates in 

between pillars. Therefore, the H/D ratio value to maximize the number of 

multiple reflections increases as SC decreases from 50% (i.e. Fig. 3.20) to 40% 
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(i.e. Fig. 3.21). Additionally, the converged value of RInt is also lower (i.e. 

≈0.165) than in Fig. 3.20 (i.e. ≈0.18).  

 

Therefore, increasing H when RInt is already converged does not reduce RInt 

further. However, this fact can be used to benefit designers with low precision 

fabrication equipments. For example, if it is known that the fabrication may not 

provide the expected pillar dimensions, it is possible to target a value of H larger 

than required (  tolerance of equipment). Then, the resultant H/D ratio would 

provide converged RInt. It is clear that in the case of precise fabrication 

equipments increasing H is not providing any benefit. In such a scenario 

perhaps it is preferable to reduce the SC value and increase the H/D ratio to 

obtain lower converged RInt value. This can lead to positive but also to negative 

outcomes. There are complications associated with the fabrication process of 

extremely large H/D ratio micro pillars [3].  

 

In such a scenario the probabilities of obtaining micro pillars with a range of 

complications are higher [12-14]. These complications can be either due to 

imperfections in the fabrication process (i.e. tilted micro pillars) or due to 

performance limitations introduced by structural parameters (i.e. high surface 

recombination) [12-14]. Tilted micro pillars may affect the multiple reflections 

and therefore may have an impact on the performance of the solar cell. Surface 

recombination has been reported to be dependent on the surface-to-volume 

ratio and it can severely diminish the electrical performance of the solar cell [12-

14]. When the H/D ratio is large, then the surface-to-volume ratio of the micro 

pillar array increases. Therefore, the chances of a high surface recombination 

should be taken into consideration [12-14]. There are some methods available 

to reduce its effect such as surface passivation which is a challenging task to 

implement [15-17]. Nevertheless, conventionally the challenging process of 

surface passivation may be less complex to achieve in the case of micro pillar 

arrays than in the case of nanowires arrays [3]. 

 

By comparing, Figs. 3.20 and 3.21 it may also be observed that as D increases 

the H/D ratio required to reach convergence is larger. In Section 3.4, the effect 

of D on the reflection was determined. As D increases, there is a larger portion 

of the incident light being reflected at the top of the micro pillars. This fact leads 
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to higher reflection as D increases for any given H and SC. By applying the 

concept to this analysis, the value of RInt increases as D increases. Then, as 

the value of D increases, the value of the H/D ratio required to maximize the 

photon absorption is larger.  

 

To obtain a better understanding of the phenomenon observed,  Figs. 3.22 and 

Fig. 3.23 present the R vs. wavelength curve when SC=40% for the cases of 

H/D ratio = 1 (non converged) and for H/D ratio = 10 (converged) respectively. 

This is done for all D values presented in Fig. 3.21. The R vs. wavelength curve 

of a planar Si solar cell is presented for reference. 

 

Fig. 3.22. Effect of large H/D (ratio=1) on R vs. wavelength for 40% SC. 

 

From Fig. 3.22, it is possible to see how different the R vs. wavelength curves of 

four different D values are when a low H/D ratio (i.e. H/D ratio = 1) is selected. 

This figure supports that the low H/D ratio values do not optimize the multiple 

reflections. Additionally, any slight mistake during the fabrication process when 

targeting low D values can lead to a change in performance. Therefore, in such 

a scenario it is better to target large enough H/D ratio values as presented 

below in Fig. 3.23. 
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Fig. 3.23. Effect of large H/D (ratio=10) on R vs. wavelength for 40% SC. 

 

From Fig. 3.23, it is possible to see how the R vs. wavelength curves in the 

cases of four different D values are almost identical. This is possible only in the 

cases of H/D ratio values large enough to optimize light absorption in between 

pillars. Additionally, any slight mistake during the fabrication process when 

targeting low D values would not affect the expected performance. 

 

The importance of Figs. 3.20 and 3.21 and the H/D ratio study is that for any D, 

it is possible to simply read off the H/D ratio (to calculate H) to obtain a specific 

reflection. This “normalized” set of curves gives the designers data to use in 

conjunction with tolerance to design better solar cells with less trial and error. 

 

3.7 Summary 

 

The optical performance of a micro pillar array is dependent on some key 

material and structural parameters. The simulations presented in this chapter 

are focused on the effect of the most important structural parameters. Some of 

the results presented in this chapter have been included in a journal article 

published by the author [18]. The simulation set up adopted in this chapter was 

obtained from the convergence test presented in Chapter 2. The memory 
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requirements of some of the simulations presented throughout this chapter are 

very large. This fact presented a challenge due to the limitation of the 

computational memory. In the beginning of the study the computational memory 

available was of 32 GB (Intel(R) Xeon(R) CPU E31270). Then, the memory 

capacity was increased by connecting several computers up to 76GB. 

 

When starting the simulation set up process, one of the first factors that should 

be defined (apart from the mesh parameters) in a texturing pattern is the 

distribution of the micro pillars inside the array. The hexagonal distribution of 

pillars inside the array is selected for this work after a detailed comparison with 

the square configuration due to a better compactness of the array that leads to 

lower reflection.  

 

Additionally, the value of H has been proven to have an effect on the 

performance. As H increases more incident light penetrates in between pillars. 

Hence the number of multiple reflections in the area in between pillars is 

enhanced which reduces the reflection. The comparison of the electric field 

intensity as H increases supports this concept. However, the value of H should 

be selected with care. As the value of H increases to large values, the chances 

of introducing imperfections during the fabrication process increase.  

 

The worsening of the reflection as D increases causes the preference of smaller 

values of D. However, the smaller the value of D the more complex the 

fabrication process becomes. This fact should be considered when there are 

limitations on the fabrication equipment. For example, targeting small D values 

can be challenging and errors may be introduced during the fabrication process 

(especially when low precision equipment is used). In this case, the increase in 

D can be used to the designer’s benefit. As D increases, the difference in the 

reflection between consecutive SC values decreases. Therefore, when targeting 

large D values any slight deviation from the optimal design during the 

fabrication process will have a minor impact in the reflection performance of the 

sample.  

 

However, in the case of varying the micro pillar concentration (i.e. SC) the 

portion of incident light in between pillars may vary severely. This is the reason 
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why it is important to find the SC value providing the best performance. This 

value clearly depends on how closely the micro pillars are placed to contribute 

to photon absorption. This value can be easily identified by monitoring the E 

field intensity inside the area in between pillars. The higher the E field intensity 

near the substrate the higher the photon absorption (i.e. lower reflection). 

Therefore, the optimum SC value is the one that optimizes the number of 

multiple reflections. 

 

Furthermore, the parameter H/D ratio has been first introduced in this work. The 

discussion shows that the reflection decreases rapidly until it reaches a 

convergence as the ratio increases. This finding can be useful for designers to 

select the appropriate ratio and SC values for their application. Then, depending 

on the accuracy of their equipment, it is possible to tune the value to obtain a 

result close to the optimum value (i.e. converged RInt).  

 

However, as the H/D ratio increases, the surface-to-volume ratio increases. 

This has some implications such as higher risk of tilted pillars or high surface 

recombination. In either of the two cases, the expected benefit on the reflection 

with the increase in the H/D ratio would be compromised. The multiple 

reflections inside the area in between pillars may be affected by the presence of 

tilted pillars. Additionally, the surface recombination is one of the major 

problems in textured solar cells. When the H/D ratio of a pattern is high the 

surface recombination is high. Therefore, even though the reflection is improved 

by increasing the H/D ratio in a micro pillar array the surface recombination is 

expected to be high. As a consequence, a new texturing pattern capable of both 

offering low reflection with low surface-to-volume ratio to avoid high surface 

recombination is required. In the following chapter, a new texturing pattern (hut-

like) with these characteristics is presented.   
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Chapter 4: Hut-like Si micro pillar array  

 

4.1 Introduction 

 

This chapter presents the results for a new texturing pattern on the surface of 

the solar cell. The study presented in Chapter 3 has analysed the effect of key 

parameters on the performance of a micro pillar array solar cell. Additionally, 

the discussion introduced the advantages of texturing the surface of the solar 

cell. There is a range of texturing patterns available in the field of solar cells 

such as nanowires [1], pyramids [2, 3] and micro pillar arrays [4]. There are 

some advantages present in all these patterns such as reflection7 lower than 

the case of planar Si solar cell [5, 6]. However, micro pillar solar cell offers 

some advantages that others do not, such as: high photon absorption, low 

reflection, convergence of RInt8 when H/D ratio is high, controlling the design 

tolerance, etc.  

 

The discussion has also described the limitations and drawbacks of each of the 

texturing patterns described above (including micro pillar arrays). Surface 

recombination is a major challenge to texturing patterns as a whole [5, 6]. This 

is due to the large impact that surface recombination has on the electrical 

properties. This negative impact on the electrical performance sometimes can 

be even more dominant in the overall performance of the solar cell than the 

positive impact on the reflection [5-8].  

 

Nevertheless, the level of surface recombination is not the same in all texturing 

patterns. There are factors that lead to higher surface recombination such as 

the surface-to-volume ratio [9]. The larger the surface-to-volume ratio the higher 

the surface recombination becomes [6]. In the case of nanowires, the surface-

to-volume ratio is very large which leads to high surface recombination. There 

are reports describing the large impact of this phenomemon [5–9]. Moreover, 

the case of micro pillar arrays is slightly different due to a smaller surface-to-

volume ratio which causes a lower surface recombination. Hence, the electrical 

                                                           
7 The term “reflection” represents the physical phenomenon of an electromagnetic wave being reflected 
at the solar cell. 
8 The term “RInt” refers to the Reflectance integrated over all wavelengths introduced in Eq. (2.30). The 
term RInt will be used to compare solar cell performances in the entire wavelength spectrum.  
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performance of the micro pillar array is better than in other texturing patterns 

[10]. However, in the previous chapter it has been shown how low the reflection 

is when H/D ratio is large. When the value of the H/D ratio is very high, the 

surface-to-volume ratio becomes large and hence the surface recombination is 

expected to be high. Additionally there are other limitations when dealing with 

micro pillar arrays such as limitations to replicate H/D ratio arrays, etc.  

 

Therefore, in order to minimise the main drawbacks of micro pillar arrays 

presented in Chapter 3 (i.e. high surface-to-volume ratio, difficulty to replicate 

large H/D ratio, etc.) while maintaining all the advantages of the pattern (i.e. 

improved optical performance, expectations of good electrical performance, 

etc.), the hut-like texturing pattern is developed. The surface-to-volume ratio 

associated with this pattern is reduced compared to other texturing patterns 

such as nanowires [1], pyramids [2, 3] or micro pillars [4]. Therefore, the 

expected surface recombination for the hut-like pattern is lower than for other 

texturing patterns. Additionally, the optical performance of the hut-like pattern is 

better than the ones presented in Chapter 3 as will be shown in this chapter.  

 

The appearance of the pattern was presented in Section 2.3.6.5 together with 

the structural parameters to describe the pattern which are: Radiustop, 

Radiusbottom, Diameter (D), Height (H), Cap and .  

 

The parameters that define the accuracy and stability of the simulations 

presented in this chapter are x 0.005 m   , y 0.005 m   , z 0.004 m    and 

t 0.00952674 fs  . It can be seen that the mesh used in Chapter 4 is finer than 

that of Chapter 3. The values of the mesh parameters are selected to ensure an 

accurate modelling of the hut-like pillars. This means that the memory 

requirement is very large for each of the presented simulations. As a 

consequence, the running time of each simulation increases. Table 4.1 presents 

a comparison of the memory requirements and simulation times for the cases of 

vertical micro pillar and hut-like pattern. The SC and the distance centre to 

centre remain constant in both scenarios.  
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Pattern 
type 

x=y 

(µm) 
z 

(µm) 
SC 
(%) 

Radius or 
Radiustop (µm) 

H 
(µm) () 

Memory 
(GB) 

Simulation 
time (min) 

Vertical 
micro pillar 0.010 0.007 30 0.5 1 90 5.520 79 

Hut-like 0.005 0.004 30 0.5 1 105 11.586 363 
 

Table 4.1. Comparison of memory requirements and simulation time in Vertical 

micro pillar simulations and Hut-like pattern simulations. 

The presentation of the results obtained in the optimisation process of the hut-

like texturing pattern is divided into different sections of this chapter. The 

discussion starts with the performance comparison between different texturing 

patterns and the hut-like pattern. Then, the optical performance of the hut-like 

pattern is analysed by studying the effect of the key structural parameters on 

the reflection. The purpose is to provide a physical insight into the effect that 

each of the parameters has on the reflection. The first effect of a structural 

parameter to be discussed is the area in between huts on the reflection, SC and 

. The second is the effect of H on the reflection. The third is the effect of D on 

the reflection. The fourth is the effect of Cap on the reflection. The fifth is a 

comparison between all the studied parameters to understand the relationship 

between various parameters and to find an optimum set up. The sixth is a proof 

of concept by presenting some experimental results.  The discussion starts with 

the comparison of the hut-like pattern with other texturing patterns. 

 

4.2 Comparison with other patterns 

 

The usage of a texturing pattern provides a reduction in the reflection as 

discussed in Chapter 3. There is a wide range of texturing patterns as 

discussed in Section 1.5.4. The texturing patterns that are conventionally used 

are: pyramids [2, 3], nanowires [1] and micro pillars [4]. Each of these texturing 

patterns offers some benefit on the reflection due to its shape and dimensions. 

In the case of an array of pyramids, the incoming light is incident on the surface 

of a pyramid several times. This fact leads to higher photon absorption which 

reduces the reflection. However, the improvement in the performance is more 

pronounced only when the height of the pyramids is larger. As a consequence, 

the amount of material (typically Si) that is needed to fabricate the pyramid solar 

cell is large (for H≈ 10µm) [11, 12]. This fact leads to an increase in the 
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fabrication costs. Additionally, the surface-to-volume ratio is very large which 

leads to high surface recombination [13]. This is a disadvantage of the pyramid 

texturing pattern and other alternatives are discussed below. 

 

A similar phenomenon is experienced in an array of nanowires. However, in the 

case of an array of nanowires, there is also a refractive index averaging effect 

that reduces the reflection as predicted by Fresnel’s equations [14]. This is 

possible when there is a periodicity in the pattern and the incident light has a 

wavelength longer than the pitch of the pattern [14]. Then the incident light 

interacts with the pattern as if the pattern is a layer composed of a material with 

refractive index between that of air and the index of the material of the pattern. 

However, the surface recombination associated with nanowire arrays is high. 

Additionally, the small dimension of nanowires requires a complex and costly 

fabrication process.  

 

Some of these problems can be reduced by using an array of micro pillars, as 

discussed in Chapter 3. Additionally, the dimension of a micro pillar array is 

larger than the dimension of nanowires which should allow for an easier 

fabrication process. Furthermore, in the case of low precision fabrication 

equipment, the structural parameters of the array could be tuned to achieve 

good optical performance. However, the surface-to-volume ratio of micro pillar 

arrays will increase with H. As a consequence, the surface recombination will 

increase with the surface-to-volume ratio.  

  

The implementation of the hut-like pattern allows for low reflection performance. 

Additionally, the low reflection is achieved with dimensions small enough to 

expect a low surface recombination. In Fig. 4.1 the R9 vs. wavelength curve of 

the optimized hut-like pattern is compared with that of some other available 

texturing patterns such as: vertical micro pillars [4], nanowires [1] and pyramids 

[2, 3].  

 

                                                           
9 The term “R” refers to the Reflectance which was introduced in Eq. (2.29). The term R will be used to 
compare solar cell performances in a specific wavelength range.  
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Fig. 4.1. R vs. wavelength curve comparison between the hut-like structure    

(D= 1µm, H= 1µm and =115) with other texturing patterns of similar 

dimensions. 

 

From Fig. 4.1, the wavelength dependent performance of the hut-like pattern 

can be observed. A low R is obtained when the photon absorption and the 

number of multiple reflections are optimized. The other texturing patterns 

presented in Fig. 4.1 have similar operating approaches but with different 

results. The R performance of the hut-like pattern is lower than the micro pillar 

arrays for the entire solar spectrum.  For example in the case of micro pillar 

arrays the value of R at 0.36 m    is ≈0.42 whereas in the case of the hut-like 

pattern the value of R is ≈0.29. This is due to the presence of the sloped part on 

the side walls of each of the hut-like pillars.  This sloped part has an effect on 

the angle of incidence of the incoming light on the hut-like pattern as compared 

to micro pillar arrays. This point will be discussed in detail in Section 4.3.  

 

In the comparison with the performance of nanowires, the R performance of the 

hut-like is lower for longer wavelengths. The difference between the 

performance of the nanowire and the hut-like pattern is due to two reasons. One 

reason is the presence of the sloped part in the hut-like pattern. The other is the 

light trapping effect of the nanowires. At shorter wavelengths, the refractive 
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index averaging produced by the nanoscale dimensions of the nanowires is 

dominant in the performance. This leads to a reduction of the reflection from the 

surface (as predicted by Fresnel’s equations). This effect is highly dependent on 

the size of the nanowires as well as on the separation between each nanowire. 

Therefore, any variation on the design of the distance between the nanowires 

would have a negative impact on the averaging effect that would reduce 

efficiency. At the longer wavelengths, the refractive index averaging effect 

reduces and the multiple reflections become the dominant phenomenon. In this 

scenario the shape of the hut-like pattern enables better light trapping than 

nanowires. Therefore, the hut-like pattern optimizes the photon absorption due 

to multiple reflections. For example in the case of nanowires the value of R at 

1.00 m   is ≈0.2 whereas in the case of the hut-like pattern the value of R is 

≈0.15. 

 

While, comparing the R performance of the hut-like pattern with that of 

pyramids, the R performance of the hut-like pattern is lower for shorter 

wavelengths than in the case of pyramids. The difference between the 

performance of pyramids and the hut-like pattern is due to two reasons. One 

reason is the shape of the hut-like pattern where the sloped part of the hut 

enhances photon absorption. The other reason is the difference in the 

dimensions [2]. At the shorter wavelengths, the circular nature of the sloped part 

of the hut-like pattern leads to better photon absorption. For example in the 

case of pyramids the value of R at 0.36 m   is ≈0.4 whereas in the case of 

the hut-like pattern the value of R is ≈ 0.29. At the longer wavelengths there is a 

difference in the H value between the hut-like pattern (1µm) and the pyramid 

(6µm) [2]. This difference leads to a slightly better absorption of the longer 

wavelengths in the case of the pyramid array. This is due to the improvement in 

the absorption of longer wavelengths as the height of the pyramids increases 

[15]. 

 

Therefore, the better performance of the hut-like pattern compared to other 

patterns may be attributed to more effective light trapping. The sloped part of 

the hut-like pattern is key to obtain this performance. This parameter will be 
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discussed in detail in Section 4.3. Nevertheless, every parameter is important in 

the performance as will be discussed in relevant sections of the chapter.   

 

In the field of surface texturing the usage of back reflectors on texturing 

patterns, to improve the light path inside the structure, is conventional. In the 

simulations carried out to obtain the results presented in Fig. 4.1, the hut-like 

pattern is without any back reflector which highlights its effectiveness. 

Moreover, the size of the hut-like pattern is large compared to other patterns 

such as nanowires. This fact reduces some degree of difficulty compared with 

dealing with very small dimensions. Additionally, the surface-to-volume ratio of 

the hut-like pattern is lower than other texturing patterns such as nanowires, 

pyramids or micro pillars for the same value of H, as shown in Table 4.2 [13, 16, 

17].  

 

Pattern type Parameter (µm) Surface-to-volume ratio 

Nanowire 
radius 0.125 22

25
 : 

1

20
  17.6    

Height 1.000 

Pyramid 
side of base 1.000 81

25
 : 

33

100
  9.8   

Height 1.000 

Micro pillar 
radius 0.500 471

100
 : 

79

100
  5.96   

Height 1.000 

Hut-like 
Radiustop 0.500 

43

5
 : 

5

2
  3.44   Height 1.000 

Cap 0.200 
 

Table 4.2. Comparison of the surface-to-volume ratio of four texturing patterns. 

As a consequence, the level of surface recombination of the hut-like pattern 

should be lower than that of other texturing patterns of similar dimensions [13, 

16, 17]. To optimize the hut-like pattern the effect of the key parameters on the 

performance is analysed in the following section. The discussion starts with the 

effect of the area in between huts on SC,  and the reflection. 

 

4.3 Effect of , SC and Cap on area in between huts  

 

Light trapping takes place in the area in between huts. Hence, an appropriate 

choice of SC and  is important for the best performance. The size of the area 

in between huts effectively determines the photon absorption due to multiple 
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reflections. This is in line with the discussion presented in Section 3.5, where 

the impact of varying SC in a micro pillar array is introduced. An intuitive way of 

varying this area is to change the distance between huts (i.e. SC). 

 

The hut-like pattern offers an alternative way to vary the area in between huts 

by changing . As  increases from vertical micro pillar (i.e. =90) to larger 

values of , the area in between huts decreases proportionally. It should be 

noticed that the increase in  (while keeping the rest of the parameters 

constant) leads to a change in the angle of incidence of the incoming light on 

the sloped part as well. Hence, there is a variation of the reflection from the 

sloped in addition to change in multiple reflections.  

 

The discussions starts with the explanation of the behaviour of RInt as a 

function of area in between huts, SC and  and then examine how the area 

changes with  and Cap for various SC values separately.  Figure 4.2 shows 

the RInt dependence with variation of the area in between huts and . The RInt 

value is represented in Fig. 4.2 as a range of colours according to the colour bar 

presented. The high end of RInt values are represented by pink whereas the 

low end values of RInt are represented by red. The values of the area in 

between huts and  are presented on the y-axis and x-axis respectively. The 

curves for three different SC values are shown: 30%, 40% and 50%. For all SC 

the RInt is recorded, as the value of  increases. The optimum range of  is 

circled in Fig. 4.2 for each of the three SC values. The performance of the 

vertical micro pillar (=90) with H=1µm and SC=50% has been included for 

reference.  
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Fig. 4.2. Angular performance, Area in between the huts vs  for H= 1 µm, 

Radiustop = 0.5 µm and Cap= 0.2 µm where the line colour represents RInt. 

 

 

There is a similar trend in all three cases: area in between huts effectively 

determines the light concentration. As  increases from 90, first there is a 

decrease in RInt for all the studied SC values. This can be identified in Fig. 4.2 

by the colour of the lines changing towards green (SC= 50%), yellow (SC=40%) 

and red (SC=30%). For further increase in , RInt decreases continuously until 

it reaches a minimum. The minimum value of RInt may be identified in the graph 

as the optimum range of . When the value of  increases to higher values than 

optimum, the colour of the lines changes towards the blue (SC=50%), green 

(SC=40%) and yellow (SC=30%) end of the spectrum. This means that there is 

an increase in RInt. Figure 4.2 is a useful tool to compare the performance of 

different parameters (SC and ) at the same time.  

 

Figure 4.3 presents RInt as a function of  alone (for SC= 30%, 40% and 50%). 

In all three cases the value of RInt is high when the value of  is 90 (equivalent 

to micro pillar). Then, as the value of  increases, the value of RInt decreases 

rapidly with it, until it reaches a minimum value. For increases further than this 

optimum value, the trend changes since there is an increase in the value of 
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RInt. This increase is due to an overlap in the pattern and it may be identified as 

the dotted parts of the lines in Fig. 4.3.  

 

Fig. 4.3. RInt vs.  for the SC values: 30%, 40% and 50%. 

 

An overlap effectively decreases the height of the huts and as a consequence 

the area in between huts. Figure 4.4 presents the variation of the area in 

between huts with  where the dashed lines indicate the overlapped portion of 

the pattern. From Fig. 4.4 a constant decrease in the area in between huts as  

increases can be observed. Then, the trend becomes less steep once the 

pattern overlaps.  

 

The inset 1 in Fig. 4.4 shows that the Effective Height (Eff H) remains at a 

constant value in the case of the non overlapped pattern. Then, as the pattern 

becomes overlapped, the value of Eff H decreases sharply. As a consequence, 

the Fresnel reflection from the sloped part and the subsequent trapping of the 

reflected light is impacted adversely. 



 

Fig. 4.4. Variation of area 

50%. Inset 1. Change in EffH as area 

Figure 4.5 illustrates in a schematic how the height 

the overlap. The difference between the int

is OverH. Additionally, the value of OverH is dependent on 

impact on the performance. The number of multiple reflections takin

between huts reduces. As a consequence, the photon absorption reduces as 

well.  

Fig 4.5

 

Figure 4.6 shows a top view of an overlapped pattern. This figure shows that 

the value of OverH is not constant along the outer circumference of the hut. 

This is due to the circular nature of the huts. When the overlap worsens, caused 

by an increase in , there is s

177 

. Variation of area in between huts vs.  for SC values: 30%, 40% and 

50%. Inset 1. Change in EffH as area in between hut decreases.

 

illustrates in a schematic how the height of the pattern is impacted by 

the overlap. The difference between the intended H and Eff H

is OverH. Additionally, the value of OverH is dependent on 

impact on the performance. The number of multiple reflections takin

huts reduces. As a consequence, the photon absorption reduces as 

Fig 4.5. Schematic of an overlapped hut-like pattern.

shows a top view of an overlapped pattern. This figure shows that 

the value of OverH is not constant along the outer circumference of the hut. 

This is due to the circular nature of the huts. When the overlap worsens, caused 

, there is still photon absorption due to multiple reflections. 

 

for SC values: 30%, 40% and 

hut decreases. 

of the pattern is impacted by 

ended H and Eff H after the overlap 

is OverH. Additionally, the value of OverH is dependent on . This has a direct 

impact on the performance. The number of multiple reflections taking place in 

huts reduces. As a consequence, the photon absorption reduces as 

 

like pattern. 

shows a top view of an overlapped pattern. This figure shows that 

the value of OverH is not constant along the outer circumference of the hut. 

This is due to the circular nature of the huts. When the overlap worsens, caused 

till photon absorption due to multiple reflections.  



 

Fig. 4.6. Schematic of an overlapped hut

Therefore, an appropriate value of 

substantiated by the following figures which show the calculated E field intensity 

in the pattern for different values of 

Fig. 4.7. Cross section showing E field intensity at 0.2 

for structure with H= 1 m, Cap = 0.2 

=90, b) =105

In Figs. 4.7 (a, b and c), the E field intensity recorded at 0.2 

substrate for different value

SC=30% is presented. The black lines indicate the circumference

When the value of  is 90

electromagnetic waves in the area 

maximum and minimum peaks of E field intensity indicate that there are multiple 

                                                           
10 In the E field plots presented in the remainder of the C
the micro pillars. 

(a) 
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. Schematic of an overlapped hut-like pattern from a top view.

 

Therefore, an appropriate value of  is key for good performance. This is further 

substantiated by the following figures which show the calculated E field intensity 

in the pattern for different values of .  

. Cross section showing E field intensity at 0.2 m above the substrate 

m, Cap = 0.2 m and SC = 30 % at   0.373 

=105 and c): =115 (i.e. optimum). 

 

(a, b and c), the E field intensity recorded at 0.2 m above the 

substrate for different values of  (=90, 105 and 115) for constant 

SC=30% is presented. The black lines indicate the circumference10 of the huts.  

, the E field intensity indicates that there are 

electromagnetic waves in the area in between huts. Moreover, the multiple 

maximum and minimum peaks of E field intensity indicate that there are multiple 

remainder of the Chapter, the black lines represent the edges of 

(c) (b) 

like pattern from a top view. 

is key for good performance. This is further 

substantiated by the following figures which show the calculated E field intensity 

 

m above the substrate 

0.373 m for a) 

m above the 

) for constant 

of the huts.  

, the E field intensity indicates that there are 

huts. Moreover, the multiple 

maximum and minimum peaks of E field intensity indicate that there are multiple 

black lines represent the edges of 



 

reflections. When the value of 

the maximum and minimum E field intensity peaks experience a dramati

increase. This increase is due to the optimization of the photon absorption at 

the sloped and the multiple reflections simultaneously. As a consequence, in 

the case of optimum 

In order to have a better understanding of what happens in the area 

huts further analysis should be carried out. Figure 4.

intensity at a vertical cross section (x

(=90, 105, 115

Fig. 4.8. Cross section showing E field intensity

plane) of the structure with H= 1 

at   0.373

From Fig. 4.8 the presence of wave interferences identified by the maximum 

and minimum peaks in the E field intensity can be observed. This means that 

there are multiple reflections in the area 

(a) 

(c) 
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reflections. When the value of  increases from 90 to optimum (i.e. 

the maximum and minimum E field intensity peaks experience a dramati

increase. This increase is due to the optimization of the photon absorption at 

and the multiple reflections simultaneously. As a consequence, in 

the case of optimum  the E field intensity is higher in the area 

e a better understanding of what happens in the area 

huts further analysis should be carried out. Figure 4.8 presents the E field 

intensity at a vertical cross section (x-z plane) of the pattern for four

 and 125) for constant SC=30%. 

. Cross section showing E field intensity at vertical cross section (x

plane) of the structure with H= 1 m, Cap = 0.2 m and SC = 30 % 

m for a) =90, b) =105, c) =115 (i.e. optimum)                  

and d) =125. 

the presence of wave interferences identified by the maximum 

and minimum peaks in the E field intensity can be observed. This means that 

there are multiple reflections in the area in between huts. As the value of 

(b) 

(d) 

to optimum (i.e. =115), 

the maximum and minimum E field intensity peaks experience a dramatic 

increase. This increase is due to the optimization of the photon absorption at 

and the multiple reflections simultaneously. As a consequence, in 

the E field intensity is higher in the area in between huts. 

e a better understanding of what happens in the area in between 

presents the E field 

plane) of the pattern for four  values 

 

 

at vertical cross section (x-z 

m and SC = 30 %                   

(i.e. optimum)                  

the presence of wave interferences identified by the maximum 

and minimum peaks in the E field intensity can be observed. This means that 

huts. As the value of  
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increases from =90 to optimum (i.e. =115) the value of the E field intensity 

peaks increases in the area in between huts and decreases above the huts. 

The highest E field intensity is recorded in the area near the substrate. 

Therefore, this indicates that for optimum performance, the higher the E field 

intensity near the substrate the better. This finding is in line with the discussion 

on SC presented in Section 3.5. Additionally, it is worth highlighting the high E 

field intensity concentrated on the v-groove like [18] corner in the optimum case 

presented in Fig. 4.8 c. Then, as  increases further than optimum (i.e. =125), 

the Eff H reduces which causes weaker E field intensity near the substrate. As a 

consequence, the E field intensity above the pattern is stronger which indicates 

a higher reflection.  

 

The value of Cap also has an impact on the area in between huts. For a fixed 

value of H the change in the value of Cap results in change of either  (keeping 

Radiusbottom and SC constant) or SC and Radiusbottom (keeping  constant). 

Figure 4.9 b shows how the structure changes when the Cap is increased while 

keeping constant H, Radiusbottom and SC. This leads to an increase in the 

value of  (clearly visible from Fig. 4.9 b) and also reduces the length of the 

sloped portion of the hut. Figure 4.9 b on the other hand shows that for fixed H 

increasing Cap while keeping  constant leads to change in Radiusbottom and 

SC. It can be seen that the sloped portion and Radiusbottom decrease. These 

structural changes lead to a variation in reflection performance.  

 



 

Fig. 4.9. Effect in 

In order to clarify the relationship between Cap and the area 

comparison for different values of Cap a

and c.  
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. Effect in  and the area in between huts as Cap varies.

In order to clarify the relationship between Cap and the area 

comparison for different values of Cap and SC is presented in Figs. 4.10

 

huts as Cap varies. 

In order to clarify the relationship between Cap and the area in between pillars a 

nd SC is presented in Figs. 4.10 a, b 
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Fig. 4.10. Effect of varying Cap on the area in between huts for H= 1µm, with a) 

SC=30%, b) SC=40% and c) SC=50%. 

In Figs. 4.10 a, b and c there is a variation of the area in between huts vs.  

curves as the value of Cap changes at SC= 30%, 40% and 50% respectively. 

The reason for this variation is the change in the sloped part of the hut as 

illustrated in Fig. 4.9. For example in Figs. 4.10 a, b and c an increase in the 

value of  (i.e. keeping SC and Radiusbottom constant) results in a constant 

decrease in the area in between huts. Additionally, in Fig. 4.10 a, at = 120 the 

pattern is overlapped for the cases of Cap  0.2 and 0.3µm  but not in the case

Cap  0.4µm . This is due to a shorter Radiusbottom in the case of 

Cap  0.4µm  than in the cases of Cap= 0.2 and 0.3µm. A detailed explanation 

on the effect of Cap on RInt will be presented in Section 4.6. In the following 

section the impact of H on the reflection is discussed in detail.  
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4.4 Effect of H on the reflection from the surface of the solar cell 

 

The effect of H on the reflection can be analysed by recording the RInt while 

varying H as well as . Varying the value of  is important to determine whether 

the performance at some specific  is more affected by H than any other . This 

analysis is presented in Fig. 4.11 for H= 1µm, 2µm and 3µm and  varying 

between 90 and 114. The value of SC is kept constant at SC=30%. As a 

consequence, in this analysis the area in between huts is varied by H and . 

The curve corresponding to the vertical micro pillar for H= 1µm is included for 

reference. It should be recalled that for a fixed Cap an increase in H leads to the 

sloped portion being larger.  

 

Fig. 4.11. Variation in RInt as the area in between huts changes, for different H. 

 

In Fig. 4.11, it can be observed that for a given  the RInt decreases as H 

increases. As H increases for a constant value of  and Cap, the length of the 

sloped part of the hut is longer. This leads to higher photon absorption in the 

sloped due to the angle of incidence of the incoming light. This is in line with the 

discussion in Section 4.3 that explains how the light falling on the sloped part of 

the hut shows lower RInt. Nevertheless, the trend of reducing RInt as H 

increases is not valid for all studied heights. There is no significant reduction of 

the RInt when the value of H is increased to large values. This is due to the 
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impact of H on RInt which at first enhances photon absorption. Then, after a 

certain value of H the photon absorption is not enhanced further. For example, 

from Fig. 4.11, it may be seen that the difference in RInt between H= 2µm and 

3µm is smaller than the difference between H= 1µm and 2µm.  

 

Additionally, there is the problem of high surface recombination [1-10]. As 

discussed in Chapters 1 and 3, the surface recombination can lead to poor 

electrical performance of solar cells with good optical performance. 

Unfortunately, in the case of textured solar cells the surface recombination is a 

factor to be taken into account. Surface recombination tends to be high when 

surface-to-volume ratio is high [5]. There are various texturing patterns that tend 

to have a high surface-to-volume ratio such as for example nanowires or 

pyramids as shown in Table 4.2. These patterns have a good optical 

performance which means a large number of electron-hole pairs are generated. 

However, a direct consequence of a high surface recombination is a low carrier 

collection [1-10]. As a result not all the electron-hole pairs created by texturing 

the surface to improve the optical performance contribute to the photocurrent. 

Researchers have developed a technique to minimise the presence of surface 

recombination which is called surface passivation [10].  

 

The process to successfully achieve surface passivation is complex and costly 

[19, 20]. There are various techniques available to achieve the surface 

passivation such as: Rapid Thermal Oxidation (RTO) [21], Plasma-Enhanced 

Chemical Vapour Deposition (PECVD) [21] and Thermal Oxidation (CTO) [21]. 

However, the usage of these methods to passivate the surface of textured solar 

cells such as nanowires or micro pillar array solar cells is not easy [21]. This is 

the reason why there is a need for an easier surface passivation process for 

textured surfaces [22]. For example there are new surface passivation 

techniques, such as the H-passivation that uses Hydrogen atoms to fully 

passivate the surface of nanowires [22]. In the future, the search for less 

complex surface passivation processes will help to increase the experimental 

conversion efficiency of textured solar cells.  

 

An approach to avoid both the surface recombination and the complexity of the 

surface passivation while achieving a good optical and electrical performance, 
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is a texturing pattern with low surface recombination. The optical performance 

of the hut-like pattern is better than other patterns which is an advantage. 

Additionally, the surface-to-volume ratio is low compared to other texturing 

patterns such as nanowires [6], see Table 4.2. A high value of the surface-to-

volume ratio is reported to increase surface recombination. Therefore, the low 

surface-to-volume ratio of the hut-like pattern (3.44) is expected to offer an 

advantage in terms of the electrical performance. The usage of the hut-like 

pattern helps to optimize the electron-hole pairs and hence the photocurrent. 

The results obtained for the hut-like pattern indicate that future studies should 

explore the electrical performance of this pattern. Another parameter related to 

the performance of the pattern is D which is introduced in the following section. 

 

4.5 Effect of D on the reflection from the surface of the solar cell 

 

The value of D of the hut-like pillars has a large effect on the reflection. An 

example of this is the effect of the value of D on the reflection presented in 

Section 3.4 where the value of RInt increases as the value of D increases. In 

some cases the only option is to increase D due to the limitations of the 

fabrication equipment. In this section a study is presented to understand 

whether the reflection behaviour of the hut-like pattern is affected in the same 

manner by the variation in D as the micro pillar array. The value of  is varied 

for a range of D values (0.5 m , 1 m , 1.5 m  and 2 m ) while SC and H are 

kept constant at 30% and 1 m  respectively. The RInt vs.  curves are 

presented in Fig. 4.12. 
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Fig. 4.12. Effect of D at SC= 30% for the case of D= 0.5µm, 1µm, 1.5µm, 2µm. 

 

From Fig. 4.12 it may be observed that for small values of D (0.5µm), the value 

of RInt remains low even as  increases. Then, as the value of D increases, the 

value of RInt increases with it. This is in line with the discussion presented in 

Section 3.4. When D 0.5 m  , the value of RInt is the lowest among all the D 

values presented in the figure. Moreover, a change in , near its optimum value, 

does not lead to a large difference in the value of RInt. This means that the 

fabrication tolerance near the optimum value of  is higher which can be useful 

to designers. As the value of D increases any change in the value of , near the 

optimum value, leads to a large variation in RInt. This means that the fabrication 

tolerance near the optimum value of  is low which can add to the complexity of 

the design process. Therefore, the lower the value of D the better in terms of 

fabrication with regards to change in . The difficulty in fabricating a structure 

with small D is another issue that merits consideration. There should be an 

optimum value of D which is worth investigating in the future. Another 

parameter with an impact on the performance is the Cap which is introduced in 

the following section. 
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4.6 Effect of Cap on the reflection from the surface of the solar cell 

 

The Cap in the pattern determines the lengths of the vertical and sloped parts in 

the structure. In this study the RInt is recorded when the values of Cap and  

are increased. Figure 4.13 presents the RInt vs.  curve for three values of Cap 

(i.e. 0.2µm, 0.3µm and 0.4µm) while keeping SC and H constant at 30% and 

1µm respectively. Recall from Fig. 4.10 that as  increases the area in between 

huts decreases. The RInt for the case of a vertical micro pillar (i.e. = 90) is 

presented for reference.  

 

 

Fig. 4.13. RInt vs.  at SC= 30% varying Cap size for H=1 m. 

 

In Fig. 4.13, for the same value of , the simulated value of RInt increases 

together with the value of Cap. This increase is due to the larger size of the 

vertical component of the hut. This means that the portion of the incident light 

absorbed by the sloped part of the hut reduces. As the value of Cap increases 

while  remains constant, the Radiusbottom reduces. This reduction leads to a 

smaller sloped part of the hut. As a consequence, the angle of incidence on the 

sloped part of the hut does not change. However, the amount of light that is 

incident on the sloped part of the hut changes. This leads to a change in the 

Fresnel reflection of the light incident on the sloped part which also affects the 
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number of multiple reflections.  Therefore, for a good performance a low value 

of Cap is recommended. Nevertheless, it should be highlighted that any Cap 

value presented in Fig. 4.13 shows a RInt vs.  curve offering better 

performance than the vertical micro pillar case. This fact supports the 

importance of the Cap and the sloped part on the hut-like pattern. The Cap 

provides an additional tool to designers to obtain the required performance. 

 

Furthermore, it is also important to discuss the effect that the value of Cap has 

on the overlap of the pattern. From Figs. 4.9, 4.10 a, b and c and Eq. (2.27), the 

relation between Cap,  and the area in between huts may be observed. As a 

consequence, when the value of Cap is small, the Radiusbottom in Eq. (2.27) 

will be large. This means that there is a large sloped part of the hut which leads 

to overlapping of the pattern with low values of . This can be seen in Fig. 4.13. 

However, when the value of Cap increases while keeping  the same, the 

corresponding value of Radiusbottom reduces. This means that there is a 

smaller sloped part of the hut which leads to overlapping of the pattern with 

larger values of . This can be seen in Fig. 4.13. This means that even though 

the performance in terms of RInt is worse for larger Cap, there is more room to 

adjust the value of . In some cases this can be useful to designers. In the 

future this idea might be worth exploring.  

 

In order to analyse whether the trend observed when varying Cap in the case of 

H 1 m   is applicable to other hut dimensions, the same study is carried out for 

the case of H 2 m  . The values of SC and Cap are kept constant at 30%, 

0.2µm, 0.3µm and 0.4µm respectively. The results are presented in Fig. 4.14 

where the case of vertical micro pillar with H 2 m   and SC 50%  is presented 

for reference.  
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Fig. 4.14. RInt vs.  at SC=30 % varying Cap size for H=2 m. 

 

From Fig. 4.14, it may be observed that RInt increases as the Cap value 

increases. Nevertheless, when comparing the RInt values that are presented in 

Fig. 4.13 with the ones presented in Fig. 4.14, the latter ones are lower. This is 

due to the impact of H on the performance which was discussed in Section 4.4. 

The number of multiple reflections increases as H increases which leads to 

more photon absorption which reduces RInt. Therefore, when H is increased for 

the same value of Cap the RInt performance is improved.  

 

Additionally, the performance behaviour observed in the case of all Cap values 

(Cap=0.2µm, 0.3µm and 0.4µm) with H 2 m  , are similar to each other. This 

similarity is especially pronounced for larger  values when the RInt values for 

the three lines are close to each other. This similarity is present even when 

there is no overlap of the pattern. Then, when the pattern is overlapped the 

performance of the three lines converge. This is a different behaviour than the 

one observed in the performance for the case of H 1 m   (i.e. Fig. 4.13) where 

the three lines only converge once the overlap takes place. This distinct RInt 

behaviour is caused by the difference in the Cap by H (Cap/H)11 ratios. For 

                                                           
11 The Cap/H ratio effectively determines how much of H is occupied by Cap. This ratio may be obtained 
dividing the value of Cap by the value of H.  



190 
 

example in the case of H 1 m  , the Cap/H ratios in the cases of Cap= 0.2µm 

and 0.6µm are 20% and 60% respectively. Whereas, in the case of H 2 m  , 

the Cap/H ratios in the cases of  Cap= 0.2µm and 0.6µm are 10% and 30% 

respectively. Therefore, the Cap/H ratios are not the same and the comparison 

between Figs. 4.13 and 4.14 is not appropriate, even though similar trend in 

RInt is observed. Therefore, in order to keep the same Cap/H ratio, the Cap 

values to be considered for H= 2µm are: Cap=0.4µm, 0.6µm and 0.8µm. 

 

Fig. 4.15. RInt vs.  at SC=30 % varying Cap size for H=2 m. 

 

Figure 4.15 shows the RInt variation with  as Cap varies from 0.4µm to 0.8µm 

(Cap/H ratio varies from 20% to 40%) for a fixed value of H (2µm)  and SC 

(30%). In Fig. 4.15 the same trend as presented in Figs. 4.13 and 4.14 is 

followed. Noticeable is the fact that for similar Cap/H ratios (20%, 30% and 

40%) Figs. 4.13 and 4.15 are similar in that even before overlap in the pattern 

the RInt values are quite close.  

 

In Fig. 4.15 the value of RInt reduces as Cap increases. The difference between 

consecutive RInt values of the three curves is smaller in Fig. 4.15 (i.e H 2 m  ) 

than in the case of Fig. 4.13 (i.e. H 1 m  ). Additionally, the convergence of RInt 

in Fig. 4.15 is achieved for larger values of  than in Fig. 4.13. The reason for 



 

these differences is the sloped part of the hut. For the same value of the Cap/H 

ratio and , when H increases there is also an increase in the length of 

sloped part of the hut (i.e. increase in Radiusbottom)

This increase affects the area 

observed in the RInt performance.

 

Fig 4.16. Schematic of increase in sloped part as H increa

 

The discussion about the effect of Cap on the reflection thus far suggests an 

increase in the reflection, for any given 

two cases studied

structural parameters are kept constant 

The reason for varying SC, rather than 

area in between huts while keeping constant the angle of incidence on the 

sloped part of the hut.  The re
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these differences is the sloped part of the hut. For the same value of the Cap/H 

, when H increases there is also an increase in the length of 

sloped part of the hut (i.e. increase in Radiusbottom) as illustrated in Fig. 4.

This increase affects the area in between huts leading to the difference 

observed in the RInt performance. 

. Schematic of increase in sloped part as H increa

Cap/H ratio. 

The discussion about the effect of Cap on the reflection thus far suggests an 

increase in the reflection, for any given , as the value of Cap increases. The 

two cases studied are for Cap 0.2 m   and 0.0 m  while 

structural parameters are kept constant (Radiustop= 0.5µm, H= 1

The reason for varying SC, rather than , is to study the effect of varying the 

huts while keeping constant the angle of incidence on the 

sloped part of the hut.  The results are presented in Fig. 4.17

these differences is the sloped part of the hut. For the same value of the Cap/H 

, when H increases there is also an increase in the length of the 

as illustrated in Fig. 4.16. 

huts leading to the difference 

 

. Schematic of increase in sloped part as H increases for constant 

The discussion about the effect of Cap on the reflection thus far suggests an 

as the value of Cap increases. The 

while the remaining 

m, H= 1µm, = 115). 

, is to study the effect of varying the 

huts while keeping constant the angle of incidence on the 

sults are presented in Fig. 4.17. 
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Fig. 4.17. RInt vs. SC curve while varying Cap size for H= 1µm and =115. 

 

From Fig. 4.17 it may be observed that for SC values larger than 30%, the RInt 

value is higher in the case of Cap 0.0 m   than in the case of Cap 0.2 m  . 

This finding is not what was expected from the discussion above which 

indicates that the RInt performance would improve when the value of Cap 

decreases to zero. However, it is important to recall the discussion about the 

effect of area in between huts presented in Section 4.3. It was discussed that an 

optimum range of  provides a lower RInt as the value of SC decreases.  

 

When the value of SC is lower than SC=30% the trend changes. Then, the RInt 

values corresponding to the case of Cap=0.2µm becomes higher than in the 

case of Cap 0.0 m  . Therefore, the RInt value that can be achieved when the 

optimum  is found in the case of Cap 0.0 m   and SC=20% is lower than in 

the case of Cap 0.2 m  and SC=30%. In Figs. 4.18 a, b and 4.19 a, b the E 

field intensity at a vertical cross section at SC=40% and 20% in the cases of 

Cap=0.2µm, 0.0µm are presented to understand the difference in the 

performance. 



 

Fig. 4.18. E field intensity at a vertical cross section at SC=40% in the case of 

 

The comparison of Figs. 4.18

case of Cap 0.2 m 

overlap of the pattern

for the same value of 

in the value of Radiusbott

overlap of the pattern

of Cap 0.0 m   is worse than the performance 

Fig. 4.18 b. The difference in the reflecti

be identified in Figs. 4.18

pattern when compared to the Fig. 4.18

intensity inside the area 

than in the case of 

an overlapped pattern. 

 

In Figs. 4.19 a and 

section at SC=20% in the cases of 

(a) 
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E field intensity at a vertical cross section at SC=40% in the case of 

a) Cap= 0.2µm and b) Cap= 0.0µm. 

The comparison of Figs. 4.18 a and b shows that the Eff H of the pattern in the 

Cap 0.2 m   is higher than in the case of Cap 0.0 m

overlap of the pattern. As the value of Cap varies from Cap 0.2 m

for the same value of , the Radiusbottom in Eq. (2.27) increases. The increase 

in the value of Radiusbottom for constant distance in between

overlap of the pattern. This overlap is the reason why the ref

is worse than the performance of Cap 0.2 m 

difference in the reflection performance seen in Fig. 4.17

e identified in Figs. 4.18 b by the stronger E field intensity peaks above the 

n when compared to the Fig. 4.18 a at SC=40%. Additionally, the E field 

intensity inside the area in between huts is stronger in the case of 

than in the case of Cap 0.0 m   at SC=40%. This is a direct consequence of 

verlapped pattern.  

 b the comparison of the E field intensity on the vertical cross 

section at SC=20% in the cases of Cap 0.2 m   and 0.0 m

(b) 

 

E field intensity at a vertical cross section at SC=40% in the case of 

a and b shows that the Eff H of the pattern in the 

Cap 0.0 m   due to an 

Cap 0.2 m   to 0.0 m , 

, the Radiusbottom in Eq. (2.27) increases. The increase 

in between huts leads to an 

the reflection performance 

Cap 0.2 m   for SC=40% in 

on performance seen in Fig. 4.17 can 

b by the stronger E field intensity peaks above the 

a at SC=40%. Additionally, the E field 

huts is stronger in the case of Cap 0.2 m   

at SC=40%. This is a direct consequence of 

b the comparison of the E field intensity on the vertical cross 

0.0 m  is presented. 



 

Fig. 4.19. E field intensity at a vertical cross section at SC=20% in the case of 

a) Cap= 0.2

 

Figures 4.19 a and b present 

Figures 4.19 a and b show that there is no overlap in

Additionally, the E field intensity above the pattern is lower in the case of  

Cap 0.0 m   than in the case of

presented for Fig. 4.17. Furthermore, the E field intensity inside the area 

between huts is higher in the case of 

Cap 0.2 m  . As a consequence, when there is no overlap of the pattern, the 

performance of Cap 0.0 m   

 

Therefore, the value of Cap is importa

large impact on the performance that can be helpful when adjusting the value of 

. As the value of Cap increases, the overlapping of the pattern occ

values of . This idea should be taken into consideration when designing the 

pattern with a high SC value. Otherwise, the overlapping of the pattern would

minimise any expected benefit i

is counter-productive in terms of the reflection. 

recommended to obtain the best possible reflection performance.

 

The discussion thus far has explained individually the impact of each of the 

structural parameters on RInt. T

the reflection performance. Therefore, it can be difficult to appreciate how best 

(a) 
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E field intensity at a vertical cross section at SC=20% in the case of 

Cap= 0.2µm and b) Cap= 0.0µm. 

present a different scenario than Figs. 4.18 a and b. 

a and b show that there is no overlap in the two cases

onally, the E field intensity above the pattern is lower in the case of  

than in the case of Cap= 0.2µm. This is in line with the d

. Furthermore, the E field intensity inside the area 

huts is higher in the case of Cap 0.0 m   than in the case of 

. As a consequence, when there is no overlap of the pattern, the 

Cap 0.0 m   is better than in the case of Cap 0.2 m 

Therefore, the value of Cap is important when designing the structure: it

large impact on the performance that can be helpful when adjusting the value of 

As the value of Cap increases, the overlapping of the pattern occurs at larger 

. This idea should be taken into consideration when designing the 

pattern with a high SC value. Otherwise, the overlapping of the pattern would

minimise any expected benefit in the reflection. However, a larger value of 

ive in terms of the reflection. Hence, a low value of Cap is 

recommended to obtain the best possible reflection performance.  

The discussion thus far has explained individually the impact of each of the 

ters on RInt. There is a large number of parameters 

Therefore, it can be difficult to appreciate how best 

(b) 

 

E field intensity at a vertical cross section at SC=20% in the case of 

rent scenario than Figs. 4.18 a and b. 

the two cases. 

onally, the E field intensity above the pattern is lower in the case of  

. This is in line with the discussion 

. Furthermore, the E field intensity inside the area in 

than in the case of 

. As a consequence, when there is no overlap of the pattern, the 

Cap 0.2 m  . 

nt when designing the structure: it has a 

large impact on the performance that can be helpful when adjusting the value of 

rs at larger 

. This idea should be taken into consideration when designing the 

pattern with a high SC value. Otherwise, the overlapping of the pattern would 

a larger value of Cap 

Hence, a low value of Cap is 

The discussion thus far has explained individually the impact of each of the 

here is a large number of parameters impacting 

Therefore, it can be difficult to appreciate how best 
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to choose an optimal set of structural parameters. In the following section a 

study on the optimum set of , H, Cap and SC values is presented.  

 

4.7 Identifying an optimum set of parameters 

  

Figure 4.20 shows the RInt as a function of , SC and Cap. The  value giving 

the lowest RInt (i.e. optimum value of ) is shown for different SC and H values. 

Then, the optimum RInt value (y-axis) corresponding to each of the SC and H 

values is plotted against the optimum value of  (x-axis). The different symbols 

and colours stand for different H (circle= 1µm, square= 2µm and triangle= 3µm) 

and SC (blue= 30%, red= 40% and green= 50%) respectively.  

 

Fig. 4.20.  RInt vs Optimum ϑ for different values of H and SC with Cap = 

0.2m. 

 

In Fig. 4.20, it can be seen how the increase in SC leads to a decrease in the 

optimum value of . Further to this, as H increases the difference in the value of 

optimum  between two consecutive H values reduces. This is applicable to all 

SC values and it is in line with the discussion presented in Section 4.4. 

Moreover, for any given height, the optimum  reduces as SC increases. This is 

in line with the discussion presented in Section 4.3. A useful insight, for 

fabrication, is the flexibility of the pattern to achieve optimisation for a given H 
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and Cap. The optimisation can be achieved with two different approaches. One 

approach is defining an appropriate SC value for the available fabrication 

equipment and then finding the optimum . The other approach is defining the  

value and then finding the optimum SC value accordingly. Either of these two 

options will reach the same structure and results.   

 

The optical performance of the hut-like pattern has been extensively discussed 

through simulation results. The results have shown a very good performance of 

the pattern. However, sometimes the reproducibility of the texturing patterns 

designed through simulations is very complicated, if not impossible. This is the 

reason why it is important to demonstrate the good performance with a 

fabricated sample of hut-like pattern. In the following section an experimental 

sample of the hut-like pattern is compared to the equivalent simulated hut-like 

pattern. 

 

4.8 Proof of concept by experimental results 

 

The fabrication of the hut-like pattern is a challenging task due to its shape. 

Nevertheless, it is important to compare the simulated performance with the 

experimental performance as a proof of concept. In the facilities available for 

the completion of this thesis, there are no fabrication equipments. Therefore, 

the fabrication and characterization of a sample of this innovative pattern was 

carried out by our collaborators at University of Bath and the measurement and 

characterization by another collaborator at London South Bank University. 

 

The fabrication type selected to obtain the sample was dry etching. Dry etching 

is the process that removes portions from a wafer by applying plasma or 

etchant gasses. The first step required is to print a mask with the expected 

pattern. Then, by applying high kinetic energy beams it is possible to etch off 

the areas not covered by the mask. There is no chemical reaction involved in 

this process. This means that only the area not covered by the mask will be 

removed. The dry etching method sometimes offers some disadvantages such 

as: damaging the substrate [23], contamination [24] and a low throughput for 

mass production [25]. 
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The resultant experimental sample of the hut-like pattern is shown in Figs. 4.21 

and 4.22. The fabrication details to obtain the sample of the hut-like pattern are 

as follows:  

 

1. The mask is lithographically defined on a Si (100) wafer by the technique 

of Displacement Talbot Lithography [26]. 

 

2. A lift-off process is used to create a regular array of 10-nm thick chrome 

discs for being used as a mask in the plasma etch process. 

 

 

3. An SF6/C4F8 is used to create the hut-like using the parameters: 

o 20W RIE 

o 1200 W ICP 

o 5/55 sccm gas ratio 

o Pressure 10 mTorr 

 

The etching rate to obtain the pattern is about 50 nm/min with a 100 V biasing 

for H 1 m   hut-like pattern. 

 

  

Fig. 4.21. Cross-section SEM image of after 20 mins etching showing =124. 
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Fig. 4.22. Planar SEM image of after 20 mins etching. 

 

From Figs. 4.21 and 4.22 it may be noticed that no Cap has been included in 

the pattern. The reason for this is the complexity that it would add to the 

fabrication process. Additionally, as discussed in Section 4.6, the effect of Cap 

on the performance is negative. When the value of Cap is minimized or made 0, 

the performance improves.  

 

In terms of  , there were some limitations to obtain a range of values. The 

value of   was limited to 124 . Then, through simulations, the optimum SC to 

obtain a good performance was defined as 22.5% and the sample was 

fabricated accordingly. Additionally, as it may be noticed from Figs. 4.21 and 

4.22 there is some level of surface roughness in the vertical cross section of the 

pattern (i.e. Fig. 4.21). This is due to the dry etching process. Nevertheless, in 

the horizontal cross section of the pattern (i.e. Fig. 4.22), each of the pillars has 

a very smooth circular shape. This is considered to be appropriate to achieve a 

good performance. 
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Fig. 4.23. R vs. wavelength curve comparison between the hut-like structure 

(D= 1µm, H= 1µm and =115) including experimental results with other 

texturing patterns of similar dimensions. 

 

Figure 4.23 presents the comparison of the hut-like pattern with other patterns 

(i.e. nanowires [1], pyramids [2, 3] and micro pillar array [4]) with the inclusion of 

measurement of the experimental hut-like pattern. The performance of the 

experimental hut-like pattern follows the same trend as the simulated 

performance. This means that its R is lower in the entire spectrum than the 

micro pillar array. It is important to highlight that it performs better than nanowire 

and pyramids in the longer and shorter wavelength ranges respectively as 

discussed in Section 4.2. Additionally, the pattern not only improves the 

reflection performance but also provides other benefits. For example, the low 

surface-to-volume ratio predicts a low surface recombination. In texturing 

patterns the surface recombination worsens the electrical performance of 

patterns with good optical performance. 

 

The limitations on the fabrication process have not enabled the reproducibility at 

a large scale. In the future, the fabrication process will be improved together 

with the collaborators to reach large scale fabrication.  
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4.9 Summary 

 

The discussion of the optical performance of the hut-like pattern has shown a 

superior performance compared to other texturing patterns with similar 

dimensions. To understand the performance of the pattern a study on the effect 

of some key structural parameters has been carried out. These parameters are: 

Surface Coverage (SC), , area in between huts, Height (H), Diameter (D) and 

Cap. Some of the results presented in this chapter have been included in a 

journal article published by the author [27]. 

 

The hut-like pattern enables a better reduction of the reflection compared to the 

micro pillar array. For example, the photon absorption is higher than in the case 

of a micro pillar array due to two factors. One factor is the higher absorption on 

the slope part of the hut due to a lower angle of incidence. The other factor is 

the better optimisation of the photon absorption caused by multiple reflections. 

The effect of these factors is determined by  and SC according to which the 

photon absorption varies.  

 

When the value of  varies the angle of incidence of the incoming light changes 

as well. Furthermore, when  is set to its optimum value for a given SC, D and 

H, then the reflection is the lowest. Therefore, it is very important to find the 

optimum value. For the results presented in this work, the optimum value of  

was found by running simulations with a  step of 1. This was a challenging 

task due to the large number of simulations to be run. 

 

When the value of SC varies the angle of incidence of the incoming light does 

not change. It is the area in between huts that changes which affects the light 

trapping capacity of the pattern. Furthermore, it is important to highlight the 

importance of the relationship between the value of SC and . For each value of 

SC there is some  value that can optimize the photon absorption through 

multiple reflections. 

 

Another parameter that affects the performance differently from the micro pillar 

array is H. When the value of H increases the reflection reduces. However, 



201 
 

when the value of H is sufficiently high, the effect of H diminishes significantly. 

Therefore, to achieve the best performance for given SC, , and D, the value of 

H is smaller than in the case of texturing patterns such as micro pillar arrays. 

This leads to a low surface-to-volume ratio for a given SC, , and D. A high 

surface-to-volume ratio is conventionally linked to high surface recombination 

which is a major limitation of texturing patterns. Therefore, a low surface-to-

volume ratio is a very important advantage of the pattern. 

 

The value of D also has an effect on the performance of the pattern. As D 

increases the reflection increases which indicates that lower D is preferred for 

better performance. Additionally, the larger D the smaller the difference in the 

reflection as  increases. However, when  approaches the optimum range of 

values, the difference in the reflection becomes larger as D increases. 

Therefore, when targeting the optimum  in the fabrication process, using low 

precision equipment, any slight mistake in  would lead to a below optimum 

performance. For small values of D inaccuracy in targeting optimum  would 

lead to a performance similar to the expected one. Although fabrication 

tolerance for smaller values of D will also play a part since it may limit the size 

of the hut-like pillars.  

 

The impact of Cap on the performance is not positive. The analysis of the 

performance as Cap varies suggests that as Cap decreases to zero, the 

reflection performance would improve. However, Cap may offer some 

advantages as well. The larger the value of Cap the wider the range of  values 

becomes (causing no overlap of the pattern). This means that in the 

design/fabrication process, it is possible to adjust the value of  with more 

freedom. This might be useful in some cases where the precision of the 

equipment is low.  

 

The simulations on the effect of Cap highlighted the difference in the sloped part 

of the hut-like pattern when Cap is reduced. This difference is a major factor in 

obtaining a lower reflection as Cap reduces. However, the chance of obtaining 

an overlapped pattern increases when the value of Cap is very small. As the 

value of Cap decreases for a constant  and Cap/H ratio the sloped part 
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increases. As a consequence, the distance in between the huts has to be large 

enough to avoid the overlap (i.e. low SC).   

The fabrication of the hut-like pattern is a challenging task. The nature of this 

thesis is simulation based. Therefore, the fabrication process and the 

characterization of the pattern had to be done by a group of collaborators. The 

hardest part of the fabrication process, encountered by the collaborators, was 

making a smooth and circular hut-like pattern structure. To achieve this, the dry 

plasma etching process was implemented successfully. The reproducibility of 

the hut-like pattern was confirmed with the fabrication of a circular hut-like pillar. 

The fabricated sample included no Cap due to an easier fabrication process 

together with simulated results supporting a better performance.  

 

The benefits in the reflection of texturing the hut-like pattern on a solar cell 

surface have been presented in depth in this chapter. The discussion has 

analysed results obtained mainly through simulations but also from 

experiments. Additionally, a comparison with other texturing patterns supports 

the excellent performance of the pattern. Nevertheless, there are still some 

unanswered factors regarding the performance of the hut-like pattern such as 

the electrical performance. Moreover, the confirmation of a low surface 

recombination and high conversion efficiency would support the establishment 

of the pattern in the field. These questions could not be part of this thesis due to 

time constraints. However, these factors should be analysed in further works in 

the future. A summary of further work is presented in the following chapter.  

 

 

 

 

 

 

 

 

 

 

 

 



203 
 

4.10 References 

 

1. Wang, J., Li, Z., Singh, N., and Lee, S., (2011), “Highly-ordered vertical Si 

nanowire/nanowall decorated solar cells”, Optics Express, Vol. 19, pp. 

23078-23084. 

2. Hou, Y., Abrams, B. L., Vesborg, P. C. K., Bjorketunm, M. E., Herbst, K., 

Bech, L., Seger, B., Pedersen, T., Hansen, O., Rossmeisl, J., Dahl, S., 

Norskov, J. K., and Chorkendorff, I., (2012), “Photoelectrocatalysis and 

electrocatalysis on silicon electrodes decorated with cubane-like clusters”, 

Journal of Photonics for Energy, Vol. 2, pp. 026001. 

3. Papet, P., Nichiporuk, O., Kaminski, A., Rozier, Y., Kraiem, J., Lelievre, J. 

F., Chaumartin, A., Fave, A.,  and Lemiti, M., (2006), “Pyramidal texturing of 

silicon solar cell with TMAH chemical anisotropic etching”, Solar Energy 

Materials and Solar Cells, Vol. 90, pp. 2319-2338.  

4. Cabrera-Espana, F. J.,  Rahman, B. M. A., and Agrawal, A., (2014), “Study 

of optical properties of textured Si solar cell with micro pillars”, In 

Proceedings of Optical Wave and Waveguide Theory and Numerical 

Modeling workshop, pp. 13. 

5. Dan, Y., Seo, K., Takei, K., Meza, J. H., Javey, A., and Crozier, K. B., 

(2011), “Dramatic Reduction of Surface Recombination by in Situ Surface 

Passivation of Silicon Nanowires”, Nano Letters, Vol. 11, pp. 2527-2532. 

6. Shin, J., Chanda, D., Chern, W., Yu, K. J., Rogers, J. A., and Li, X., (2012), 

“Experimental study of design parameters in silicon micropillar array solar 

cells produced by soft lithography and metal-assisted chemical etching”, 

IEEE Journal of Photovoltaics, Vol. 2, No. 2, pp.129-133. 

7. Baker-Finch, S., and McIntosh, K., (2011), “Reflection of normally incident 

light from silicon solar cells with pyramidal texture”, Progress in 

Photovoltaics, Vol. 19, No. 4, pp. 406–416. 

8. Mallorqui, A., Epple, F. M., Fan, D., Demichel, O., and Fontcuberta i Morral, 

A., (2012), “Effect of the pn junction engineering on Si microwire-array solar 

cells”, Physica Status Solidi A, Vol. 209, No. 3, pp. 1588-1591. 

9. Garnett, E., and Yang, P., (2010), “Light trapping in silicon nanowire solar 

cells”, Nano Letters, Vol. 10, pp. 1082-1087. 

10. Wang, X., and Wang, Z-M., (2014), “High-Efficiency Solar Cells”, Springer, 

Heidelberg. 



204 
 

11. Muller, J., Rech, B., Springer, J., and Vanecek, M., (2004), “TCO and light 

trapping in silicon thin film solar cells”, Solar Energy, Vol. 77, pp. 917–930. 

12. Campbell, P., and Green, M. A., (1987), “Light trapping properties of 

pyramidally textured surfaces”, Journal of Applied Physics, Vol. 62, pp. 243. 

13. Al-Amin, M., and Assi, A., (2013), “Efficiency improvement of crystalline 

silicon solar cells” in Mendez-Vila, A., (Eds.) “Materials and processes for 

energy: communicating current research and technological developments”, 

Formatex research center, Badajoz. 

14. Zhu, J., Yu, Z., Burkhard, G. F., Hsu, C., Connor, S. T., Xu, Y., Wang, Q., 

McGehee, M., Fan, S., and Cui, Y., (2009), “Optical absorption 

enhancement in amorphous silicon nanowire and nanocone arrays”, Nano 

Letters, Vol. 9, No. 1, pp. 279-282. 

15. Sivasubramaniam, S., and Alkaisi, M. M., (2014), “Inverted nanopyramid 

texturing for silicon solar cells using interference lithography”, 

Microelectronic Engineering, Vol. 119, pp. 146-150. 

16. Toor, F., Branz, H. M., Page, M. R., Jones, K. M., and Yuan, H-C., (2011), 

“Multi-scale surface texture to improve blue response of nanoporous black 

silicon solar cells”, Applied Physics Letters, Vol. 99, pp.103501. 

17. Li, H. F., Jia, R., Chen, C., Xing, Z., Ding, W., Meng, Y., Wu, D., Liu, X., and 

Ye, T., (2011), “Influence of nanowires length on performance of crystalline 

silicon solar cell,” Applied Physics Letters, Vol. 98, pp. 151116. 

18. Chappell, T. I., (1979), “The V-groove multijunction solar cell,” IEEE 

Transaction on Electron Devices, Vol. 26, No. 7, pp. 1091-1097. 

19. Glunz, S. W. Preu, R., and Biro, D., (2012), “Crystalline silicon solar cells: 

State-of-the-art and future developments”, Comprehensive Renewable 

Energy, Elsevier, Vol. 1, pp. 353-387. 

20. Kafle, B., Trogus, D., Dresler, B., Köhler, D., Mäder, G., Clochard, L., Duffy, 

E., Hofmann, M., and Rentsch, J., (2013), “Industrial screen-printed solar 

cells with novel atmospheric pressure dry texturing process”, Proceedings of 

the 28th European Photovoltaic Solar Energy Conference, Paris, pp. 1344-

1350.  

21. Lee, J-Y., and Lee, S-H., (2004), “Application of various surface passivation 

layers in solar cells”, Journal of the Korean Physical Society, Vol. 45, No. 2, 

pp. 558-563.  



205 
 

22. Lu, N., (2010), “Theoretical studies of H-passivated silicon nanowires, silicon 

surface systems and silicon/germanium core/shell nanowires”, PhD Thesis 

Iowa State University.  

23. Yoo, J., Kim, K., Thamilselvan, M., Lakshminarayn, N., Kim, Y-K., Lee, J., 

Yoo, K-J., and Yi, J., (2008), “RIE texturing optimization for thin c-Si solar 

cells in SF6/O2 plasma”, Journal of Physics D: Applied Physics, Vol. 41, No. 

12, pp. 125205-125211.  

24. Tucci, M., Serenelli, L., Iuliis, S., De, Salza, E., and Pirozzi L. (2006), “Dry 

NF3/O2 plasma texturing of multicrystalline silicon”, Proceeding of the 21st 

European Photovoltaic Solar Energy Conference, pp.1250. 

25. Saito, Y., Kubota, A., Iwama, S., and Watanabe, R., (2014), “Random-

Texturing of Phosphorus-Doped Layers for Multi-Crystalline Si Solar Cells by 

Plasmaless Dry Etching”, Modern Applied Science, Vol. 8, No. 4, pp. 8. 

26. Solak, H. H., Dais, C., and Clube, F., (2011), “Displacement Talbot 

lithography: a new method for high-resolution patterning of large areas”, 

Optics Express, Vol. 19, No. 11, pp. 10686. 

27. Cabrera-España, F.J., and Agrawal, A., (2016), “Hut-like pillar array Si solar 

cells”, Solar Energy, Vol. 132, pp. 357-362. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



206 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



207 
 

Chapter 5: Conclusions and recommendations for further work 
 

5.1 Introduction 
 

This study aimed at reducing reflection from the solar cell surface. This aspect 

is key for the further development of the field which eventually will enhance the 

deployment of solar cells for residential and commercial purposes. This 

research has investigated two texturing patterns: micro pillar array and hut-like 

pattern. In this chapter, the main findings of this research are revisited. 

Additionally, recommendations for further work are presented. 

 

5.2 Summary of the research 
 

In this work the analysis of two texturing patterns is carried out based on FDTD 

simulations. The key structural parameters of the micro pillar array discussed in 

Chapter 3 are as follows:   

 

- Height (H) 

- Diameter (D) 

- Surface Coverage (SC) 

- Height by diameter ratio (H/D ratio) 

 

From the analysis on the micro pillar array texturing pattern it is concluded that 

the reflection decreases with the value of H increasing. The reflection also 

increases with the value of D. Therefore, a small value of D is preferred for 

lower reflection. However, this can have implications for fabrication. 

Furthermore, I found that variation in SC produces change in the reflection due 

to change in the amount of incident light penetrating in between pillars and 

multiple reflections that optimize trapping/absorption of this light. I found that 

there is an optimum value of SC for a given H and D.  This study also examined 

the impact of H/D ratio on the optical performance. I found that increase in H/D 

ratio leads to a decrease in reflection and for all D values the reflection 

converges for sufficiently large H/D.  
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The key structural parameters of the hut-like pattern discussed in Chapter 4 are 

as follows:   

 

- Height (H) 

- Diameter (D) 

- Cap 

-  

- Surface Coverage (SC) 

- Cap by height ratio (Cap/H ratio) 

- Radiusbottom 

 

From the analysis on the hut-like texturing pattern it is concluded that this 

pattern offers lower reflection than nanowires, pyramids and micro pillar arrays. 

This occurs due to improved absorption on the sloped part of the hut in addition 

to optimized multiple reflections/trapping in between the huts. In addition the 

surface-to-volume ratio of the hut-like structures is lower than the other patterns 

mentioned. Therefore, I expect a lower surface recombination and better 

electrical performance from solar cells with this pattern.  

 

The dependence of the reflection on the structural parameters was also 

examined in detail. I found that the light penetrating in between huts depends 

on the area in between the huts which is a complex function of , SC, Cap and 

Radiusbottom for a given H. Increase in the value of H leads to reduction in 

reflection. However, further increase of a sufficiently large value of H the 

improvement in the reflection performance diminishes. For each value of SC 

there is an optimum  that optimizes the photon absorption through multiple 

reflections. The reflection increases with D which indicates that lower value of D 

is preferable. Additionally, for smaller values of D reflection is less dependent in 

change in . I found that smaller values of Cap lead to better performance. 

However, when SC is large Cap can be used to prevent overlap in the pattern 

over a larger range of . 

 

In the following section I discuss the scope for future work.  
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5.3 Recommendations for further work 
 

Based on the results presented, there are some aspects worth exploring to 

improve the performance of textured solar cells.   

 

To study the effect of D on reflection to identify an optimum range which is 

compatible with low cost fabrication.  

 

To study the optical and electrical performances of both the micro pillar array 

and the hut-like pattern. There are examples of texturing patterns that offer 

good optical performance but the electrical performance needs improvement. It 

would be useful to determine the electrical performance of these two patterns 

as a function of H/D ratio.  

 

A detailed understanding of how Cap affects the overlap of the pattern and 

reflection is needed to identify the parameter range for which fabrication would 

be feasible. Different crystalline materials would have different refractive indices 

and each would have specific  at which the structure would be etched. 

Therefore, Cap, SC and H could be used to optimize multiple reflections in the 

hut-like textured array for that material. There would need to be a good 

understanding of fabrication tolerance on all these parameters. 

 

Our simulations show that the hut-like pattern offers clear advantage in optical 

performance. We have not studied the electrical performance of this pattern 

which would be an important future work for comprehensive performance 

analysis of this pattern.  

 

To show experimentally the electrical convergence efficiency of cells with the 

hut-like pattern, fabrication of sufficiently large samples from which solar cells 

can be fabricated is needed. The samples fabricated by our collaborators were 

not large enough in size to characterize a full solar cell. Furthermore, a detailed 

understanding of the impact of fabrication tolerance on the performance was not 

possible.  
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Appendix A 
Finite differences 

Conventionally the definition of a derivative is expressed as follows: 

     x

x 0
x

u x u x
u ' x lim

 

  



 (A.1) 

where  u x  is a function dependent on x,  u' x  is its first derivative and x is 

the step size. 

Finite difference approximation is a manner of simplifying the calculation 

process of derivatives. For very small x  values, any derivative at a specific 

point (A) can be expressed in terms of a simple difference. This difference 

should be between the values at two points adjacent to point A (to achieve first 

or second order approximation). Depending on what points are selected for the 

approximation, the order of accuracy will change accordingly. There are three 

options: Forward difference, Backward difference and Central difference. 

Forward difference 

The forward finite difference consists in approximating the derivative at a node 

by calculating the difference between the current and the next step. This can be 

defined as follows:    

     i x i i 1 i
i

x x

u x u x u u
u ' x 

   
 

 
 (A.2) 

The forward finite difference can be expanded as a Taylor series as follows [5]:  

    i i

i

i i i

2 32 3
x x

i x i i 2 3
x x x

u u u
u x u x x

x 2! x 3! x

   
       

  
 (A.3) 

After truncating the Taylor expansion and keeping only the first two terms (up to 

the term with the first derivative), Eq. (A.3) can be expressed as:  

     i

ii i

i x i

xx x

u x u x u
O

x

  
   

  
 (A.4) 

where   i

2
x

2

u
O

2! x 

 
 


 represents the truncation error of approximation which 

may be neglected. Therefore, it is possible to say that the approximation is 
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accurate in O(x). This leads to the forward finite difference to be considered as 

a first order approximation [5]. By rearranging Eq. (A.4) the forward difference 

approximation (Eq. (A.2)) may be obtained as follows: 

   
 i

i i

i x i

x x

u x u xu
O

x

  
  

 
 

(A.5) 

This approximation is considered to be more accurate as x becomes smaller. 

In the following section the backward difference is discussed. 

Backward difference 

The backward finite difference consists in approximating the derivative at a 

node by calculating the difference between the current and the previous step. 

This is defined as follows:  

     i i x i i 1
i

x x

u x u x u u
u x 

   
 

 
 (A.6) 

The backward finite difference can be expanded as a Taylor series as follows: 
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After truncating the Taylor expansion and keeping only the first two terms (up to 

the term with the first derivative), Eq. (A.7) can be expressed as: 
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where   i 1
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x
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u
O

2! x




 
 


 represents the truncation error of approximation which 

may be neglected. This approximation is accurate in O(x). Therefore, the 

backward difference approximation is considered as first order approximation. 

By rearranging Eq. (A.8) the backward difference approximation (Eq. (A.16)) 

may be obtained as follows: 
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In the following section of this appendix the central difference approximation is 

discussed. 

Central finite difference 

The central finite difference is a combination of the forward and backward finite 

difference. It may be obtained from subtracting Eq. (A.6) (backward) from Eq. 

(A.2) (forward). It consists in approximating the derivative at a node by 

calculating the difference between half step size before and the half step size 

after the node. This is defined as follows: 

     i x i x i 1 i 1
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u x u x u u
u' x

2 2
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 

 
 (A.10) 

The central finite difference can be expanded as a Taylor series as follows: 
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If i 1 ix x x     then Eq. (A.11) simplifies to:  
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By rearranging Eq. (A.12) and keeping the terms up to the first derivative, the 

central finite difference approximation (Eq. (A.10)) may be obtained: 
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where  
i

2 3
x

3
x

u
O

3! x

 
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
is the truncation error of the central difference 

approximation. This approximation is accurate in O(x
2). Hence, the central 

finite difference approximation is second order accurate.  
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Appendix B 
 

Derivation of FDTD method 

The derivation of the FDTD method presented in this section is in 3D and it 

uses central finite difference approximation. The calculation begins with the 

differential form of the Maxwell’s equations for a lossless, dielectric medium 

(Eq. (B.1)-(B.7)) as follows: 

Faraday’s law:  

dB
xE M

dt
  


 

 (B.1) 

where B is the magnetic flux density, E is the electric field and M is the 

magnetic current density. 

Ampere’s law:  

dD
xH J

dt
 


 

 (B.2) 

where D is the electric current density, H is the magnetic field and J is the 

electric current density.  

Gauss’s law for electric field: 

.D  


 (B.3) 

where   is the volume charge density. 

Gauss’s law for magnetic field:  

.B 0 


 (B.4) 

The continuity of the current has the following expression: 

.J
t


 




 (B.5) 

 

The constitutive relations for the media are as follows: 

r 0D E E  
  

 (B.6) 
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r 0B H H 
  

 (B.7) 

where   is the electric permittivity, r  is the relative permittivity, 0  is the free-

space permittivity,   is the magnetic permeability, r  is the relative 

permeability and 0  is the free-space permeability. 

To solve the curl of E in Eq. (B.1) the following has to be solved: 

x y z

yz z x x
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d d d
xE

dx dy dz
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Therefore, 

y yz z x x
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 (B.10) 

where M is considered to be the magnetic source. However, in order to enable 

materials with isotropic and nondispersive magnetic losses (causing an 

attenuation of the magnetic field via conversion to heat energy) the following 

relation is to be applied:  

*
sourceM M H  

  
 (B.11) 

where M is the magnetic current density, Mୱ୭୳୰ୡୣ is the magnetic field source 

and σ∗ is the magnetic loss 

Hence, the different field components of the magnetic field can be represented: 

 y *x z
sourc

y *z
source

e x

x

dEdH dE1 1
M H

dE dE1 1
(M σ H )

μ dz dy

z

μ

dt dy d

 
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
 

   
 
 

 
 

 (B.12) 
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 (B.14) 

Similarly, by following the same procedure with Ampere’s law, it is possible to 

obtain the electric field components. For materials with isotropic, nondispersive 

electric losses to be enabled (causing the attenuation of the electric field via 

conversion to heat energy) the following relation is to be applied: 

sourceJ J E 
  

 (B.15) 

where J is the electric current density, sourceJ  is the electric field source and σ is 

the electric conductivity.  
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 (B.18) 

For the purpose of illustrating the calculation in FDTD of how each field 

coordinate evolves, the equation to solve for xE  (Eq. (B.16)) is presented in Eq. 

(B.19) using the Yee notation (the steps corresponding to the coordinates x, y, z 

and t are represented by i, j, k and n respectively). On the left hand side of the 
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Eq. (B.16), the derivative is with respect to t. Therefore, the coordinates i, j and 

k are kept constant whereas n is varied from 1 2  to 1 2   (indicating t 1  ) to 

calculate the xdE

dt



. On the right hand side of the equation, the partial differential 

equations are with respect to coordinates y and z. Therefore, coordinates n and 

i are kept constant whereas j is varied (from j+1 to j) and k is varied (from k+1 to 

k). 

x

n 1/2 n 1/2
x i,j 1/2,k 1/2 x i,j 1/2,k 1/2
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n n n n
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y z
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 (B.19) 

The next step is to shift the t  term from the left hand side to the right hand 

side. Further, the term 
n

x i,j 1/2,k 1/2E |  


  is expressed as follows: 

x
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Then, the term 
n 1/2 n 1/2

x i,j 1/2,k 1/2 x i,j 1/2,k 1/2
i,j 1/2,k 1/2

E | E |
σ

2

 
   

 


 

 is taken outside the 

parenthesis. 
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 (B.21) 

The next step is to move the term 
n 1/2

x i,j 1/2,k 1/2E | 
 


 on the left hand side to the right 

hand side. Additionally, the term t i, j 1/2,k 1/2 n 1/2
x i,j 1/2,k 1/2

i,j 1/2,k 1/2

σ
E |

2ε
  

 
 





 on the right hand side 

is moved to the left hand side. Then, the equation is rearranged by taking the 
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common factor 
n 1/2

x i,j 1/2,k 1/2E | 
 


 and 

n 1/2
x i,j 1/2,k 1/2E | 

 


 on the left and right hand of the 

equation respectively. 
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(B.22) 

Then, the term t i,j 1/2,k 1/2

i,j 1/2,k 1/2

σ
1

2ε
 

 

 
  

 
 is taken to the right hand side of the resulting 

Eq. (B.11)  which is the central difference form in the Yee notation for the 

governing Eq. (B.16) for xE


 in the Yee notation: 
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In a similar way, the central difference form in Yee notation for the governing 

equation for the remaining five field components (i.e. yE


, zE


, xH


, yH


 and zH


)  

may be obtained. In this appendix, only the final equation for each of them is 

presented in Eqs. (B.24)-(B.28).  
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