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Abstract

This paper examines the performance of the spatiatrages carried out between two
regional markets for wholesale natural gas linkgdakpipeline system. We develop a
new empirical methodology to (i) detect if theserkeds are integrated, i.e., if all the

spatial arbitrage opportunities between the twoketar are being exploited, and (ii)

decompose the observed spatial price differen¢edastors such as transportation costs,
transportation bottlenecks, and the oligopolistiehdvior of the arbitrageurs. Our

framework incorporates a new test for the presencearket power and it is thus able to
distinguish between physical and strategic behasdoistraints on marginal cost pricing.

We use the case of the “Interconnector” pipelimkilig Belgium and the UK as an

application. Our empirical findings show that &letarbitrage opportunities between the
two zones are being exploited but confirm the presef market power.
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1. Introduction

Over the last two decades, a series of structunéhlragulatory reforms have been carried out to
ensure the competitiveness of the European nagaslindustry. A major development in this
restructuring was the emergence of a collectiowlodlesale markets for natural gas, the “gas hubs”,
interconnected throughout the pipeline network. ugtothese hubs were initially developed to cope
with local network balancing needs, they turned toubecome a source of gas procurement as the
previously monopolized industry structure graduddgcame more fragmented (Miriello and Polo,
2015). Crucially, EU-led reforms also allowed gdsiteageurs to purchase intermarket transportation
rights and compete to exploit spatial price diffexes between these interconnected markets.

These spatial arbitrages are central to ensurirgffament supply of natural gas, especially in the
EU. Indeed, the policy debates related to the aorgtion of the EU’s internal market for natural gas
repeatedly underline the importance of spatialterpes as a means to prevent balkanization (Vazquez
et al., 2012). The security of the supply of ndtgees is a recurrent source of concern in Europietwh
is predominantly served by a small oligopoly of€ign producers (Abada and Massol, 2011).
Geographically, each of these producers can beedeas a dominant player in the adjacent national
markets it serves (e.g., Russia in Eastern Europeantries, Algeria in Southern Europe). As the
producers’ operations are located outside the HElisdietion, they can exert market power in
supplying these markets, a situation that may bd ba moderate using the usual EU competition
arsenal. To overcome that problem, the EU policgrgfly promotes the “creation of a single gas
market” — i.e., the spatial integration of the om#il wholesale markets — aimed at diluting the
concentration observed in some countries withindemeconomic market.

Defining and measuring spatial integration, thougmot straightforward. In Stigler and Sherwin
(1985), two geographical markets for a tradabledgaoe set to be integrated if the spatial price
difference between these two markets equals the tramsportation cost. However, empirically,
assessing the spatial integration of wholesalengadkets remains a challenging task because price
spreads could also reflect other factors, includiagsportation bottlenecks and, more importantly,
oligopolistic pricing by the arbitrageurs. To ovemee this problem, we define integration using the
equilibrium notion that all spatial arbitrage opfmities between the two markets are being exmlpite
i.e: that price spreads are consistent with thdetsi profit maximization behavior. This notion is
derived from the theoretical literature on spapigke determination that was pioneered by Enke
(1951), Samuelson (1952), Takayama and Judge (E@idLHarker (1986).

This paper develops a new empirical methodologyskess the arbitrages between two regional
markets for wholesale natural gas linked by a dapaonstrained infrastructure. This methodology is
designed to (i) detect if these markets are intedra.e., if all the spatial arbitrage opportusstiare
being exploited, and (i) decompose the observeatiapprice differences into factors such as
transportation costs, transportation bottleneckd, the oligopolistic behavior of the arbitrage s



framework incorporates a test for the presencearket power and is thus able to distinguish between
physical and strategic constraints to marginal @&ting. As an application, we use the spatial
arbitrages in the “Interconnector” pipeline whicbhnoects Europe’s two oldest spot markets for
natural gas: the UK'’s National Balancing Point &mel Zeebrugge market in Belgium.

A large amount of empirical research has examimeddegree of spatial integration between
markets for wholesale natural gas with the helfiroé-series techniques. These studies typically rel
on local price data and assess the co-movemeptscek at each market location. In these analyses,
is typically argued that high degrees of correlatipoane and Spulber, 1994) and/or co-integration
between the price series (e.g., De Vany and Wa@93; Serletis, 1997; Asche et al., 2002;
Siliverstovs et al., 2005; Asche et al., 2013) eviglence that the law of one price is being enfibrce
through spatial arbitragésThese price-based empirical models provide usesights into how local
price shocks are transmitted to adjacent markeiseder, the methodology used in these studies is of
little help in assessing the competitive naturéhef observed spatial arbitrages, as they fail teaile
the presence of imperfect competition. Moreoveisuagested by Barrett (1996, 2001), Baulch (1997)
and McNew and Fackler (1997), these empirical nodeé unable to account for the pivotal role
played by both intermarket transfer costs and tfaxeconsiderations.

This paper uses, and brings to the field of en@gynomics for the first time, an alternative
approach based on the extended parity bounds n@B&l) developed by Barrett and Li (2002). In a
PBM, arbitrageurs are assumed to be profit-maximgizagents. Using that assumption, intermarket
price spreads are examined using a “switching regspecification, which estimates the probability
of observing each of a series of trade regimestaBeat al. (1991), for example, use only price data
and consider three distinct trade regimes deperminghether the spatial price difference is greater
equal or lower than the unit intermarket transgmntacost. This modeling approach is now widely
used in agricultural economics to assess food rhartegration (Baulch, 1997; Fackler and Goodwin,
2001; Negassa and Myers, 2007; Cirera and Arndd82Moser et al., 2009; Zant, 2013). In
particular, Barrett and Li (2002), our point of dejpre, make use of trade flow data to further
distinguish whether trade occurs or not in eacthefthree regimes. Their direction-specific apphoac
allows them to detect any violation of the theaadtiequilibrium conditions that all arbitrage
opportunities between the two markets are beindpérgd: namely, if trade is observed and the spatia

! Other time-series analyses include (i) the autoeesive model of pairwise price differentials in Cimggion and Wang
(2006) to estimate the speed of adjustment towqudilrium, (ii) the vector error-correction modeis Park et al. (2008),
Brown and Yiicel (2008) or Olsen et al. (2015), aidtfie examinations a time-varying degree of pranvergence among
spot markets with the help of the Kalman Filter agmto (King and Cuc, 1996; Neumann et al., 2006; Renaisdant,
2012).

2 These criticisms emphasize a lack of acquaintavitteexisting economic models of spatial price deiaation. Two lines
of arguments motivate that shortcoming. First, rimarket transfer costs are typically omitted in dbeearly empirical
studies whereas, in theory, price equalizing arlgjgraactivities are triggered only when localized gtworesult in spatial
price differences which exceed these intermarketsfex costs (Barrett, 1996, 2001; Baulch, 1997; MeNend Fackler,
1997). Second, trade flows information play no nolehese early empirical studies whereas theory satggthat either
discontinuities in the trade flows or variations tine directions of these flows can have an impacthendegree of co-
movements among prices at each market locationr¢Beaand Li, 2002).



price difference is lower than the transportatiostor if no trade is observed while having a spati
price spread greater than the transportation®cost.

We introduce two modifications to existing PBMs lte able to apply them to natural gas
markets. Existing PBMs assume the presence of ggectempetition in the spatial arbitrages, which
may be a realistic assumption in agricultural merkieut not in natural gas markets. So, we intreduc
for the first time in a PBM, the possibility thab@érageurs have market power. Second, again becaus
of the nature of agricultural markets, the rolegrahsportation bottlenecks has so far been neglecte
But binding (pipeline) capacity constraints arehfyglikely to occur in the gas industry. So, we
propose to analyze, for the first time, the roleapacity constraints in spatial price spreads.

As an application, we examine the spatial arbisggeEformed between the two oldest European
markets for wholesale natural gas in Belgium amdUK. This allows us to present a series of origina
empirical findings that: (i) show that all the drbge opportunities between the two zones are being
exploited, but (ii) confirm the presence of marketwer in the spatial arbitrages. As the detailed
institutional arrangements created for these twoketa have largely shaped the designs of the other
Continental markets, we believe that these findipgsvide a valuable contribution to the policy
debate related to the restructuring of the Europearket for natural gas.

We believe that this framework can provide usefutignce to a large audience interested in the
functioning of the restructured natural gas indastfe.g., competition authorities, regulators, kaar
analysts). It could also inform the modeling cheicetained in the spatial equilibrium models relgent
developed for that industry (cf., Huntington, 2008) these numerical models, researchers typically
either posit the existence of competitive spatiblteages (e.g., Golombek et al., 1995) or impeljec
competitive ones (e.g., Abada et al., 2013).

Despite the importance of market power concerriserenergy policy debates, the market power
potentially exerted by natural gas arbitragershitgerto been little studied. A notable exceptisthe
theoretical analysis in Ritz (2014) who highlighte potential role of the LNG exporters' market
power in the observed price differentials betweesiafand Northwest Europe. In an empirical
analysis, Rupérez Micola and Bunn (2007) apply ddesh regression techniques to examine the
relationship between the pipeline capacity utilaat(i.e., the ratio of utilized to maximum capa¥it
and the absolute price difference between Belgindithe UK. Their results document the presence of
market splitting at moderate levels of capacitiiaation which, according to the authors, suggésts
presence of market power inefficiencies. Howeveither the direction of the trade flows nor the
intermarket transfer costs play any role in theialgsis. By taking these features into account, our

3 The PBM framework was first proposed by Sexton.&i@b1), drawing on Spiller and Huang (1986). Te trest of our
knowledge, the energy economics literature only idess/a handful of studies based on the PBM framev@ik, Kleit,

1998, 2001; Bailey, 1998). All of them only use@niata, are based on the original work of Spilladduang (1986) and
ignore the developments proposed in Barret and2Di0R). Hence, these earlier models are unable $b whether all

arbitrage opportunities between the two markets aiadpexploited.



paper confirms the presence of market power, eVeall ithe arbitrage opportunities are being
exploited, and connects the empirical results éattieoretical literature on spatial price deterrtigma

The remaining sections of this paper are organaedébllows. Section 2 details the theoretical
conditions for spatial equilibrium between two neteklinked by a capacity-constrained transportation
infrastructure. Section 3 presents an adapted @apimethodology to investigate whether these
conditions hold or not. Then, Section 4 detailsapplication of this methodology to the case of the
Interconnector UK, a natural gas pipeline connectire UK to Continental Europe. Finally, the last
section offers a summary and some concluding resnark

2. Theoretical background

This section presents the theoretical conditionssfwrt-run spatial equilibrium between two
markets connected by a capacity-constrained tratatmm infrastructure. We make two alternative
assumptions regarding tlyas tradersbehavior: perfect competition and oligopolistielavior a la
Cournot. For simplicity, in both cases, tbeal supply in both markets is assumed to be competitiv

We consider two markets and j located in different regions that trade a homogese
commodity. At timet, the two markets are connected by a single tratetpm infrastructure that has
direction-specific, non-negative finite capacitieat can change over time, from market fromj to
i and K, in the opposite direction. During any trading pdrig the infrastructure solely allows to

move the commodity in a given direction, and themefthe directional capacitiete factoverify

K, K, =0. The direction of the infrastructure is known la¢ teginning of each trading period. It

can vary from one such period to the next but nithim a given trading period. This framework is
consistent with the physical constraints obsernetié natural gas industty.

Let us, from now on, concentrate on the directipeesfic arbitrages that can be performed from
market j to marketi at timet. For each regiom at timet, we assume that there is a linear inverse

demand function:py (q)=4g - b q with a, >0 and h >0.°> We assume that the local industries’

aggregate supply functions are linear and upwaogirsy® In each regioni at time t, we let

4 A bidirectional pipeline can only be operated igigen predetermined direction during the normalding hours of a given
day. Because of substantial system inertia, the fldection cannot be changed within the trading lourherefore, the
direction of the infrastructure is typically comnicetted to traders at the beginning of the tradirauts who, in turn, know
that their arbitrage decisions cannot modify theedtion of the infrastructure within the day.

® These slope coefficients are not subscripted withtime index and are thus assumed to be condtamontrast, the
intercepts of these inverse demand functions asaraed to be time-varying parameters (because ofghsonal variations
observed in natural gas demand). These assumpsianfrequently used in the context of restructueégttricity markets
(e.g., Day and Bunn, 2001).

® The use of a linear functional form for the demand supply curves simplifies computations andisronly adopted in
the energy economics literature (e.g., Green, 19%Bat said, our main arguments should hold evateihand and supply
functions were not linear because in the presengaarket power, each arbitrageur recognizes thatghantity it supplies
will affect the prices at both the originating andstination markets. As a result, the price paid &malprice received will
depend on the quantity supplied, and the resultjams (spread multiplied by quantity) will be nondar in the quantity
supplied. Instead, in the competitive case, theaghgains would be linear in the quantity transpdrt



p,f(ﬁ)z ¢+ d S, with ¢, >0 andd, >0 and wheres, is the local supply, denote the inverse supply

function. To avoid corner solutions, we also assuha: (i) in the destination markét the price
demanded when the import infrastructure is operatédll capacity is larger than the marginal cafst

the least-costly local supplier (i.ea, -h K, > ¢ ), and (ii) in the origin markef , the marginal cost to

solely supply a flow equal to the infrastructureaeity is lower than the local consumers’ highest

willingness to pay for that commodity (i.e, > ¢, +d K; ).

The trading firms’ unique activity is to performagjal arbitrage$.We assume that there are no
transport lags so that spatial arbitrage can té@epwithin each observation period. The non-negati

aggregate trade flow fronp to i measured at time is denotedQ

it

When performing a spatial arbitrage from marketio marketi at timet, a trader incurs the unit
transfer costg;, . In addition, that trader must also purchase grapiate amount of transportation

rights. A transportation right provides its owneathathe right to transfer up to one unit of goodnr

market j to marketi at a given time period. We let &, denote the market clearing price of a
transportation right from market to marketi at timet. The total number of rights offered at that

time is K, .

a — Case A: Perfectly competitive spatial arbitsage

In this case, we assume that traders adopt a fakoeg behavior at each location and in the
market for transportation rights. Following theiogf the Enke-Samuelson-Takayama-Judge spatial
equilibrium model, the traders’ aggregate behavédrtime t can be described using two
complementarity conditions that together charantetihe equilibrium conditions for competitive
spatial arbitrages:

Proposition 1: For the equilibrium conditions for perfectly spatarbitrages to hold at
time t, we need that the following aggregate complemégtaonditions are verified:

0=Qy R-R- _fjit <0 and (Pn - B T _Ejit)Qt =0, (1)

0< Ejit ) Qi = Ky and (jSt = K )Ejit =0, )

where R, and P, are the market clearing prices in each locationd&, is the price of a
transportation right that is the price of capacifn excess of T, ) that ensures that

demand for transportation services does not exsepgly K, .

" Throughout the paper, we follow the convention rediin most of the literature in industrial and egeeconomics and
assume that arbitragers are risk-neutral (e.g., Hatd and Weiner, 1986; Borenstein et al., 2008).



The proof of that proposition is detailed in Appenéd. The complementarity condition (1)
clarifies the value of the traders’ marginal praditspatial arbitrages. This marginal profit isidefl as
the difference between the market-clearing pridecdtioni and the marginal cost which is the sum

of three elements: the price at locatign the marginal transfer cost, and ¢, the price of a
transportation right. The complementarity conditi@) ensures that the pric§, is equal to zero

whenever the aggregate demand for transportatytrt @ is lower than the supply (i.e., whenever

it

the transportation capacity constra@} < K, is slack), and thaf;, is positive when the constraint

jit
Q;: <K, is binding. In case of a zero price for transpatatight (i.e., &, =0), the complementarity
condition (1) ensures: (i) that there is no tradenf market j to marketi (i.e., Q; =0) when the

marginal profit to spatial arbitrage is negativaddii) that the spatial price spread is equalhe t

marginal transfer cosrt.

jit

when trade occurs and it is not constrained byirifrastructure’s capacity

(i.e., 0<Q; <K ). In case of a binding capacity constraint (i.Q, =K; ), the complementary

jit

condition (1) ensures that the spatial price déifee is larger than the marginal transfer agst In

jit =(F|: -R _Tit)lﬁit :

this case, there exists a scarcity répk

b — Case B: Oligopolistic spatial arbitrages

We now assume that there are a totalfgas traders that behave a la Cournot in the local
markets. As in Harker (1986), each trader thus lswbmw the prices in each region react to the
quantities supplied and demanded thorough thennateket infrastructure but rather takes the price of
transportation right as given. The following projios indicates that the traders’ aggregate behavio
at timet can also be described using two complementaritgitions.

Proposition 2: For the equilibrium conditions for oligopolistigatial arbitrages to hold
at timet, we need that the following aggregate complemémgtaonditions are verified:

0<Qy R-R-Ti- 45 + ik &_ i <0 and
h+d B+d)G "~
- - - dib db Qit _ _
{F?t F?t Tjit (bl +q +qJ+Jq ]Ej fjit]Qit _0’ (3)
0= Qe = Ki and  (Q -K, )& =0, (4)

where R, and P, are the local market clearing prices.

The proof of that proposition is detailed in AppenB. The economic interpretation of these
conditions is similar to those detailed for theeca$ competitive arbitrages except that the trdders
aggregate behavior at time now accounts for the players’ ability to exert ksdrpower in both



markets. At equilibrium, the marginal revenue atedi by a trader in the destination market is

P, __dh & where——Olib &
b +d G b+d G

price for each of the units the player is sellingre. The trader’'s marginal cost includes thregndis

represents the marginal loss of revenue from rgeti lower

, , o db . db )
components: (i) the marginal purchase cost in tigiromarket P, +#.& where#.&
""b+d G b +d G

] i i ]
represents the marginal cost increase from gettilggher price for each of the units the player is

purchasing (i.e., the effect of the players’ oligopistic behavior in markef ); (ii) the marginal

transfer cost.

jit 7

and (iii) the price of a transportation rigfjt .

It is instructive to compare these aggregate cmmdit with the ones obtained in case of
competitive arbitrage. One may remark that, indkient of oligopolistic arbitrages, the spatial eric

differential in (3) is always larger than the mamgi transfer costT, when trade is observed.

Moreover, from an empirical perspective, it is reting to note that the spread between the spatial
price differential and the marginal transfer caspioportional to the aggregate trade flow wheddra

is observed and the congestion constraint is siekshall come back to this point in the sequet. Fo
the moment, we simply highlight that this refletke traders’ ability to exert market power by
restricting intermarket trade to generate someopligjstic rents.

3. Methodology

This section presents the methodology used inmfaisuscript. We first adapt the existing PBM
framework to take into account the role of bothefiijpe capacity constraints and market power.
Subsequently, we detail the empirical specification

3.1 An adapted parity bounds model

We now define seven mutually exclusive trade regimaed relate them to the theoretical
conditions for spatial equilibrium detailed in theevious section. In addition to the six trade mezg
considered in the PBM proposed in Barrett and 100@), we introduce a new one that takes into
account the case of pipeline congestion. Morediegreach of these trade regimes, we distinguish
between the cases of perfectly competitive andplidjstic spatial arbitrages.

From an empirical perspective, it is important ighlight that the price of a transportation right
¢, is seldom publicly available as its formation ¢lyieesults from over the counter transactions. In
the sequel, we thus follow the convention in Baraetd Li (2002) and define the marginal rents to
spatial arbitrage in case of competitive arbitrageshe difference between the spatial price spread
and the marginal transfer cogf . For ease of exposition, we also define the maitgients to spatial

arbitrage in case of oligopolistic arbitrages asdlfference between the marginal revenue obtaimed
marketi (i.e., including the term representing the tradabdlity to exert oligopolistic market power



there) and the sum of the marginal purchase casaiket j (i.e., including the term representing the
traders’ ability to exert oligopsonistic market pawhere) and the marginal transfer cogt Hence,

both definitions do not include the price of a sportation right and thus differs from the marginal
profit to spatial arbitrages defined above.

As shown in Table 1, marginal rents to spatial tesige and trade flow considerations can be
combined to define a taxonomy of trade regimes gorng the arbitrages from mark¢tto marketi .

Regarding marginal rents to spatial arbitrage,ettrasic states can be defined depending on their
value: zero, strictly positive, or strictly negativRegarding trade flows, two basic states can be
identified depending on whether a positive tradevfis observed or not. Following Barrett and Li
(2002), each of these six regimes is labeled | towhere odd numbers are used for regimes with
strictly positive trade flows and even numbersthase without trade.

Table 1. Thetraderegimesin each direction

Trade is observed: No trade is observed
0<jS1 < Kjy Qi = 0
zero marginal rents to Regime | Regime II
spatial arbitrage A A

Regime lILiff Q; <K;

positive marginal rents to Au, Regime IV
spatial arbitrage Regime Il iff Q, =K, Ay
Alllb
negative marginal rents tg Regime V Regime VI
spatial arbitrage A A

In regimes | and Il, the marginal rents to spatihitrage are equal to 0. As shown in the
previous section, depending on the assumptionqubsitr the behavior of the trading sector, one of
the following conditions is binding:

Case A: Competitive arbitrages Case B: Oligopolistic arbitrages
. db )
R ~R T, =0 6 | R-R-T, —[—d' L ]&:o ©)
h+d h+d )G

In case of price-taking behavior (Case A), theiapgtice differential is equal to the marginalrséer
cost. In case of oligopolistic arbitrages (Case tBg, possibility to exert market power results in a
spatial price differential that exceeds the maigirensfer cost and the difference between theiswo
proportional to the observed trade flow. In Cas@espectively B), each of the two regimes verifies



the complementarity slackness condition (1) (respelg (3)) when there is no congestion cost (i.e.

¢, =0). Therefore, both regimes are consistent withrcthalitions for a spatial equilibrium.

In regimes Il and IV, the marginal rents to spladiditrage fromj to i are strictly positive:

Case A: Competitive arbitrages Case B: Oligopolistic arbitrages
. db )
R =R =T, >0 ™ | r-R-T, —[—d' Ty ]&w ®)
h+d h+d )G

In both of these regimes, markets are separatedresnd are unseized opportunities for profitable
spatial arbitrage. Still, in case of positive trdd=gime 111), the observed insufficient arbitrageght
result from the capacity-constrained nature of tin@nsportation infrastructure. Indeed, the
complementarity conditions detailed in the precgdsection indicate that, in case of a binding
capacity constraint (i.e.Q,, =K, ), observing a strictly positive value for the magd rents to
arbitrage is consistent with the conditions forharsrun spatial equilibrium. In contrast, the join
observation of strictly positive marginal rentsaritrages and a slackening in the infrastructure’s
capacity constraint violates the conditions fopati&l equilibrium. Thus, we propose a modification
to the original model and further decompose rediinmto two mutually exclusive regimes labeled

lIla and Ilk. In regime IIL, the observed trade flows verify<Q, <K; whereas a binding capacity
constraint (i.e.Q,, = K;, ) is observed in regime HlITherefore, the latter regime, but not the forreer,

consistent with the conditions for a spatial edpitim.

In regimes V and VI, the marginal rents to arbigrdigm j to i are strictly negative:

Case A: Competitive arbitrages Case B: Oligopolistic arbitrages
_ db )
R -P -T, <0 © | R-R-T, —(ﬂ+#J&<o (10)
b+d B+d)G

In both regimes, there are no profitable arbitragportunities. In regime VI, trade is not occurring
and the observed local prices correspond to autpriges. This regime is consistent with the
conditions for a spatial equilibrium. In contrastgime V indicates that trade is occurring despite
negative marginal profits which is not consisterthvequilibrium conditions.

In sum, having introduced a further distinctionvibetn regimes Ijland Ilk, a total of seven
regimes are thus considered in our analysis. Ttima&ed probability to observe regimeis denoted

A, . Spatial equilibrium conditions hold with probatyil (AI +, +/1,,|b+/1,|) and the estimated

r

probability to observe disequilibrium (s, +4, +4, ).

10



3.2 Empirical specification

We now detail the empirical specification aimecestimating the probabilities of being in each
regime using a data set of observations for the local market-clearing prides, marginal transfer
cost, the trade flow, and the available transpioratapacity.

In case of oligopolistic arbitrages, the slope fioieints for the local inverse demand and supply
functions are unlikely to be readily available fee tmodeler. So, we introducg an unknown

. . . . db
parameter to be estimated that will be |nterprm%(%+ﬁ] the sum of the two local

coefficients determined by the slopes of the in¥esapply and inverse demand functions. So, we
expect the estimated value fgrto be non-negative.

Denoting R, =R - R - T, the series that represents the difference betwieerspatial price

jt

spread and the unit transfer cost, the marginakremarbitrage in each of the three distinct cases
(zero, positive and negative) are modeled usingdahewing switching regression model (Sexton et
al., 1991; Baulch, 1997; Barrett and Li, 2002):

Case A: Competitive arbitrages Case B: Oligopolistic arbitrages
Regimes | & Il Regimes | & Il
Ri =& (11) Ry = QuV+&: (14)
Regimes I}, I, & IV: Regimes I}, I, & IV:
Ri =& + 1 (12) Ri = QuV+&: + 4, (15)
Regimes V & VI: Regimes V & VI:
Ry =& Uy (13) Ry = QuyV+&: —U, (16)

where: y is an unbounded parameter to be estimastﬁdi;s a random error that is assumed to be i.i.d.
normally distributed with a zero mean and varian¢e and x;, and v, are i.i.d. random samples
from zero-centered normal distributions truncatbedve at 0 with respective variance parameters

andg’.

In applications, measurement and sampling errofileely to occur with any data to which this
model might be applied. An extended specificaticaayrbe justified to control for these issues. In the

sequel, a termo; + X /8, — where:a; is the regime-invariant mean paramet#, is a vector of

exogenous factors including a time trend and adfsteasonal dummy variables am] is the
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associated regime-invariant vector of parametasssystematically implemented in the equations to
capture the time-invariant, the trend and the sedsmmponents of possible measurement errors.

The specifications used to model the cases of coiiwpeand oligopolistic spatial arbitrages

differ only in the markup ternQ, y. Thus, a statistical test of the null hypothegiso (e.g., a

it
likelihood ratio test) can be conducted to test ioél hypothesis of perfectly competitive spatial
arbitrages. For the sake of brevity, only the umieted model based on equations (14), (15), aey (1

is detailed hereafter.

Denoting A the vector of the probabilities to observe theesenegimesg = (aji B, .v.0,.,0, ,cr,,)
the parameter vector to be estimated apc R, -a; - X4 - Q y the random variable that gives the

marginal profit from spatial arbitrage at timethe joint density function for the observatiortiate t
is the mixture distribution:

fjit(rrjn|(/1,9)) = A [/1 fi (’Ft |9)+((1‘ﬁ% )ﬂl R A b)jitf“| ({J |9)+\/l il (ji(T |‘9)J

(17)
H(1=A) A (7w ]0)+4 & (7 16)+4 1 (7 |6)]

where: A; is an indicator variable that takes a value dfttade is observed and zero otherwisg;
is an indicator variable that takes a value of théf transportation infrastructure is congestedzeard

otherwise; f, (7,|6) and f}!(m,|6) are normal density functionsf, (m,|6) and ) (m,|6)

jit jit jit

(respectivelyfy (m,|6) and f}'(, |6)) are the density functions derived in Weinstei®6d) for the
sum of a normal random variable and a centered-mlomandom variable truncated above

(respectively below) at O.
The likelihood function for a sample of observasigr, ,Q, , K, } is:

N
L(2.0)=[] fu (7](1.0)) (18)
The model can be estimated by maximizing the ldigiariof the likelihood function with respect
to regime probabilities and model parameters stlbgethe constraints that the regime probabilities
sum to one and that each of these probabilitiesri¢he unit interval.

As most existing PBM models, the specification désd so far is based on a static formulation
whereby shocks are posited to be serially indep@naied the variance parameters are held constant
throughout the entire observation period. As theessumptions can be too restrictive in applications
based on daily data, we also use an enriched dgngpeicification including a correction for serial
correlation and GARCH-type time-varying variance datailed in Appendix C.

This specification differs from that of Barrett ahid(2002) in three ways. First, we show how a
parity bound model can be used to test the nulbthgsis of competitive spatial arbitrages. Second,
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contrary to Barrett and Li, the two markets undewusny are connected by a capacity-constrained
transportation infrastructure. So, a seventh regiai®led I}, is introduced to account for the
explanatory role played by infrastructure congesigsues in the observation of positive marginal
profits to spatial arbitrage. Lastly, the specifioa is extended to a dynamic formulation.

4. Application

4.1 Background

This application focuses on the so-called Intereotor (hereafter abbreviated to IUK), a bi-
directional natural gas pipeline system connedirlgUK National Transportation System (using the
Bacton Terminal) to Zeebrugge (Belgium). This isfracture allows spatial arbitrages between
Europe’s two oldest spot markets for natural ggsthé UK’s NBP, which allows counterparties to
trade a standardized lot of natural gas pipedheaiK National Transmission System with a delivery
point at the so-called National Balancing Point ®Band (ii) the Zeebrugge local market in Belgium,
which is labeled ZEE.

We consider the period covering October 1, 2008 dtwber 5, 2006. This starting date has been
chosen to omit the number of partial closures ef tbK that happened during the summer of 2003
(Futyan, 2006). This terminal date correspondshi® dpening of the Langeled infrastructure, a
pipeline system that together with already existoffshore pipelines, allowed Norwegian gas
producers to perform spatial arbitrages betweenUKeand the Continent, thereby offering an
alternative to the UK. During that period, the IUipeline was thus the unique infrastructure ligkin
the UK and Continental natural gas markets. Fromiratustrial organization perspective, both
countries experienced stable market structuresnglutiis period which is posterior to the deep
restructuring process of the UK gas sector (Wrigb06) and precedes the merger between Gaz de
France and Suez that strongly impacted the Belgiarket after November 2006 (Argentesi et al.,
2017). In addition, that period corresponds to eady institutional environment with unchanged
access rules for both the IUK and the adjacenbnatipipeline systems. These features make the IUK
case an attractive experiment to assess the spatcd arbitrages that can be performed in a
deregulated natural gas industry.

4.2 Data

We use daily transaction price data for day-ahehdlesale natural gas traded during working
days as published by Platt’s, a price-reportingiser For each working day (i.e., Monday to Friday)
they reflect the price range of a standardized fifyaof natural gas to be delivered at a consthow f
rate throughout the next working day after assessiidatt’'s, 2012). All prices are denominated in
€/MWh. Given the extremely limited liquidity of viiin-day markets, we follow the usual convention
and refer to these day-ahead prices as “spot” dimeg provide traders with a final opportunity to
trade gas out of a forward position before phydiedivery.
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The unit transfer costg;, are direction-specific and are derived from thel fused by the IUK

operator to power its compressor equipment sinisecibst is billed to the traders. According to the
pipeline operator, fuel gas consumption amount®.8%% of the quantity of gas transported when
natural gas is piped from the UK to Belgium, andi®6% of the quantity of gas transported in the
other direction. This fuel cost is evaluated ushmgprice of natural gas in the exporting market.

Regarding trade flow data, the wish may be to useaggregate variable gathering all the
transportation nominations communicated at theadrathy working day for delivery during the next
working day. Unfortunately, these data are confi@énSo, this study uses a proxy: a historicaflo
series representing the physical daily flow of ratgas, measured in GWh/day, that transited throug
the IUK as reported on the pipeline operator’s Witeb3 hus, we proceed under the assumption that
the physical gas flow measured during a given waylday represents an unbiased estimator of the
aggregate transportation nominations decided duhegrevious working day (at the time when trade
occurs in the corresponding day-ahead mafket).

According to the Interconnector operator, the nahtnansportation capacity from the UK to
Belgium remained unchanged during the entire sapglied. In the other direction, the installatidn o
some compressor equipment in Zeebrugge on Nover8pe&2005, increased the transportation
capacity. Unfortunately, information related to treailable daily transportation capacities remains
unavailable. So, we follow Rupérez Micola and B§BA07) and consider the historical maximum
values of the trade flows. The historical maximaev&24.63 GWh/day from the UK to Belgium, and
310.24 GWh/d prior to November 8, 2005, (respebtisd1.80 GWh/d after that date) in the other
direction. Nevertheless, it should be noted thatdhily flow capacity of a point-to-point naturasy
pipeline is a time-varying parameter that dependa series of exogenous factors (e.g., the operatin
pressures of the adjacent national pipeline systdradlow temperature, the chemical composition of
the natural gas (Yépez, 2008; Massol, 2011). Hettwe, historical maximum daily flow cannot
necessarily be attained. We proceed by assumingctimgestion is likely to be a source of concern
when the observed capacity utilization ratio (meaduagainst the historically maximum) exceeds
80%? Hereafter, this threshold is used to distingueghimes II} and I,

The data set has been modified in two ways. Hiat) the Belgium and UK markets are closed
on national bank holidays. To account for differesén the national calendars, all the observations
related to a bank holiday in either Belgium or i have been disregarded in the subsequent
analyses. Second, we excluded observations madkates during which the Interconnector service
was unavailable due to planned maintenance (thetes dre documented on the IUK’s website). As a

8 On a given working day, pipeline users are offateslpossibility to revise the transportation seeviequested at the end of
the previous working day. This is the so-called ity re-nominations. Yet, for the pipeline operatioese within-day re-
nominations generate a significant extra operatawsts. As a result, the detailed pricing rules addpby the pipeline
operator have been explicitly designed to rendesg¢hwithin-day re-nominations extremely costly.uSers have a strong
incentive to contract their real transportation msefor day d+1 at the end of day d (i.e., befor ¢lose of the day ahead
market). Therefore, we proceed assuming that theséwday re-nominations can be neglected.

® Regarding the threshold level, we also testeddthier threshold levels: 85% and 90% but the esiinatesults were very
similar to the ones obtained using the 80% level.
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result, we assembled time series data containi@ydazly observations on prices, compressor fuel
costs, and trade flows in each direction.

Lastly, the constant mean parametegr is supplemented by a vector of observable exogenou

variables in order to control for the possible iipaf a time-varying measurement bias in the price
and transfer cost data. The list of control vagakihcludes: a time trend (the associated pararteter
be estimated is denoteg],.), eleven monthly dummy variables and four dailyiatales to control for

seasonal effects, and two dummy variabgg,, ,.. that takes the value 1 during the period covering

October 1, 2004, to September 30, 2005 (the pasnmetbe estimated is denotegl ), and

2004- 2005

D,o0s-200s that takes the value 1 after October 1, 2005 ftheameter to be estimated is denoted

B, ....)- Each of these period corresponds to a “stangasdyear” during which the regulated Entry-

Exit tariff system used by the UK National Trangption System is kept unchanged.

4.3 Descriptive statistics

An examination of trade data indicates that outheke 723 observations, 369 correspond to net
positive exports to Belgium (of which 26 correspaac congested infrastructure), 341 to net imports
to the UK (of which 46 correspond to a congestéastructure) and 13 to zero trade.

Table 2 summarizes the descriptive statisticsHertivo seriesk; (i.e., the difference between

the spatial price spread and the unit transfer) tmgh for the entire sample and for a restricteuse

that omits the two exceptional episodes. The thstibnal properties of these series show some signs
of non-normality as a very large leptokurtosis iss@rved in both cases. The estimated first-order
autocorrelation coefficients reveal evidence ofad@orrelation. This finding is in favor of a dyméc
specification able to correct for serial correlatio

Table 2. Descriptive statisticsfor the marginal rent to spatial arbitrage

I:QNBP-. ZEE FQZEE-. NBP
Mean -0.232 0.044
Median -0.100 -0.051
Maximum 7.484 25.189
Minimum -25.543 -8.096
Standard Deviation 1.581 1.557
Skewness -7.394 7.396
Kurtosis 108.946 112.664
K-S test 0.104 0.261
(p-value) (0.000) (0.000)
First-order autocorrelation 0311 0301
Observations 723 723

Note: K-S is the Kolmogorov-Smirnov test for theltypothesis of normality. Asterisks indicate

significance at the 0.01 level.
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Figure 1. Data plots
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Figure 1 provides plots of these two serigs and the measured pipeline flow from Bacton (UK)

to Zeebrugge (Belgium). A visual inspection of #hegdots suggests that the serigs exhibit two

very large spikes on January 23, 2004 and betwebrubry 18 and February 24, 2005. According to
market commentators, a conjunction of exceptioaetdrs posed dramatic upward pressure on the UK

NBP prices in these two occasions. On Friday 23idign2004,

an outage affected the withdrawal

operations conducted at the Rough storage sitexglariparticularly cold weather episode. As this
storage site accounts for about 70% of the UK'ssgasge capacity, this outage prompted a “dash for

gas” that resulted in exuberantly high prices. Gbriary 18,

2005, a sudden and colder-than-

anticipated weather episode began in the UK crgatineed for immediate injections of LNG into the
UK national transportation system at a moment wihene was no available LNG cargoes that could
had been redirected to the UK. During these spittess marginal rents to arbitrage from the UK to
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Belgium (respectively from the continent to the UKgre obviously very negative (respectively
positive).

Given their magnitude, one could wonder whethemtfesence of these spikes is consistent with
the modeling assumptions retained for the truncetedom variableg;, andu,, . In particular, it has
to be verified whether the use of a time-invarieatiance parametes’ for the arbitrages performed
from the UK to Belgium ¢ for the opposite direction) holds. To this purpose introduce
D,z 3an 200. @M Dig 54 rep 200- tWO dummy variables that take the value one dutheir respective
episode and zero elsewhere, and allow the star#asidtion of the half-normal random variahjﬁ
(respectively u, ) to be of the form g,+{, Do st $b sl 18 247020 (FESPECtively

Jll + ZDz3 Jan 2004D23 Jan 2004+ ZD 18 24 Feb 20(9 18 24 Feb 20‘) Where ZDz3 and ZDu)—za Feb 2005 are parameters to be

Jan 2004

estimated, for the arbitrages performed from thettBelgium (respectively from Belgium to UK).
4.4 Estimation and empirical results

a — Estimation procedure

The estimation procedure involves the constrainedimization of a non-trivial log-likelihood
function. This is a non-linear, non-convex, coriggd optimization problem that has to be solved
numerically using hill-climbing procedurés.

To obtain a feasible starting point, we first colesithe simplest possible static specification,(i.e
omitting the time trend, the dummy variables, thewfvariable, the autocorrelation, the GARCH
parameters and the spike parameters). The convedetion for this restricted specification is then
used as a feasible starting point for the unrdetticnodels. The optimization problem at hand has th
potential for local maxima, which is a source ohcern because the outcome of a non-linear
programming solver may depend on the location efstarting point. To address this problem, the
first solution is compared to the ones obtainedhwsitsample of 500 starting points uniformly drawn
over a range of possible starting values. The ageeksolution that provides the highest likelihood
value is systematically stored.

b — Empirical results

We first consider the simplest static specificatamfnthe PBM and successively estimate two
versions of it: the simple one presented in SecBorhich is hereafter labeled Model l.a; and an
extended version, labeled Model I.b, where the dymariables corresponding to the observed spikes
are introduced in the standard deviations of tlspeetive truncated random variables (ice.for the

arbitrages performed from Belgium to the UK amdn the opposite direction).

10 All the estimates reported in this paper have betstained using an iterative procedure that perfsr®0 iterations using
the Davidon-Fletcher-Powell (DFP) algorithm followdsy 20 iterations using the Broyden-Fletcher-Gol8f&hanno
(BFGS) one, and then a switch back to DFP for 2itens, and so forth.
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The estimation results are presented in the fiigt tolumns of Table 3 for the arbitrages
performed from the UK to Belgium, and of Table 4 fbe arbitrages performed in the opposite
direction. These tables detail the estimates obthfar: the market power coefficieny), the regime

probabilities ('s), the measurement bias parametess, Gi... 5o, ... Pone.) e standard
deviation parameters for the normal and truncatedmal distributions ¢,, o,, og,, ¢, .,
$oainn) @nd a likelihood ratio test of the null hypotleesgi=0. For concision, the seasonal

parameters included in the mean equation (i.e.,ctiedficients of the daily and monthly dummy
variables) are not reported.

From these estimation results, four main linesradings can be highlighted. First, the estimated
values for the coefficieny are positive, as expected. These estimates ahdytsgnificant in both

directions, which reveals the presence of impdgfembmpetitive arbitrages across the Channel. A
further confirmation is provided by the likelihoodtio tests: the null hypothesis of competitive
arbitrages is firmly rejected in both direction®, Sve cannot reject the assumption of imperfectly
competitive arbitrages during that period. Thigliing is consistent with the results in Rupérez-Néco
and Bunn (2007).

Second, the high estimates obtained Aprand A, in both directions reveal that the observed

spatial price difference is predominantly explaitgcthe sum of the unobserved marginal transaction
costs and the markup term. These very high valessltrin a very high probability of observing a
spatial market equilibrium. Following Barrett and (2002), the probability of spatial market
equilibrium conditions holding is in the range defd by the minimum and the maximum values of the

direction-specific sums(A, +4, +A, +4, ), that is (91.635, 92.340) for Model l.a and (8%,08
91.184) for Model I.b.

Third, the estimated probabilitiek, , though small, are positive. Infrastructure cotigesssues

that are directly related to the Interconnectorefiie cannot be invoked to explain the presence of
these strictly positive marginal profits to spatibitrage. These observed trade barriers could, fo
example, be due to pipeline congestion in the adiasystems. In contrast, the probabilitigs to

jointly observe infrastructure congestion and #iripositive marginal profits to spatial arbitrage
regime are either zero or very low. These estimaiddges are consistent with the analysts’ consensus
summarized in Futyan (2006) on: (i) the oversizature of the IUK'’s transportation capacity when
natural gas is flowing to the Continent and (i@ ttkely capacity-constrained nature of the |UKife
opposite direction (before the November 2005 capautrease).

Lastly, one can compare the magnitude of the lkegjthoods of these two static models. In both

directions, the null hypothesig, =0 is firmly rejected by a standard likelihood ratio

23 Jan 2004 ZD 18 24 Feb 2005

test which confirms the need to allow for a dedidanodeling of the spikes.
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Table 3. Estimation resultsfor natural gastrade from the UK to Belgium

MODEL | (static) MODEL Il (dynamic)
Model l.a Model I.b Model Il.a Model Il.b
Mean parameters
a -0.6429"" -0.5679 031737 -0.2321
Bime 5.0668 4.9384"" 1.5368 0.3255
JE— -1.6190"" -1.5667" -0.4331 -0.0412
JE— -3.2620"" -3.14117" -1.1614° -0.3600
y 0.0013"" 0.0013"" 0.0013"" 0.0012""
Y - - 0.3592"" 0.4857
Second moment parameters
Regimes | & II
o, 0.2336 02029 L
@ . _ 0.0186 0.0118
o - _ 0.9227"" 0.9406
¢ . _ 0.0161 0.0120
Regimes I, lll, & IV
g, 23515 2.2738"" 21237 185227
Regimes V & VI
g, 3.7553" 1.6997"" 6.2318 1.5528"
Do o 2000 - 23.0378 - 273104
IET— - 7.3792"" - 2.2908
Probabilities (in %)
A 47.2321"" 46.0367 48.0096 46.0932"""
A 321778 27.2187 41.9937"" 36.7620
A, 29901 331797 3.1748"" 44911
Au, 0.0000 0.0000 0.0000 0.0000
Ay 3.8551""" 3.8155 2.7430"" 3.8501""
A 0.8150" 1.6822"" 0.0002 0.7116
A 12.9298"" 17.9290 40787 8.0920
Log likelihood -1070.2260 -1006.8927 -967.7803 -934.2613
Akaike Information Criterion 2200.452 2077.7854 2001.5606 1938.5226
LR tests
Ho: y=0 143.638 (0.000) | 163.851 (0.000) | 122.202 (0.000) | 165.614 (0.000)
Hoe p=0=¢=0 204.891 (0.000) | 145.263 (0.000)
Observations 723 723 723 723

Note: Estimates for the monthly and daily dummiesreot reported for brevity. Significance tests laased on asymptotic

standard errors that have been computed using #ssidh matrix of the log-likelihood function. Assis indicate

significance at 0.100.05" and 0.01" levels, respectively. Numbers in parentheseshap-values of they? statistics of

the likelihood ratio (LR) tests.
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Table 4. Estimation resultsfor natural gastrade from Belgium to the UK

MODEL | (static) MODEL Il (dynamic)
Model I.a Model I.b Model Il.a Model Il.b
Mean parameters
a -0.2305 -0.2513" -0.0092 -0.0300
Bime -0.4032 -0.2824 -3.2311"" -2.9068""
JE— 0.1674 0.1311 1.1062"" 09939
JE— 0.1057 0.0349 1.8571"" 1.6357"
y 0.0027"" 0.0027"" 0.0022"" 0.0021""
P _ _ 03738 03770
Second moment parameters
Regimes | & II
o, 0.2938"" 0.2650""
@ _ _ 0.0199" 0.0178""
o _ _ 0.9292"" 09643
¢ L . 0.0042 0.0000
Regimes I, lll, & IV
o, 5.3064" 20717 592137 1.9007 "
S - 22.5982 - 223679
S - 6.3602" - 5.0316
Regimes V & VI
o, 25157 2.3382"" 2.3246"" 2.1070""
Probabilities (in %)
A 37.8438"" 35.6264 416279 40.9389""
A 48.9237"" 47.6156 49.9429"" 485970
A, 28774 43503 1.9708"" 27345
Au, 19321 2.1687 0.5832" 0.5764"
Ay 0.9762" 1.5448" 0.9646 17067
A 45118 5.0199 2.7215° 2.8430"
A 2.9350" 3.6743" 2.1890 2.6036
Log likelihood -1085.9403 -1057.9039 -956.6066 -925.5461
Akaike Information Criterion | 2231.8806 2179.8078 1979.2132 1921.0922
LR tests
Ho: =0 146.538 (0.000) | 134.329 (0.000) | 112.599 (0.000) | 96.105 (0.000)
He: p=0=¢=0 258.667 (0.000) | 264.716 (0.000)
Observations 723 723 723 723

Note: Estimates for the monthly and daily dummiesreot reported for brevity. Significance tests laased on asymptotic
standard errors that have been computed using #ssidh matrix of the log-likelihood function. Assis indicate

significance at 0.100.05" and 0.01" levels, respectively. Numbers in parentheseshap-values of they? statistics of

the likelihood ratio (LR) tests.
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As such a static specificationde factopoorly adapted to capture the dynamic propertiemiy
data, we also consider the enriched dynamic spatifin presented in Appendix C that includes a
correction for first-order serial correlation and GARCH(1,1) effect. Again, two versions are
successively considered. In Model Il.a, the stamhdbaviations of the half-normal random variables
are time-invariant whereas Model I1.b includes thenmy variablesD,; ;.. »00. @Nd Dig 5, rep 200 1O

control for the effects of these exceptional epgsod he estimation results are presented in ti@ thi
and fourth columns of Table 3 and Table 4. Compaoethe static model, these two columns also
report the estimates of the autocorrelation paraniet), the GARCH parameterso(, J, ¢ ) used to

model the heteroscedasticity of the residuals @girmes | and 1l, and a likelihood ratio test of tnal
hypothesis of a static model (i.g@=0=¢=0).

From the estimation results, we observe that ttimated autocorrelation coefficiengs and the

estimated ARCH coefficient® are highly significant in both directions whiclsfifies the use of a
dynamic specification. A confirmation is provided the likelihood ratio tests that show that thel nul
hypothesis of a static model (i.ea=0=¢ =0) is firmly rejected for both Model Il.a and Modéb in

both directions.

Regarding the interpretation, it should be noteat tine estimation results obtained with the
dynamic specification are consistent with the fingdi obtained with the static one. Again, the
estimates document the imperfect nature of the etitgm among spatial arbitragers because the
market power coefficienty is positive and highly significant in both Modélal and Il.b in both
directions. Moreover, the likelihood ratio testa@gfirmly reject the null hypothesis of competitiv
arbitrages in both directions. Regarding the regonabdabilities, the estimates obtained forand 4,
remain the largest in both directions. The prolighdf spatial market equilibrium conditions holdin
is higher than 90% as the range defined by thermimi and the maximum values of the direction-

specific sumgJ, +4, +4,, +J, ) are (94.082, 94.343) for Model Il.a and (90.947.736) for Model
ILb).

5. Concluding remarks

In Europe, the question of how to detect market groin the spatial arbitrages observed in a
restructured natural gas industry is one of the kbhgllenges that regulators and competition
authorities have to address. The objective of phaiger is to offer an empirical methodology which is
able to test for the presence of perfect compaetitiothese spatial arbitrages. Our approach explici
builds upon the literature dedicated to naturalrgaskets integration and extends it by focusinghen
relationship between the observed spatial priderdifhce and the intermarket trade flows.

A case study focusing on the IUK pipeline during teriod 2003-2006 provided us with an
opportunity to obtain a series of original findingehe estimated probability of spatial market
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equilibrium conditions holding is very high, sugtieg high degrees of wholesale natural gas market
integration, consistent with previous research WK brice co-movements (Neumann et al., 2006).
But, the empirical evidence also suggests the poesef imperfect competition in the observed spatia
arbitrages, consistent with the price-data resaltRupérez-Micola and Bunn (2007). Although our
discussion is centered on this specific infrastmgtit should be clear these results imply thameso
care is needed when interpreting the high degrem-@hovements which is typically documented in
the empirical studies conducted on European spaigaket price data. Though these co-movements
can be interpreted as objective signs of markepiation, they do not necessarily reveal the exigte

of a perfectly competitive internal market.

The institutional arrangements implemented inlifeto govern the functioning of the natural
gas market have influenced the design of the of\¢rgas markets (Heather, 2010; Hallack and
Vazquez, 2013). Future research will thus examihether or not market equilibrium conditions hold
in less mature continental markets. Such reseaociid cbe useful for informing the current EU
regulatory debates related to the functioning o ihternal market for natural gas. From a
methodological perspective, such research coutnleatplore the possibility to opt for a more general
class of model (e.g., a hidden Markov specificgtithrat could, for example, allow for a possibly
changing behaviour of the spatial arbitrageurs.(¢éogrepresent agents that may adopt a competitive
behaviour in some observations and exert markeepowothers).
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Appendix A — Perfectly competitive spatial arbitrag es

This Appendix details the formal proof of Propmsit 1. We let: D, and D, denote the
quantities demanded at timein each regionB (D,) :IOD“ R’ () dg and B, (Djt) = OD" p? () dg denote
the gross consumer surplus in each region at tlmae, tand C,(Sﬁ)z.[j‘ P (9 dc and
C, (gt):jos“ i (9 dc denote the total cost incurred by the producessaith region. By construction,

we have:B (D,)=g’(D); B,(D,)=p (D, ); C(S)= F($) andC;(S, )= g($)-
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Proof of Propostion 1: Following Takayama and Judge (1971), we definenbe quasi-welfare
function for the two regions as:

W(D'S qt)z B( P)+ ﬁ( li?)_ IC( nS)— jC( jtg_jnTan’ (A.1)

this form is also known as the net social payofictvhmaximizes the sum of producers’ and
consumers’ surplus after deducting for transfertso&Samuelson, 1952). The competitive market
equilibrium is the solution of the following optiration problem (Takayama and Judge, 1971):

Max W(D,S, q[)

DS.Gy (A.2)
st D,-§-Q, <0 (A.3)
D,+Q; - S <0 (A.4)
Qi < K (A-5)
D, 20, D, 20, § 20,S, 20, Q, =0. (A.6)

where the objective is to maximize the net so@gbff subject to a set of linear constraints. Hehe,
constraint (A.3) states that the quantity consurneaharketi is less than or equal to the sum of the
local supply and the quantity shipped into thatioeg the constraint (A.4) states that the sum ef th
quantity consumed in markgt and the quantity shipped from that region is léss or equal to the

local supply; and (A.5) is the capacity constraiakated to the transportation infrastructure. We: le

#. ¢ and ¢, denote the dual variables associated with the wamis (A.3), (A.4) and (A.5)
respectively. The dual variableg and ¢, can be interpreted as the market clearing priceshie
two markets and the dual variabg, can be interpreted as the market clearing priceéhie@ market
for transportation rights. Hereafter, we I&t denote the Lagrangian for this optimization prahle

As the objective function is quadratic and striatlphcave with respect to both and S, this
problem has a unique solutio(”D;,D},Sl,ﬁ Q.2 .9 & ) that verifies the Karush-Kuhn-Tucker

optimality conditions listed in Table A.1.
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Table A.1. The Karush-Kuhn-Tucker optimality conditionsfor the optimization problem

oL

o pe (D)-¢ <0, D,20 and [pY(D)-4 D =0, (A7)
it

oL b b

oD, P (D) -4 <0, D20  and [pjt(Dn)_%JDﬂ =0, (A-8)
it

oL s s

g- _pit(st)+%soi Stzo and [_pit(31)+¢ﬁj|§zo1 (A,Q)
t

oL s s

< -p; (S )+4 <0, S20 and [-p}(S)*4 ]S =0, (A.10)
it

oL

0 T, +@ -4 -& <0, Q.20 and [-T,+@-4 -¢& |Q =0, (A.11)
jit

oL

E' Dit_St_Qt <0, % =20 and [Dit_St_QitJ(q =0, (A12)
it

oL

o0 D, +Q, -§ <0, %20 and [D,+Q,-S |4 =0, (A.13)
t

L

F- Qe = Ky s i 20 and |:jS[ — K ijn =0. (A.14)
jit

First, we examine the equilibrium at marketWe reason by contradiction and assume that, at

market equilibrium, the quantity supplied by thedloproducers is zero: i.e$ =0. Condition (A.9)
imposesg < p7(0) i.e., ¢ <g,. Condition (A.7) indicates thap? (D;)<¢ and thusa, - O, <
must hold. AsS, =0, condition (A.12) indicates thab, <Q; and condition (A.14) indicates that

it —

Qi <K . Ash >0, we must havey, -h K

jit

< ¢ which contradicts the assumptia -h K > ¢

(cf., Section 2) and thus invalidates the assumpgp=0. Hence, the equilibrium is such that the
local supply is positiveS; >0 which proves (cf. condition (A.9)) that the markeice ¢ at the
destination market is equal to the regional supplice, i.e. ¢ = pf(sﬁ). As ¢ >0, the condition
(A.12)is such thaD, =§ +Q, . As S, >0 and Q;, 20 (cf., (A.11)), the quantity demanded at market
I is positive: D; >0 and the condition (A.7) reveals that, at marketthe market priceg verifies

*

¢ =pP (D). Hence, the market pricg is equal to bothp? (D;) the price demanded by the local

consumers and:f(s[) the regional supply price. We Iet denote that market clearing price.

Second, we examine the equilibrium at markefAgain, we reason by contradiction and assume
that, at market equilibrium, the quantity demandsd the local consumers is zero: i.ed; =0.
Condition (A.8) imposesp; (0)<¢, that is: ¢, 2a,. As ¢, >0, condition (A.13) indicates that

S, =Q, and thus p}(S,)= §°(Q ). As Q, <K, , we havep:(s,)< (K, ). From condition
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(A.10), we thus havg, < pjf(Kjit ) which indicates that the conditiom, < ¢ +d K, must hold which
contradicts the assumptioa, > ¢, +d K, (cf., Section 2). So, the equilibrium is such tthet local

demand must be positivg, >0 which suggests that the market prige at the destination market is

*

equal to ¢, = p;?(D;t) the price demanded there (cf., condition (A.8).2 >0 and Q; 20, the

*

condition (A.13) reveal thaD, +Q, <§ which indicates thatS, >0 and thus, using condition

(A.10), we obtaing, = p; (S, ). So, at marketj , the market priceg, is equal to bothp? (D, ) the
price demanded by the local consumers mﬁtﬂg) the regional supply price. We 18} denote that

market clearing price.

Substituting P, and P, for ¢ and ¢, in condition (A.11), one can readily identify the

complementarity conditions (1) and (2) in the ctiods (A.11) and (A.14) that must hold at
equilibrium. Q.E.D.

Appendix B — Oligopolistic spatial arbitrages

In this Appendix, we present the technical develepis needed to prove Proposition 2. We
examine the collective behavior of tlié gas tradersWe proceed as in Gabriel et al. (2013) and
define a series of conditions that together chariaet the spatial equilibrium at time first, the
collection of G mathematical programming problems describing theers’ individual behavior, and
second, a complementarity condition similar to {Bat ties the traders’ individual optimization
problems and describes the market clearing comditidhe market for transportation rights.

First, each traderg D{l,...,G} is a profit maximizing agent that solves the faling

optimization problem:

Max |:p|tD($t ( Cft + qtg)+ ﬁf + jgg)_ Jﬁ( jtS(jitE]-l-jitiqg)_jil%]_jitiq;) Tt T_jﬁt }i t (B.1)

q?i(

S.t. qﬁl >0

where the non-negative decision variahfg is the flow traded byg from marketj to marketi at

time t, g;’ is a short notation for the sum of the flows dedidby the other tradersy? (.) and p} (.)

are the local inverse demand functions. The objedtinction (B.1) describes the total profit ob&n
by trader g. In that objective function, the unit revenue damgd in the destination market is

p.?(%(cft + o)+ g+ Jgg). The total unit cost is the sum ofpj?(sjt((ft +q°)-f - Jgg) the

1 From a technical perspective, this problem is mstance of what is known in the operations rese@mmmunity as a
Generalized Nash equilibrium problem (which is alsened a social equilibrium problem in economics). Mfer to the
survey in Facchinei -and Kanzow (2010) for a compnsive presentation of that type of problems anduiz et al. (2014)
for an overview of applications in the context oémgy markets.
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purchasing price inj, T

.« the unit transfer cost, and, the price of a transportation right. The
following reasoning is useful to further define tiedations S, (.) and S, () that characterize how, in
each market, the local industries’ aggregate suypglies as a function of the traders’ decisionsngys
o =Z§'=lqﬁ't as a short notation for the aggregate flow of tgassferred by all the traders, we can
remark that: at market equilibrium at time the local demanded price at the destination narke
(respectively the origin market) is pP (S + Q) (respectivelyp? (S, - Q) and that price must be
equal to the price obtained with the local invesspply function p$(S) (respectively p; (s, )).

Therefore, the functions, () ands, () are*?

t a; — G
St(Q):%_qu Q. and Sj‘(qi‘):bj+dj+q?rq

Q. (B.2)

Second, the market clearing condition at the maf&ettransportation rights is given by the

following complementarity condition that ensureattthe price of a transportation rigfit is equal to
zero Whenevelzjzlqﬁt the aggregate demand for transportation rightevier that the supply (i.e.,

whenever the transportation capacity constrairglask) and thatf;, is positive when supply falls

short of demand (i.e, when this constraint is biggti
G G
06, Y=k, and (S5 -x, |5, =0, ©3)
g=1 g=1

Replacing the relations (B.2) in the objective fiims (B.1), deriving the Karush-Kuhn-Tucker

conditions of the traders’ optimization problemslaisingP, and P, as a short notations for the local
prices (i.e.: P, = 9?($(Qt)+ Q) and P, = p,-'?(%(Qt)‘ Q )), we obtain the following set of

complementarity conditions that together charaptethe equilibrium conditions for oligopolistic
spatial arbitrages at time

chn -¢, <0 and

f
[ ( dh  db } ] ~
R-R-T |t | % & |4 =0, OgO{1,....G}, (B4)

12 Recall that we assume that the conditap—h Ki > ¢ is verified. AsQ;, < K, , the local supply in the destination

market | in equation(B.2) is positive. Similarly, we also assume ttgt > C, +q Kn . Hence, the local supply in the

origin market j in equation(B.2) is such that the amount consumed in the originketafi.e., the difference between local

supplies and exports; (Qu )— Q; ) is positive.
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G
0<¢&, Dk <K, and [qu - m) w =0, (B.5)
o

The economic interpretation of these conditionsiigilar to those detailed for the case of
competitive arbitrages except that the traders’gmaf profits to spatial arbitrage are now modifted
account for the players’ ability to exert marketyeo in both markets. The marginal revenue obtained
by trader g in the destination market ig, —ﬁ q; Where _I—bqqﬁ‘ represents the marginal
loss of revenue from getting a lower price for eatthe units the player is selling there. The ¢résl
marginal cost includes three distinct componeritghé marginal purchase cost in the origin market
P+d"bJ ¢ wh 98 ts th inal ti f #ihgh ice f

o g O w eremqjit represents the marginal cost increase from ge#tihggher price for

] ] | J

each of the units the player is purchasing (ilee, eéffect of the players’ oligopsonistic behavior i

market j ); (i) the marginal transfer codt, , and (iii) the price of a transportation rigit .

Lemma: There exists a unique vector of individual decisiq? and a unique pricef;

jit jit

that verifies the equilibrium conditior{B.4) and(B.5).

Proof: The conditions(B.4) and (B.5) together define the linear complementarity proble@P
(mM): z20, Mz+mz0 and Zz (Mz+n=0, where: z:[q}it & T;

A B _ _ | |
={ 5 0} is a real matrix whereB is the all-ones row matrix of sizéxG and

dh . db o o
= — + (IG +JG) where | the identity matrix of siz&s and Jg the all-ones
b +d B+d

square matrix of size G; and

— _h G + __6}[‘(& T e
Ka‘ Vo Py d] sy bﬁ} “]“

Z be a non-zero column vector c(fG+1) real numbers, we havez' Mz>0 because

z' Mzz(qd;bq + qd'er'q J ZGZH 77| and 22(;)2+ 2% 77 ZZ( ;)2+(§:1 izj . Hence,

i=1 i=1
j2i

M is positive definite. The Theorem 3.1.6 in Co#tleal., (2009, p. 141) indicates that, M is
positive definite, there exists a unique solutimthie LCP (m,M). Q.E.D.

From an empirical perspective, the experience ghawéh restructured natural gas markets

indicates that the individual decisiong are seldom publicly available whereas the aggesgratle
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flow Q, are. As in the case of competitive arbitrage, mag wonder whether there exists aggregate

complementarity conditions that must hold in casaroequilibrium. This is precisely the aim of the
following proposition which is presented in Sectib.

Proposition 2: If the following aggregate complementarity coratis:

0<Qy , R-R-Ti- Lk + 48 &_ i <0 and
b+d Bh+d)G "~
- - - dib db Qit _ _
{a R T, [h+q o ]E’ fm]qn—o, ®.6)
O< Ejit ) jSt < Ky, and (jS[ = K )Ejit =0. (B.7)

where R, and P, are the local market clearing prices, do not heait time t, the

equilibrium conditiongB.4) and(B.5) for oligopolistic spatial arbitrages are not vesdt
at that time.

Proof: We reason by contradiction and assume that thelibuin conditions(B.4) and (B.5) are

verified and, using the lemma above, we Iet:(qlmcﬁ ,E;n ) denote the unique vector of

decision variables that verifies these conditiofs begin with, we are going to prove that verifies:
either g% =0 for any g0{1,...G} , or g} >0 for any g J{1,...,G} . Let us assume that is

such that there jointly exists at least one tradgrwith qﬁt* >0 and at least one tradeg' with

qﬁt =0. According to the equilibrium conditiofiB.4), the marginal profits of these players are:

) . d, d;b, .
Trader g: P -F T, _[ﬁJr : J+JO] ]Oﬂt -&, =0, (B.8)
Trader g": P -P -T,-& <0, (B.9)

where P = p?(§ (Q)+ Q) and P, = p,-[f(% (@)-¢q ) Subtracting (B.8) from (B.9), we obtain

,d. ,b , and

i j (

b+d B+d

. d b L. - .
(&+#]qﬁ[* <0 which is a contradiction because we have assutrmohﬁt , d

b, are all positive numbers. Hence, has to be such that: eitheqﬁt* =0 for any g D{l,...,G} , or

q% >0 forany g0{1,....G} .

Using a similar argument, we can also prove thathe equilibrium is such thaqﬁt* >0 for any

g0{1,...G} , we must have|},” = J.?t*/G for every traderg 0{1,...,.G} . Let us assume tha is
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such that there exists two tradegs and g' with g%, = ¢ >0, the conditiongB.4) for these two

traders are such that:

. \ d; d;b . _

Trader g: R -P T {b. +bq + b J+]q qun -&, =0, (B.10)
1, S - _ dlb deJ v =

Trader g": P -F T, [b. v + b+ d ]oﬁt & =0. (B.11)

. ; ; dib dibl g™ _ 9" ) =
Subtracting (B.10) from (B.11), we obtain the eqlm{—q +d +t] +0] (qm a5 )_0 that can

only be verified if qﬁt* = qj?t'* . As such a reasoning is valid for every pair adirs, we obtain

qf, = g*/G for every traderg({1,...G} . As the conditionq},” = jigt*/G for every trader

Jit
g D{l,...,G} also holds when the aggregate output is equal,tavé can simply replacqﬁt* by

j?:/G in the equilibrium condition§B.4) and(B.5) to prove that if these conditions hold so do the

aggregate complementarity conditiofis6) and(B.7). Q.E.D.

Appendix C — A dynamic specification

The specification in Section 3.2 has a static matlihis technical Appendix outlines how it can
be extended to model the dynamics of the intergpelinkages that may exist in commodity markets.
Section C.1. recalls how the analysis in Kleit (B06an be adapted to correct for serial correlation
Section C.2. explains how this approach can alscadmpted to model a possibly time-varying
variance for the residual in regimes | and .

C.1 — Correcting for autocorrelation

Serial correlation due to both supply shocks anecslative storage activity is commonly
observed in the empirical studies dedicated to codity prices (Deaton and Laroque, 1946As the
presence of unmodeled autocorrelation can resuinéfficient estimates, the presence of serial
correlation has to be appropriately corrected‘fémterestingly, Kleit (2001) details a relevanistégy
to overcome this limitation and adjust for the plolespresence of serial correlation in our errante

&, - One has to keep in mind that the exact vaiye, cannot be directly observed. However, one can

13 1n the application discussed in this paper, twguanents motivate the presence of autocorrelatiinst,Fa pipeline system
can be described as a slow-moving transportatidrasiructure because a couple of hours are needethdve a given
molecule of methane from one market to the othecoi®l, the operation of a natural gas pipeline esystcreates a
temporary energy storage (the so-called line-pagKdr). As a result, daily observations are likédyjointly represent the
outcome of decisions taken both today and yesterday

14 Barrett and Li (2002, footnote 3) discussed theaseorrelation issue and claimed that the Cochea®rcutt method
could be used to correct for serial correlation. wiver, the distribution of the observed residualdresmatically modified
from one observation to the next in case of a regsmitch. Therefore, one may question the validity Gochrane-Orcultt
approach.
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consider the expected value of , given the evidence provided by the previous olzgem, which

results in the modified speC|f|cat|on:

Regimes | & II: R.-a, - X8 -Qv-4 E(eji(tfl) /7“({71)) =g (C.2)
Regimes Il I, & IV: R, -a, - X4 -Q y-4 E(gji(lfl)‘qji(tfl)) =g 44 (C.2)
Regimes V & VI: R.-a, - XB -Qr-4 E(g“([_l) 7 _1)) Sp— (C.3)

where: p, is an autocorrelation coefficient such that<p, <1; M5 is the observed lagged

jit-1)

residual, that isy;,_y =7,y - p; ( ‘/7“( 2)) and E(

|y - ) represents the expected value

of & given evidence provided by the observed laggeduak

The expected vaIuE(gji([_l) M_l)) can be computed as follows. Given the observeaeval the

lagged residuak_, and the parameter vect@lrs(e,,oji ) the probabilityP’, = F‘l)—l(r‘nji(t—l) ,91) that

the residual observed at time-1 was generated by regime is (Kiefer, 1980; Spiller and Wood,
1988, p.889-90):

A, - 91)

(/]"'a A, fm-l( ¢ ‘9) Z/]k ji ¢ 1)( ii(‘l)‘gl).

killl

s -
t-1

(C.4)

The expected vaIuE(s

(-1 ’7,1([71)) can be constructed from the observed resigyal, by: (i)
subtracting E(x) the expected value of the one-sided random varigh| weighted by the
probability to observe the regimes.llil, or 1V; and, (ii) addingE(v) the expected value of the non-

negative half-normal random variablg, weighted by the probability to observe the regirlesr

VI, ® that is:

E(e

’7n<rfl)):’7n<—:>‘[5’" Ry 2] Bu)+[ B B @) (C.5)

jit-1)

15 Denoting ¢ the density function of the standard normal disttion and ® its cumulative distribution function, these
expected values areE(,u) =0, (/)(0)/(1—613( 0)) and E(U) =0, (/)(0)/(1—613( O)) .
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The construction oE(e

”ji(tfl)) can be nested within the likelihood specificataiove. So,

jit-1)
the estimation proceeds again from a maximizatiothe log-likelihood function with respect to the

regime probabilitiest and the paramete subject to the preceding constraints anele p, <1.'

C.2 — An adapted GARCH specification

Regimes | and Il model the cases of zero margirdltfgo spatial arbitrage. In these regimes, the
random variable representing the marginal profispatial arbitrage is assumed to be equal to the

stochastic error ternz;, which has the same finite variane@ for all observations. Yet, one may

it
question the relevance of this homoscedastic astampms a large empirical literature has
documented the tendency of commodity prices toleixkime-varying volatilities. Accordingly, the
spatial price differential (and thus the marginahts to spatial arbitrage) is likely to show sigris
heteroscedasticity. Inspired by the strategy pregas Kleit (2001) to correct for serial correlatjat

is also possible to design a modified specificatitrereby the variance of the marginal rents toiapat

arbitrage observed in regimes | and Il is alloweddry over time.

For the purpose of capturing the dynamics of uadett, a Generalized Autoregressive
Conditional Heteroscedasticity (GARCH) model (Badlev, 1986) represents an attractive approach

that has been widely applied to model commoditykeis: Given the time serigg, andQ, defined
above, a GARCH(1,1) specification can be writtefodsews:
Regimes | & II: R.-a, - X8 -Qv-4 E(eji(tfl) /7“({71)) =g (C.6)
Regimes Il 1, & IV R, =a, =X - Q =4 E(g | miy) =5 +4 (C.7)
Regimes V & VI: R.-a, - XB -Qr-4 E(g“([_l) qji([_l)) S— (C.8)
& =h, & (C.9)
hjy =@, +4 [E(‘fn(r—l)‘”ﬂ(t—l))}z+¢n Wiy (C.10)

where: (C.6), (C.7) and (C.8) are the mean equsiti(@.10) is the conditional variance equation;

(C.9) relates the random errey, to the standardized residug| which is assumed to be an i.i.d.

standard normal random variable; and, , o, and ¢, are the usual, non-negative, GARCH(1,1)

e

parameters.

'® Regarding the particular case of the first obséioa, an arbitrary value has to be taken fE'(sjio|/7ji 0) becauses;;,

cannot be observed. In this paper, the initial mlﬁ(gji0|/7“ 0) is taken as equal to zero (that is, the conditionaan of

& given T )
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Compared to the usual GARCH specification, equaf©ri0) involves the use of the squared
2
expected vaIu{E(sii(t_l)‘/yji(t_l)ﬂ in spite of the true valuef, , which cannot be observed in this

regime switching model. Again, the constructioritef expected vaIuE(gH(t_l)

/7ji((—l)) is based on the
following reasoning: given the observed valye , , the values of the parameteds= (6’1,wji .0, .8, )

and h?

ii2) it is possible to evaluate the probabilitie®, and thus E(Eji(t—l)

/7,1([—1)) USing
(C.5).
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