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Purpose: To investigate a novel approach for structure-function modeling in
glaucoma to improve visual field testing in the macula.

Methods: We acquired data from the macular region in 20 healthy eyes and 31 with
central glaucomatous damage. Optical coherence tomography (OCT) scans were used
to estimate the local macular ganglion cell density. Perimetry was performed with a
fundus-tracking device using a 10-2 grid. OCT scans were matched to the retinal
image from the fundus perimeter to accurately map the tested locations onto the
structural damage. Binary responses from the subjects to all presented stimuli were
used to calculate the structure-function model used to generate prior distributions for
a ZEST (Zippy Estimation by Sequential Testing) Bayesian strategy. We used
simulations based on structural and functional data acquired from an independent
dataset of 20 glaucoma patients to compare the performance of this new strategy,
structural macular ZEST (MacS-ZEST), with a standard ZEST.

Results: Compared to the standard ZEST, MacS-ZEST reduced the number of
presentations by 13% in reliable simulated subjects and 14% with higher rates (�20%)
of false positive or false negative errors. Reduction in mean absolute error was not
present for reliable subjects but was gradually more important with unreliable
responses (�10% at 30% error rate).

Conclusions: Binary responses can be modeled to incorporate detailed structural
information from macular OCT into visual field testing, improving overall speed and
accuracy in poor responders.

Translational Relevance: Structural information can improve speed and reliability for
macular testing in glaucoma practice.

Introduction

Visual field examination is key to the diagnosis of
glaucoma and monitoring glaucoma progression.
However, perimetric examinations require strong
cooperation from the person being tested,1 and
measurement variability abounds. Better examination
procedures designed to reduce this measurement
variability would have a clinical impact.2

Staircase algorithms determine seeing thresholds by
presenting stimuli in sequences of decreasing and
increasing intensity. This process takes a long time

and leads to examination fatigue.1,3 Bayesian algo-
rithms, such as Swedish Interactive Threshold Algo-
rithm (SITA),3,4 Quantile Estimation After Supervised
Training (QUEST),5 or Zippy Estimation by Sequen-
tial Testing (ZEST),6 use subject’s response to itera-
tively update a prior distribution of probable threshold
values. The algorithm stops when the responses from
the subject are deemed sufficient to reliably estimate
the threshold, reaching a stopping criterion.7 Such an
approach has allowed fast estimation of sensitivity
values with minimal to no loss in accuracy.3 Most
importantly, it makes it easier to introduce additional
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information as prior knowledge in the testing proce-
dure, for example by modifying the starting threshold
distribution.

With the development of novel imaging tech-
niques, such as spectral domain optical coherence
tomography (SD-OCT), structural prior information
can also be gathered on the presence, extent, and
localization of glaucoma damage. Dennis et al.8

described a method to include such information in
the ZEST strategy and showed, through simulations,
the effect of the accuracy of the structural predictions
on the final results of the strategy. Later, Ganeshrao
et al.9 used a decision tree approach to inform the
testing strategy with structural measurements from
circumpapillary retinal nerve fiber layer (CP-RNFL)
OCT scans and tested the improvements via simula-
tions on a 24-2 grid. Despite this, the proposed model
was mostly limited by the fact that CP-RNFL scans
provide circular measurements of the RNFL thick-
ness around the optic nerve head and do not quantify
the loss of tissue at each tested location; thus, the
damage could be mapped only to whole sectors of the
visual field. This is especially limiting when it comes
to testing the macular region, where much more
detailed structural features can be measured.10,11 Yet,
structural guidance for perimetric testing could be
greatly beneficial for patients who undergo macular
assessment, especially when they suffer from ad-
vanced damage and poor fixation and are tested with
denser grids. For example, in the Humphrey Visual
Field Analyzer (Zeiss Meditec, Dublin, CA), a typical
10-2 grid tests 68 locations, as opposed to the 54 in the
24-2 grid.11–13 Although the actual improvement in
diagnostic ability of dense macular grids still needs to
be clarified,14 the importance of precise macular
testing is being increasingly recognized, especially
considering that a typical 24-2 grid does not allow for
accurate detection of macular damage.12,15

Comprehensive work from Hood and colleagues11

showed how the combination of detailed structural
and functional information in the macular region can
help identify features of glaucoma damage, such as
specific areas more vulnerable to damage, and
interindividual variations in the anatomy that could
affect the clinical evaluation. In this work, we aimed
at using the detailed two-dimensional structural
information provided by macular SD-OCT scans to
build a structure-function model for the macula that
could be easily employed to inform perimetric testing.
To improve the accuracy of our model, we used a
fundus perimeter employing an implementation of the
ZEST as the standard testing strategy and equipped

with scanning laser ophthalmoscopy (SLO) tracking
to acquire measurements from healthy subjects and
patients with glaucoma.16–18 This allowed precise
localization of the stimuli on the structural maps.
Furthermore, instead of using the final thresholds
from the tests, we built our model based on subjects’
binary responses (seen or not seen) to each stimulus
projected during the test. This allowed the estimation
of probability of seeing (POS) curves based on the
structural damage. Such curves were then used to
calculate structurally based prior distributions for a
modified structural ZEST (MacS-ZEST). We also
took advantage of a standard method developed by
Raza and Hood10 to quantify the structural damage
in terms of estimated loss of ganglion cells. Finally,
we tested the improvements in accuracy and speed via
simulations, comparing our novel strategy with a
standard implementation of the ZEST.19

Methods

Subject Enrollment

Data from 52 glaucoma patients with macular
damage and 20 healthy subjects were collected at the
Eye Clinic of San Paolo Hospital (Milan, Italy) and
Humanitas–Gavazzeni Hospital (Bergamo, Italy).
The protocol received approval from the local ethical
committee (Humanitas–Gavazzeni Hospital Ethical
Committee, reference number 161/18gav) and ad-
hered to the tenets of the Declaration of Helsinki.
Informed consent was acquired from all participants
prior to testing. All subjects had to be older than 18
years of age, have a spherical refractive error between
�10 andþ6 diopters (D) and astigmatism within 6 2
D, and be absent of any systemic disease or drug
treatment that could affect the execution of the visual
field test.

Healthy subjects had to have no ocular conditions
or previous ocular surgery other than uncomplicated
cataract surgery, have normal appearance of the optic
nerve head, and have no retinal conditions or
significant media opacities that could affect the visual
field. Subjects were sequentially enrolled among the
staff of the clinics, patients’ partners, and spouses or
people attending the clinics for routine eye examina-
tions. All subjects underwent a complete ophthalmo-
logic evaluation to exclude any eye pathology.

Glaucoma patients were sequentially enrolled from
glaucoma clinics. All subjects had to have a clinical
diagnosis of glaucoma and a visual field defect
involving the macular region. Macular damage was
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assessed by screening the 24-2 visual fields in the
clinical charts and identified as a significant reduction
in sensitivity within 108 from fixation on the total
deviation maps (P , 0.05). For all patients, the
presence of conditions other than glaucoma that
could have caused central visual field defects (includ-
ing retinal or neurologic disease, cataract, or signif-
icant media opacities) were evaluated and excluded.

SD-OCT Scans

For all subjects, CP-RNFL scans and macular
raster scans using SD-OCT (Spectralis; Heidelberg
Engineering, Heidelberg, Germany) were acquired.
Macular raster scans were composed of 121 vertical
sections with 60-lm spacing, centered on the fovea.
All data, including segmentations of the ganglion cell
layer (GCL), were exported in RAW format and
imported into MATLAB (The MathWorks, Natick,
USA) for further analysis.

We transformed GCL thickness maps into esti-
mated ganglion cell count (GCC) maps using the
method proposed by Raza and Hood.10 This method
employs the histologic ganglion cell density (GCD)
map provided by Curcio and Allen20 from normal
subjects and a normative thickness map of the GCL.
These two maps are combined to obtain a volumetric
GCD map that can later be used to convert any given
GCL thickness into an estimated GCC. The norma-
tive thickness profile was obtained by averaging both
eyes of 35 normal subjects for an independent study
published previously.21 The transformation of thick-
ness into GCD was meant to account for the normal
decrease of GC with eccentricity, helping to reduce
the floor effect. In fact, the same structural thickness
at different eccentricities would correspond to differ-
ent densities. Moreover, this was meant to make our
structure-function model comparable with other
approaches that have related the sensitivity to the
GCD.22

Perimetric Testing

To improve the precision of structure-function
mapping (see next section), perimetric testing was
performed with a fundus perimeter equipped with
SLO tracking (Compass; CenterVue, Padua, Italy).
Healthy subjects naive to perimetry underwent a
training phase with a four-location example grid.

All 20 healthy subjects were tested with a 10-2 grid
centered on the preferred retinal locus (PRL) of
fixation, as determined by the device at the beginning
of the test.16,23 The determination of the PRL consists

of a 10-second fixation trial, during which time the
device maps the part of the retina used by the subject
for fixation. These subjects were tested with the
standard ZEST strategy implemented in the device.

The 50 glaucoma patients were randomly divided
into two groups. Group 1 had 30 patients who
underwent the same examination routine described
for healthy subjects. Group 2 had 20 patients who
were examined three times using a full-threshold
strategy (4-2 staircase) with a custom-designed small
grid composed of eight testing locations at 1.48 and
4.28 from fixation (coordinates, degrees: 1, 1; �1, 1;
�1, �1; 1, �1; 3, 3; �3, 3; �3, �3; 3, �3). Fundus
tracking helped ensure that the tested retinal locations
were the same in all three repetitions. All perimetric
tests used a Goldmann size III (G-III) stimulus. The
rationale for the testing protocol is explained in the
following sections on structure-function modeling and
validation.

Structure-Function Modeling

Fundus images from the SD-OCT and the fundus
perimeter (used to track the acquisition of the
functional and structural measurements, respectively)
were matched using a projective transformation (Fig.
1). The estimation of such transformation is based on
feature detection in the two images using the Speeded
Up Robust Features (SURF) algorithm24 as imple-
mented in MATLAB. Projective transformation can
account for linear distortions needed to match the
images from the two devices, but they may converge
to local minima, giving incorrect solutions. Therefore,
all results were visually inspected (GM and DA) to
ensure correct alignment. This provided a spatial
transformation that could be used to map the
coordinates of the tested locations onto the structural
SD-OCT thickness map and hence on the estimated
GCC map.

We calculated the local GCD within square tiles
centered on each of the tested locations and having
the same area as a G-III stimulus, the same used in
this study. The model proposed by Drasdo et al.25,26

was then used to compensate for lateral displacement
of ganglion cells. As this model was applied to all
vertices of the tile, the squares were radially displaced
and distorted (Fig. 2). Furthermore, since the Drasdo
model is based on anatomical features, we applied the
deformation taking the actual fovea, determined by
the OCT scans, as the center of the displacement,
which might not coincide with the center of the testing
grid, resulting in asymmetric displacements of the tiles
(Fig. 2). The local GCD was estimated by calculating
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the total estimated GCC within the deformed tile and
dividing this number by its area.

For the structure-function model, we used all the
data from the examinations performed with a 10-2
grid (healthy subjects and glaucoma in group 1).
Instead of modeling the final estimated threshold, we
extracted single subjects’ responses to each stimulus
presentation. Specifically, we analyzed the seen/not
seen outcome for each stimulus presentation as
signaled by the subjects during the test by pressing
the response button on the perimeter. We then
modeled the response as a binary process using a
multivariate logistic model (detailed in the Appendix)
that included, as predictors, the age of the subject, the
local log10(GCD), and the eccentricity and the
intensity of each projection. Interactions between
the intensity of the projection, the log10(GCC), and
the eccentricity allowed for a change in slope and
intercept of the logistic model, as these three
parameters varied. An example of the resulting curves
at different GCD (without considering eccentricity) is
depicted in Figure 3. These logistic curves can be
interpreted as estimated structural POS curves. The
change in location along the horizontal axis (stimulus
intensity) and the slope of the curve model the

expected probability of response and its variability,
respectively. The structure-function model was built
and fitted in the software R (R Project for Statistical
Computing, Vienna, Austria).

Implementation of the Structural Strategy

The basis for the structural strategy was an
implementation of the ZEST described by Turpin et
al.19 Such a strategy was used for comparisons in the
simulations. Briefly, the prior distribution for each
tested location was a combination (in a proportion of
4:1) of an empirical distribution of normal and
abnormal thresholds.The mean of the prior distribu-
tion is used as the intensity of the first projection. The
prior distribution is then multiplied by a likelihood
function centered on the intensity of the projection to
produce a posterior distribution. The function could
be increasing (for a seen) or decreasing (for a not
seen). The posterior distribution is finally scaled and
used as the prior distribution for the next iteration. In
our work, we used the same starting prior distribution
and likelihood function as in Turpin et al.,19 varying
the mode of the normal peak according to the age of
the subject. The model for the macular sensitivities
was estimated using a large collection of visual field

Figure 1. Matching of fundus images from the Compass perimeter and the Spectralis SD-OCT. (A) Exemplar fundus image of a
glaucoma patient with the locations of the 10-2 grid superimposed, as recorded by the tracking system. The red outline indicates the
fundus area that was matched with the image from the Spectralis. (B) Matched image from the Spectralis distorted using a projective
transformation and superimposed to the fundus image from Compass. The transformation establishes a two-way relationship between
the structural map produced by the OCT and the functional map produced by the perimeter. As such, it can be used to map the tested
locations from Compass onto the macular OCT map and vice versa.
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tests from 444 healthy subjects recruited for the
validation study for the Compass.18 These subjects
were examined with a grid that contained all the
points of a 24-2 grid with 12 additional macular
points. A mixed model with eccentricity and age as
predictors was used to estimate the normal sensitivity
for the tested locations.

The MacS-ZEST strategy replicated the ZEST
procedure changing the starting prior distribution
according to the structural information from the
OCT. The structural prior distributions were derived
from the structure-function model by centering the
normal peak on the 50% threshold predicted from the
structural POS curves (Fig. 4B). This allowed for
different average threshold in the starting distribution
depending on the structural GCD. The abnormal
component in the prior distribution was weighted
according to the difference between the predicted
structural mean threshold and the expected mean
threshold for a subject’s age. The exact formula for the
weighting is detailed in the Appendix. The presence of

the scaled abnormal component of the curve ensured
faster convergence toward lower thresholds.

The structural strategy was implemented in R
using the Open Perimetry Interface (OPI) package27

to provide open access to our algorithm for testing in
a reproducible environment.

Implementation of the Simulations

We used the method proposed by Henson et al.28

as implemented in the OPI package27 to simulate
subjects’ response. This formula combines responses
from glaucoma and healthy subjects and varies the
slope of the sampling frequency of seeing function of
the response according to the input threshold (see
details in the Appendix). It also allows for arbitrary
rates of false positive (FP) errors, indicating the rate
at which the simulated patient is responding when no
stimulus is seen, and false negative (FN) errors,
indicating the rate at which the simulated patient is
not responding, even when a stimulus is perceived.
First, we simulated responses from reliable subjects
(FP 3%; FN 3%). We then simulated increasing rates
of either FP or FN errors (10%, 20%, and 30%), while
keeping the other parameter fixed at 3% (either FN or
FP errors, respectively). The simulation was stopped
when each location reached a standard deviation (SD)
in the posterior distribution ,1.5 dB, a widely used
limit for dynamic termination.8,29,30 For both strate-
gies, the likelihood function was a Gaussian cumula-
tive distribution function (SD ¼ 1) centered on the

Figure 2. Quantification of the local macular damage. (A)
Exemplar estimated GCC map derived from the segmented GCL
in a macular OCT scan. The black squared regions are centered on
each one of the 68 locations in the 10-2 grid and have the same
area as a G-III stimulus. (B) The same regions displaced and
distorted using the model proposed by Drasdo et al.26 The
anisotropic distortion is a consequence of the shift of the grid
center from the anatomical fovea.

Figure 3. Example of POS curves for different values of local GCD,
as predicted by the structural OCT measurement. The logistic
model predicts steeper curves for higher GCD values, centered on
higher thresholds. Conversely, for lower GCD values, the POS
curves were shallower and centered on lower thresholds. For this
example, different from the actual structure-function model, the
curves were calculated without taking the eccentricity and age
into account.
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tested threshold, whose maximum and minimum
values were capped at 0.03 and �0.03, respectively.
In order to have realistic inputs to the simulations
accurately reflecting the true relationship between
structure and function in a real patient, we used data
from the 20 glaucoma subjects in group 2, tested three
times with a 4-2 strategy at eight locations. Results
from the three tests were averaged to obtain accurate
estimates of the real threshold. These results also
represented an independent dataset set for validation
of the MacS-ZEST. The averaging process and the
alignment for the three tests with the fundus tracking

was meant to improve the reliability of the estimated
threshold.

Performance of the perimetric examination strat-
egies were compared in terms of number of
presentations and mean absolute error (MAE) from
input thresholds per subject. The 90% and 95%
quantiles for each threshold value were also mea-
sured and compared for reliable responses, typical
FP (FP 20% and FN 3%) and typical FN (FP 3% and
FN 20%). All simulations were performed in R using
the OPI package. Mean difference in MAE (decibels)
between the two strategies was calculated using
linear mixed models, where random effects account-
ed for correlations among simulation results from
the same subject.31 Percentage reductions in MAE
and number of presentations were evaluated using
generalized linear mixed models with a log link
function. This modeling approach provided esti-
mates and standard errors of percentage change in
the linear scale, while the log link function accounted
for the skewed distributions of positive values (MAE
and counts for the number of presentations). P
values are not reported as hypothesis testing is
meaningless in a context where arbitrary increase in
the number of simulations could yield statistical
significance at any given a value. Bias and variability
are also reported. Bias was calculated as the mean
error of each estimated threshold from the input
threshold, while variability was calculated as the
mean absolute deviation (MAD) from the mean
estimated threshold. All statistical calculations were
performed in R.

Further validation to confirm the reduction in the
number of presentations on a full 10-2 field (68
locations) was also performed with simulations using
data from healthy subjects and glaucoma patients in
group 1, the same used to build the structure-
function model. To avoid biasing the results, in this
set of simulations we refitted the structural model
with a leave-one-out cross-validation approach and
predicted the structural prior distributions from the
model that did not contain information on the
subject being simulated.

Results

Demographics of the three groups of study
participants are summarized in Table 1. Throughout
the study, only one eye per subject was analyzed,
chosen at random if the both eyes were eligible.
Normal subjects were on average significantly youn-
ger than glaucoma patients (mean difference 22

Figure 4. Example of starting prior distributions for the two
Bayesian strategies used in the simulations. (A) Prior distributions
of four parafoveal locations with the standard ZEST. The four
curves are identical. (B) Prior distributions for the same points
derived from the structure-function model. For the damaged
location, the abnormal component is weighted more, with the
mode of the ‘‘normal’’ portion of the curve centered on lower
sensitivities.
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years), but they spanned a wide range of age (26–83
years). Mean deviation (MD) values for glaucoma
subjects were extracted from the 24-2 Humphrey
visual field examinations (Zeiss Meditec) in the
clinical charts, all performed within 1 month from
the recruitment date. There was no statistically
significant difference (P ¼ 0.89) in MD between the
two groups of glaucoma patients, indicating a similar
severity in visual field loss.

The parameter estimates for the structure-function
model fitted on data from 20 healthy subjects and 31
glaucoma patients (group 1) are reported in the
Appendix. An example of the output from the
structure-function model, not including the effect of
eccentricity, is depicted in Figure 3. As expected for
different local GCD values, the model predicted

different POS curves. The curves were steeper and
centered on higher sensitivities for higher structural
GCD estimates, whereas they were shallower and
centered on lower sensitivities for lower structural
GCD estimates. Figure 5 shows the relationship
between real threshold values and the 50% threshold
predicted from the model on the subjects in group 2.
As with other structure-function models relying on
OCT images,10,32 our estimates suffered from a
significant upward bias at lower thresholds due to
the floor effect in the structural measurement.
Therefore, the effective range of accurate prediction
of the model was limited to values above 20 dB.

Adaptive starting prior distributions for the MacS-
ZEST could be obtained from these POS curves, as
described in the Methods section. Figure 5 shows an
example from a patient where locations with the same
eccentricity from the fovea had very different starting
prior distributions due to the very different structural
GCD estimate. This contrasts with the standard
ZEST, where locations with the same eccentricity
are given the same starting prior distribution.

We compared the performance of the standard
ZEST and the MacS-ZEST using structural and
functional data input from glaucoma patients in
group 2 (n¼ 20; 500 simulations per subject on eight
locations). Error plots in Figure 6 show a comparison
at different input thresholds of the 95% and 99% error
limits for reliable responses, 20% FP errors, and 20%
FN errors. In general, MacS-ZEST offered a better
control over extreme errors, especially on the 99%
error limits, in unreliable patients. The MacS-ZEST
showed a slight upward increase in the average error
at 15 dB (1.3 dB on average). This sensitivity value
was obtained from the average of tests at one location
in a single patient whose average sensitivity was lower
than predicted by the structural model. This location
was at the edge of a structurally damaged region (see
Supplementary Fig. S1).

Table 1. Demographics of the Three Groups

Group

Healthy Eyes,
n ¼ 20

Glaucoma Group 1, Eyes,
n ¼ 31

Glaucoma Group 2, Eyes,
n ¼ 20

Age, y 48 6 16 [26, 83] 70 6 14 [34, 88] 71 6 16 [34, 90]
24-2 MD, dB – �13.9 6 7.5 [�31.6, �1.3] �13.5 6 5.4 [�23.2, �3.4]
BCVA, decimals 0.98 6 0.05 [0.80, 1.00] 0.73 6 0.22 [0.15, 1.00] 0.86 6 0.13 [0.6, 1.00]

Visual fields (24-2) were extracted from clinical charts and were not available for healthy subjects. Healthy subjects were
on average younger than both glaucoma groups but spanned a wide range of age. Only one eye per subject was analyzed.
Data are reported as mean 6 SD [minimum, maximum]. MD, mean deviation; BCVA, best corrected visual acuity.

Figure 5. Accuracy of predictions of the 50% thresholds from the
structure-function model for subjects in group 2. On the horizontal
axis, the real threshold values estimated by averaging three
perimetric tests. On the vertical axis, the prediction from the
structure-function model. The purple dots represent each single
location, while the black line represents the ideal perfect
equivalence. Due to the bottom floor effect, the thresholds are
largely overestimated below 20 dB.
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The average number of presentations needed to
converge to threshold is reported in Figure 7. The
major improvement in speed was for thresholds above
10 dB, where the structural prior distributions were
more informative.

We then compared the average MAE improvement
per subject at all tested rates of FP and FN errors
(Table 2). As expected, we could not detect any
substantial decrease in MAE when reliable responses
were simulated (Fig. 8). However, the average number
of presentations per eight locations was reduced by
12.6% (12.3%, 13%) (mean [95% confidence interval
(CI)]), reducing from 43 6 3.6 (mean 6 SD) to 37 6

3.6, respectively. Increased FP and FN error rate
worsened the accuracy for both strategies. However,
MacS-ZEST was less affected than standard ZEST,
especially when the error rate was larger than 10%.
For example, at 30% FP error, the MAE was 10.6%
[9.2%, 12.1%] (0.41 [0.37, 0.45] dB) less for MacS-
ZEST and 18.3% [16.9% 19.7%] (0.68 [0.65, 0.71] dB)
less at 30% FN. The number of presentations was

reduced for all tested levels of error rates with MacS-
ZEST (see Table 2 and Figure 8).

Extrapolating these results to a full 10-2 grid (68
locations) would predict a reduction of 51 presenta-

Figure 6. Results of simulations (500) with reliable responses (top
panels), 20% FP errors (middle panel), and 20% FN errors (bottom
panel) for the MacS-ZEST (left panels) and the ZEST (right panels).
The graphs report the error in decibels (vertical axis) at different
input thresholds (horizontal axis). The black lines represent the
mean error, while the shaded areas represent the 95% quantiles
(enclosed in the blue lines) and the 99% quantiles (enclosed in the
red lines). No improvement in precision was evident in reliable
subjects, while an important shrinkage of the 95% and 99%
quantiles was evident with high FP and FN errors.

Figure 7. Average number of presentations per location (solid
line) at different sensitivities with simulated reliable responses (top
panels), 20% FP errors (middle panel), and 20% FN errors (bottom
panel) for the MacS-ZEST (red) and the ZEST (green). The graphs
report the number of presentations (vertical axis) at different input
thresholds (horizontal axis). The vertical bars represent the SDs at
each simulated input threshold. A reduction in presentations was
obtained for thresholds higher than 10 dB.

Figure 8. The left panel shows the mean difference per test in MAE
between MacS-ZEST and ZEST for reliable subjects (dark gray) and
for increasing levels of FP (red) and FN (blue) errors. The middle panel
shows the same difference as percentage reduction. The right panel
reports the percentage reduction per test in the number of
presentations obtained with MacS-ZEST. The vertical bars represent
the 95% CI for 500 simulations. Each test included eight locations
(the small grid used for group 2). CI, confidence interval.
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tions for both reliable subjects and for subjects with
20% FP error rate. To validate these estimates, we
ran a second set of simulations using reliable
responses, 20% FP error rate and 20% FN error
rate using data from the all 51 subjects (healthy and
glaucoma) used to fit the structure-function model as
input. To avoid biasing the estimates, we refit the
model 51 times, each time leaving out the subject
that was used in the simulation. The average

reduction in the number of presentations needed to
complete the test was less than estimated from the
small grid simulations (26 presentations reduction in
healthy reliable subjects and 13 presentations in
reliable glaucoma subjects) and was strictly depen-
dent on the level of damage (reported in Fig. 9 as the
mean sensitivity), being larger for less damaged
visual fields (Table 3). No advantage in the number
of presentations could be seen when very advanced
damage was present.

Discussion

In our work, we aimed at creating a model of POS
curves for macular locations based on structural
features measured with SD-OCT. We developed a
logistic model based on data from 31 glaucoma
patients and 20 healthy subjects tested with a 10-2
grid. The structural strategy was then validated using
an independent dataset of 20 glaucoma subjects,
where a few locations (eight) were tested with high
precision. This ensured that the inputs to the
simulations were very close to the true thresholds,
yielding a realistic structure-function relationship in
the data.

While no noticeable difference in precision could
be found in reliable subjects with the MacS-ZEST, an
improvement was evident for increasingly unreliable

Table 2. Speed and Precision of the Structural Strategy

Reliable Errors 10% 20% 30%

MAE, dB
MacS-ZEST 1.66 6 0.35 FP 1.97 6 0.40 2.64 6 0.64 3.52 6 1.04

FN 1.86 6 0.39 2.36 6 0.52 3.18 6 0.63
ZEST 1.66 6 0.32 FP 1.97 6 0.34 2.77 6 0.57 3.93 6 1.00

FN 1.89 6 0.34 2.60 6 0.41 3.86 6 0.49
Bias, dB (MAD)

MacS-ZEST �0.07 (1.60) FP 0.43 (1.96) 1.38 (2.54) 2.51 (2.90)
FN �0.49 (1.77) �1.28 (2.17) �2.34 (2.80)

ZEST 0.01 (1.65) FP 0.54 (2.00) 1.64 (2.77) 3.09 (3.41)
FN �0.45 (1.87) �1.49 (2.50) �3.04 (3.63)

Number of presentations for eight locations
MacS-ZEST 37 6 3.6 FP 38 6 3.5 38 6 3.2 37 6 2.7

FN 38 6 3.4 39 6 3.1 40 6 2.9
ZEST 43 6 3.6 FP 43 6 3.8 44 6 3.5 43 6 3.1

FN 44 6 3.3 46 6 2.9 47 6 2.6

Average MAE (top) and number of presentations (bottom) per field (small grid, eight locations) for both strategies in
glaucoma subjects (group 2) for reliable responses and increasing rates of FP and FN errors. The middle part of the table
reports the bias (calculated as the mean error from input threshold) and variability (calculated as the MAD from the mean
estimate). Data are reported as mean 6 SD, except for the middle sub-table where bias (MAD) is reported.

Table 3. Number of Presentations for a 10-2 Test

Number of Presentations,
10-2 Grid, 68 Locations

Reliable FP 20% FN 20%

Healthy
MacS-ZEST 277 6 20 275 6 15 302 6 21
ZEST 303 6 16 301 6 12 344 6 17

Glaucoma
MacS-ZEST 338 6 35 353 6 36 347 6 33
ZEST 351 6 29 380 6 33 370 6 28

Average number 6 SD of presentations per field (10-2,
68 locations) for both strategies in healthy and glaucoma
subjects (group 1). The percentage reduction was 8.6%
[8.5%, 8.8%] (mean reduction [95% CI]) in reliable healthy
subjects and 3.9% [3.7%, 4.0%] in reliable glaucoma
subjects.
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responses (either increasing FN or FP errors,
especially when larger than 10%). The number of
presentations was generally lower in both cases.

However, the MacS-ZEST did not increase the
speed of convergence for very low thresholds. This is
likely due to the fact that, for advanced damage, the
bottom floor effect in structural predictions is
predominant.10 This is clear in Figure 4, where the
estimates for thresholds below 20 dB are clearly less
accurate and positively biased. Although this was
accounted for by using varying weights for the
abnormal curve when building the prior distributions
in order to reduce the risk of bias at damaged
locations, the resulting structural prior distributions
were weakly informative for low sensitivities. Never-
theless, structural information was able to confine the
threshold estimates to lower values, reducing the 95%
and 99% limits of errors with high rates of FP errors.
On the other hand, convergence for healthier loca-
tions was faster due to the more precise estimate from
structural measurements. For these locations, the
MacS-ZEST was also protective against increased
rates of FN errors.

When simulations were carried out for full 10-2
grids, the improvement in speed per test was
proportional to the extent of the glaucoma damage
(Fig. 9), ranging from 8.6% [8.5%, 8.8%] (mean
reduction [95% CI]) in reliable healthy subjects and
3.9% [3.7%, 4.0%] in reliable glaucoma subjects. This
was on average much less than observed for reliable
simulated subjects using data from group 2 (12.6%
[12.3%, 13%]). This might be due to the fact that in
group 1 we did not repeat the test to obtain a more
accurate estimate of the true threshold, as in group 2,
yielding a less realistic structure-function relationship.
However, another likely explanation is that fields in
group 1 included a wider range of low sensitivities.
This is consistent with the fact that we observed no
benefit for severely depressed fields (Fig. 9). Results
were similar when responses with 20% FP or with
20% FN error rate were simulated.

Previous works have investigated the possibility of
introducing structural information into perimetric
tests. Dennis et al.8 proposed a theoretical method
to modify ZEST prior distributions according to
educated guesses from hypothetical structural mea-

Figure 9. Average number of presentations for full 10-2 fields (68 locations) for both strategies for reliable responses (top), 20% FP
errors (middle), and 20% FN errors (bottom). The difference in speed between the two strategies was negligible for fields with a mean
sensitivity below 10 dB. The vertical bars indicate the SD around the mean.
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surements by changing the mode of the normal
component of the general ZEST prior distribution.
However, their work focused more on assessing the
theoretical benefits on precision and number of
presentations, as well as the bias of the determined
sensitivities for increasing differences of the structural
estimate from the real threshold. Hence, they did not
use an explicit structure- function model and actual
structural data in their analysis. Other work from the
same group9 used RNFL SD-OCT data and the
structure-function model developed by Hood and
Kardon32 to predict the expected threshold. They then
used a mix of decision trees and ZEST strategy to
guide the initial projections using the structural
information. They found an important reduction in
the number of presentations but not a large reduction
in the error with the structural strategy. This is in
agreement with our results. On the other hand, the
actual increase in precision is much less than what was
predicted by Dennis et al.,8 where the effective range
of structural predictions was assumed to span the
whole domain of tested sensitivities. However, this is
largely prevented with real structure-function models
(and in our case) by the bottom floor effect.

One novelty in our work is that we used patients’
responses (seen or not seen at each stimulus presen-
tation) instead of the final threshold estimates to build
the structure-function model for the structural strat-
egy. Such an approach has the advantage of modeling
the phenomenon generating the estimate of the
thresholds rather than the final results of a specific
testing strategy. This allowed for simultaneous esti-
mation of the predicted threshold and its variability
for different levels of structural damage. Moreover,
the use of random slopes in the structure-function
model (see the Appendix) accounted for interindivid-
ual variability in the response in a way that would not
be possible by just using final threshold estimates.
Although this information was not directly used in our
strategy, since we derived our estimates from the
population level prediction of the model, accurate
modeling of the random components can affect the
estimates at the population level.31 This modeling
approach could have potential further use, for
example, to build structure-function curves by tracing
the 0.5 level curves in the multivariate logistic model.
One limitation is that slope estimates are biased when
estimated using presentations from sequential adap-
tive strategies,33 but this is unlikely to make any
substantial differences for the applications we are
proposing in a clinical scenario. However, we did not
use the information on the slope derived from the

structure-function model in the testing procedure.
Future work might expand the current methodology
to include the uncertainty of the threshold estimate
derived from the structural data.

Another strength in our analysis is that we used
data acquired with a fundus perimeter, obtaining a
more consistent testing of the same retinal locations
than with traditional perimetry. This is important,
especially when analyzing the macular region that is
usually tested with dense grids, such as the typical 10-
2, where locations have a spacing of 28. In these
testing conditions, fixation stability has been shown
to affect the reliability of the test much more than for
24-2 or 30-2 grids.34 In addition, shifts and instability
in fixation have been shown to arise in subjects with
macular damage of the ganglion cells, for example,
due to optic neuritis35 or in glaucoma.36 This is
particularly relevant in our analysis as we selected
patients for whom the central 108 were damaged.
Furthermore, we could match the fundus images from
the perimeter and the SD-OCT device, also equipped
with fundus tracking, increasing the precision in the
localization of the tested location onto the structural
maps and with respect to the anatomical fovea. This
had important consequences for the correct applica-
tion of the Drasdo model25,26 to correct for radial
displacement of ganglion cells.

Finally, the main novelty in our work was the
possibility of obtaining detailed two-dimensional
structural maps of the ganglion cell damage in the
macula, allowing precise local structure-function
modeling, which is not easily achieved for more
peripheral locations in the visual field. Indeed,
previous work investigating the use of structural prior
information for 24-2 grids from RNFL thickness had
to estimate the distribution of the defect for entire
Garway-Heath sectors,37 rather than for individual
locations.9

One limitation that arose from our analysis was the
possible upward bias caused by the structural
estimates, leading to an overestimation of the true
threshold. The implications of this have been largely
explored8 and were evident at one of the locations
from one of the glaucoma patients tested with the
small grid, resulting in an upward spike in error at 15
dB. This location was at the edge of a damaged region
(Supplementary Fig. S1), and the structural estimate
was higher than the real threshold. Several different
factors could have influenced this phenomenon,
ranging from difficulties in estimating sensitivity from
local measurement on borderline locations to the fact
that population estimates for RGC displacements
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might be inaccurate when high spatial precision is
needed.25 One potential practical solution to this issue
would be to account for gradient in the structural
damage in the area surrounding the tested location,
for example, adapting the size of the area used to
calculate to GCD. Moreover, customized calculations
for RGC displacements might help reduce the error
and improve the precision of the structural estimate.25

A further limitation is that our structure-function
model only accounts for reduction of sensitivity due
to glaucoma damage. This might bias the estimates in
the presence of atrophic changes to the external
retina, especially in regions with a healthy GCL.
However, macular OCT scans provide comprehensive
evaluation of all retinal layers of the macular region.
Such information could be used to refine and expand
the model to build more accurate starting prior
distributions.

In conclusion, structural characterization of macu-
lar POS curves has the potential for improving testing
procedure by reducing testing time and improving
precision. In our experiments, such an advantage was
particularly evident above 10 dB, the range of
sensitivities that is more meaningful to detect progres-
sion of glaucoma.38–40 The main future development
will be the practical implementation of the strategy to
test real patients evaluating test-retest variability,
testing time, and offset in sensitivities. This is likely
to have an impact in the clinical practice, facilitating
the more extensive use of accurate macular tests for
early detection of glaucoma, especially when employed
for precise monitoring of patients with ocular hyper-
tension. Additionally, patients with central visual field
damage could benefit from a faster test that might
allow, by incorporating structural changes, the early
detection of macular damage progression, prompting
timely therapeutic interventions.
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Appendix

Structure-Function Model

To model subjects’ reactions to each projection we
used a mixed effect generalized linear model with a
logit link function. The outcome was the binary
response (seen or not seen) to each presentation. The
model formula was the following:

logit pijk
� �

¼ b0 þ b1agei þ b2intijk þ b3log10 GCDij

� �

þ b4eccij þ b5 intijk 3 log10 GCDij

� �� �

þ b6 intijk 3 eccij
� �

þ #ijintijk þ mi þ cij
þ eijk

mi ;N 0;r1ð Þ

cij ;N 0;r2ð Þ

eijk ;N 0; r3ð Þ

hij ;N 0; r4ð Þ;
where age is the age of the subject (years), int is the
intensity of the projection, ecc is the eccentricity of the
stimulated location, and GCD is the local ganglion
cell density. Interaction terms allow varying slopes of
the POS curve at different eccentricities and local
GCD values. The eccentricity was kept as a separate
predictor in the final model as it had significant effect.
This indicates that the transformation of thickness
values into GCD alone was not sufficient to fully
compensate for the distance from the fovea. The
random part of the model included a random factor
grouping projections on the same location (cij) nested
within a random factor for the subject (mi). A random
slope was also used for the intensity of the projection
(hij). FP and FN errors were not included in the
model. However, only 3/20 healthy subjects and 5/31
subjects with glaucoma (group 1) had a FP rate .0 as
determined by Compass (no FN errors were record-
ed), and these errors are not individually tracked in
the test history. The coefficients for the fixed effects
may be seen in Table A1.

Weighting of Abnormal Component in the
Prior Distributions

To ensure convergence toward very low thresh-
olds, as with the standard ZEST, we built the

structural prior distribution using a weighted mixture
of a distribution derived by shifting the normal peak
of the standard ZEST prior distribution on the 50%
threshold predicted by the structural POS curves and
a set of abnormal thresholds, in a 4:1 proportion.
When the predicted threshold from the structural
POS curve at one location was within 3 dB of the
expected normal value for the subject at that location,
the abnormal component in the prior distribution was
weighted less by applying the same mixing proportion
but multiplying the abnormal part by 0.01.

This formulation produced stable convergence to
lower thresholds while not compromising the predictive
ability of the structure before the floor effect ensues.

Simulation of Subjects’ Responses

Subject’s responses were simulated using the
method propose by Henson et al.28 as implemented
in the OPI R package.27 The response to a stimulus is
sampled from a frequency of seeing function with the
following formula:

th ¼ fprþ 1� fpr� fnrð Þ3 1� pnorm x; tt;Varð Þð Þ;
where th is the sampled threshold, fpr and fnr indicate
the FP and FN rate, respectively, and pnorm indicates
the cumulative distribution function of a Gaussian
function with mean tt (the true input threshold) and
variance Var, evaluated at the intensity x.

The variance Var was modified according to the
input threshold with the formula

Var ¼ min cap; eA3 ttþB� �
;

where cap is the maximum allowed variability, set at 6
dB, and A and B were selected from Table 1 in
Henson et al.28 to provide a combined response of
glaucoma and normal subjects. Specifically, A ¼
�0.081 and B ¼ 3.27.

Table A1.

Parameter Estimate [95% CI]

b0 5.930 [2.577, 9.283]
b1 �0.028 [�0.046, �0.010]
b2 �0.184 [�0.287, �0.081]
b3 28.942 [23.736, 32.728]
b4 1.292 [1.023, 1.561]
b5 �0.858 [�0.988, �0.728]
b6 �0.045 [�0.055, �0.036]
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