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The Neighbourhood Health Economy
By Les Mayhew
Abstract

The Neighbourhood Economy (NHE) offers a different approach for analyzing health, social needs and
inequalities at local level. The techniques appear to fit very well with current Government thinking and
policies in which initiatives are increasingly being targeted at smaller areas and involve multi-agency co-
operation. Such initiatives require a strong evidence base but analysis using official statistical sources is
heavily constrained by poor quality and coverage of data at small spatial scales and limitations of
customarily used statistical methods. Because the methodology here is founded on household based data it
by passes some issues and offers more flexibility, for example, in terms of spatial scale. Since data are
based on administrative sources they are also usually more up to date and flexible. The first part of the
paper describes the measurement of risk and methods for assessing the statistical significance of results,
and then how to tabulate risk and interpret results systematically. Some local data sources are described
and issues arising using data in specific situations are analysed. A case study on domestic violence then
follows in which data are combined from several agencies to determine household categories most at risk.
Results indicate a clear risk gradient depending on which factors are present or absent. Consideration is
then given on how the risk model can be used for predictive purposes. A concluding discussion suggests
how the techniques could be extended and used in a range of ways. GIS techniques are used to illustrate
results.

1. Background and introduction

The cost of health care continues to increase, as demand seems to rise inexorably. Whilst
the need for better health care services is undeniable, a substantial amount of need is
socially determined through interaction between the social and health economy. Evidence
for this is apparent in differences in life expectancy between economically deprived and
more affluent areas, between the usage of services and wider social phenomena such as
crime rates, domestic violence, drug abuse, unemployment and so forth. The Acheson
report on inequalities in health (Acheson, 1998), for example, brings together the latest
thinking on the causes of inequalities and provides many examples in a similar vein.
However, a key problem is how to take this evidence down to the level at which
appropriate policies can be devised and evaluated. This is because typically available data
cannot show how localized these interactions are or indeed to what extent they occur
within individual households. They may even lead one to false inferences or associations.

To give an example, suppose there is a high correlation at electoral ward level between
domestic violence and household poverty. To infer the same correlation applies at
individual household level risks the danger of committing what statisticians call the
‘ecological fallacy’ — that is drawing inferences from aggregate data about individual
behaviour (Robinson, 1960; Greenland and Robins, 1994). However, inferences will also
be sensitive to the size and number of zones, in this case wards, giving rise to what is
generally referred to as the ‘modifiable areal unit problem’ and often considered as
another form of ‘ecological fallacy’ (Openshaw and Taylor, 1981). Aside from this there
are ofen practical problems as statistical units may not be co-terminus or change. A
current example of the latter is electoral ward boundaries, recent changes to which have



caused havoc in the research community. In this paper, we side-step these issues by
accessing household data directly from administrative systems and are therefore able to
deal with recent data at a level of aggregation of our choosing.

At the conceptual level it is common ground that local services are often specialized and
so professionals’ knowledge is not easily shared or communicated to other agencies with
a shared interest. This can lead to overlaps, lapses of communication or even worse well-
publicized systemic failures, which in an ideal world it would be better to avoid. We call
the interaction between the social environment and health care system and its impact on
the health and well-being of the population the ‘neighbourhood health economy’ (see
Figure 1). In effect we are saying that everything is connected in some way to everything
else, and it is essentially a matter of sorting out the strength of different risk factors or
combinations. A typical research question, for example, is to ask whether some
households are more ‘at risk’ in terms of crime or adverse health events than others and
to what extent such ‘inequalities’ make a difference to social and physical well being. In
this paper we seek to quantify those risks in way that they can be compared
systematically with other neighbourhoods, and so potentially help raise awareness among
providers and to target resources more effectively.

Institutional factors Community factors

snjels IeoH

Figure 1: The Neighbourhood Health Economy showing how health status is determined
not only by interventions of the health care system but by economic, lifestyle and
environmental factors.

This paper arose from a project, financed by a grant from the Brent and Harrow Health
Authority under the aegis of the Brent Health Action Zone (HAZ). HAZs, of which there



are some 26 across the country, can be regarded as the Labour Government’s response to
improving the way local services are delivered and health and social problems are
addressed. Brent, which is located in northwest London, is often portrayed as an outer
suburb but with inner city problems, and thus provides in many ways an ideal testing
ground for the approach described here. The paper begins with a detailed examination of
risk measurement before describing an illustrative case study on the subject of domestic
violence, which is one of several undertaken in a similar vein. In more recent work,
however, it has become clear that the methodology has other potential applications and
these are briefly discussed at the end of the paper.

Whilst the methodology is built around basic statistical techniques and concepts, a key
feature is the combined use of Geographical Information Systems (GIS) for holding and
displaying spatial information as maps, which are used to analyze patterns and illustrate
findings in some considerable detail. However, it is important not to trespass into areas of
privacy, or breaches of confidentiality leading to inappropriate actions at the client
interface and so for this reason the advice of the Data Protection Agency (DPA) was
sought. Their advice was that personal data can be processed under section 33 of the 1998
Data Protection Act for research purposes, providing personal data are not disclosed or
the results used to support decisions about individuals. Since the research would be used
ultimately to improve the delivery of local services, this would not fall outside the
expectation of local data subjects and so, on DPA advice, separate notification would not
be necessary. This guidance was followed throughout the research.

The structure of the paper is as follows: Section 2 describes the statistical methodology,
which is based around the concept of ‘risk’. Section 3 describes excerpts from a domestic
violence case study and further extensions of the methodology to include more general
and predictive models, and section 4 discusses some research issues and extended
applications.

2. Measuring risk

In this section, we outline the statistical methods used to evaluate probability and risk.
Conceptually, the terms risk and probability are often used interchangeably and amount
to the same thing technically speaking. We use the term risk here to define an adverse or
disadvantageous event like bereavement or becoming unemployed, whereas we use the
term probability in a more categorical way, for example the probability of living in social
housing. However, these distinctions are not always hard and fast. Further technical
detail of the mainly basic statistical techniques used may be found in statistical textbooks,
for example Chou (1972), Barnett (1984) or Armitage and Berry (1987).

The methodology operates in two stages: firstly relevant data from different agencies are
matched at address level using address matching techniques and the local authority
property database (see Annex A for description of how this works). Each household is
assigned a geographic co-ordinate and the data are then anonymized to suppress any
identification of particular households. Secondly, individual factor combinations are
tabulated and exhaustively enumerated and then analyzed for risk patterns.



Consider the following example, assuming three factors: whether 1) children in a
household receive free school meals (FSM); 2) the household is based in public
accommodation (council or housing association property), which we will subsequently
describe generically as social housing; and 3) whether there has been a recent check up
visit by the social services department. FSM indicate the presence of at least one child of
school age and that a household is receiving Income Support, a means-tested benefit for
households below the poverty line. Studies show social housing is more likely to be
associated with certain socio-economic problems than owner occupied or privately rented
households, whilst a visit from social services indicates a specific problem requiring their
attention. There are eight possible combinations of factors as shown in Table 1.

No factors One factor Two factors Three factors
1. None 2. Free school 5. Free school 8. Free school
meals meals & social meals & social
housing housing & social
3. Social services services visit
visit 6. Social services
visit & social
4. Social housing housing
7. TFree school
meals and social
services visit

Table 1: Example of possible factor combinations in simple three-factor case

Suppose we are interested in the well being of children and suppose a health visitor is
planning to contact certain households in an area. The relative frequency of each factor
combination could indicate:

a. The geographic concentration of households with different factor combinations and
the need for multi-agency co-ordination and referral.

b. The probability (i.e. likelihood) of finding a household where there may be child
poverty or social problems.

Ideally it is desirable to work with as many factors as possible but there are two
limitations (2) the availability of suitable data, and (b) the fact that the number of possible
factor combinations grows very quickly. So for example with five factors the number of
combinations rises to 32 while for 9 factors it increases to 512. The general mathematical
rule is 2V where N is the number of factors. One of these combinations has no factors
present and is called the null set. In practice using various administrative data sets from
the health and local authority and others we have found it is relatively unusual to find
more than three factors present in any one household. However, households with more
than three factors may still be of interest. In practice, this means we can usually limit our




investigation to no more than, say, five possible combinations from any number of
factors. To enumerate combinations from N factors where m ranges from 0 to 5 we use:

ZS N
L (N —m)!

A comparison with the previous formula shows the following differences for different
values of N

Numberoffactors | 1 2 3 4 5 6 7 8 9 10

N 2 4 8§ 16 32 64 128 25 512 1024
’"Z‘S Nt 2 4 8 16 32 63 120 219 382 638
S ml(N —m)!

How is risk defined? Suppose there are 100 households in public or social ownership, all
of which have received at least one visit from social services in a defined period and of
these households 30 are entitled FSM. Suppose entitlement to FSM is used as a definition
of deprivation because it signals entitlement to means tested Income Support. The risk
that a household is 'deprived’ is defined as 30/100 or 30% based on this sample of
households.

We call this first example the conditional probability or risk because it is contingent on
living in social housing. Suppose there are a further 50 households that have been visited
by social services but in owner-occupied dwellings and of these 10 receive FSM. The risk
is now 20% (10/50) whilst the relative risk of FSM in owner-occupied dwellings
compared with social ownership is 0.67 (20%/30%). The wunconditional risk of
deprivation, or put another way the probability of social services visiting any household
in receipt of FSM regardless of ownership, is defined as (30+10)/(100+50) or 26.7%.

Note risks are asymmetric depending on what one is attempting to measure. Suppose
there are another 60 households receiving FSM that have not received a visit from social
services. The probability of any household receiving FSM also receiving a visit from
social services is (30+10)/(30+10+60) or 40%, which is not the same as the probability of
a social services visiting a household receiving FSM. Statistically such distinctions are
the same as writing the probability of A given B, Pr(A|B) or Pr(B|A). Later in the paper
we also work with the concept of ‘odds’, but first we need to extend the analysis of risk.



Detecting unusual combinations or risks

It is of interest to know if the risks we measure are important and statistically significant
and so we need to devise appropriate tests. If the number of households in a particular
combination were unusual it might be because the factors are associated or attracted to
each other. To check if the number in a combination is unusual we compare the expected
number that would have arisen by pure chance with the number that actually occur.

Assume there are 100 households in an area of which 30 are social housing and the
remainder owner occupied. Assume also 20 of the 30 receive FSM as well as 5 owner-
occupied households. The remaining 65 households are neither social housing nor in
receipt of FSM. The resultant sample space is represented in Figure 2 in which each dot
is assumed to equate to 5 houscholds.

o)
0 O
0 O
o O
@)
) 5 O O
Social Housing Other housing

Figure 2: Sample space for households in receipt of FSM according to housing tenure.
Each dot represents 5 households (see example)

We can calculate the expected probabilities and hence households using standard
probabilistic methods assuming independence between the variables. For example the
probability of finding FSM in owner occupied housing is:

P(FSM,SH) = p(FSM) p(SH) = 0.25x0.7 = 0.175

where the bar over SH indicates not social housing. Table 2 is a contingency table
showing the observed and expected number of households in each category.



Observed FSM Not FSM Expected FESM Not FSM

SH 20 10 SH 7.5 225
Not SH 5 65 Not SH 17.5 52.5

Table 2: Contingency table comparing observed and expected factor combinations

We use chi-squared statistic ( z%) to test the null hypothesis that levels of risk are the
same regardless of housing type. This yields:

. 2 _ 2 _ 2 _ 2 —_ 2
z’=2(0" ef _(0-75F  (10-2257 ($-175" (65-525 45
e, 75 25 175 525

The critical value of y2for 1 degree of freedom at the 5% level is 3.84 and so the null
hypothesis that access to FSM is independent of housing tenancy can be safely rejected.
The observed and expected frequencies in Table 2 can be re-expressed in terms of actual
and expected ‘risk’. Table 3 shows the risk of social housing receiving FSM is
appreciably higher than the risk associated with chance. Similarly, it may be verified that
the risk of receiving FSM in other housing is substantially less than the expected risk.

Social housing Social housing not Risk
receiving FSM receiving FSM
Observed (o) 20 10 100x20 — 66.7%
20+10
Expected (€) 15 22.5 100x7.5 25%
ST 95%
22.5+17.5

Table 3: Comparing actual and expected risks

It is also useful to give specific meaning to the concept of relative risk (RR) within a
household receiving FSM but depending on household type. From Table 2 we can
calculate this as the risk of SH receiving FSM divided by the risk of not SH receiving
FSM or 66.7/7.1. This gives the relative risk value as being 9.33 times higher.

The above is extendable to situations in which there are multiple risk factors. If we do
this the expected risk in any category will be same for the reason the factors are assumed
to be independent of each other. Suppose there are n factors, the risk of occurrence of
factor x within an arbitrary combination, say involving all n is:

,= PPy -PoiPs
D\Pyer-PaPs + PiDse-Pu(1— D))

= Px



This result states that expected risk is a constant for any single factor regardless of other
factors with which it is combined.

Whether an observed risk is higher or low than expected could influence service
providers and policy makers in different ways but a risk is still a risk regardless of value.
We need to systematize and structure how risk is measured and expressed in more
complex cases with large numbers of factors, and this is the subject of following sections.
Before we do this, however, we also need to have confidence the risk measured in this
way is robust and reliable. Confidence intervals in this paper are expressed as the risk
value plus or minus a range in which the true risk has a 95% certainty of occurrence.
These are calculated using the following normal approximation to the binomial
distribution, which is appropriate for use in the case of proportions (e.g. see Barnett,
1984, p42):

r iz, fA- Hra-nia-1} |

Here r is the measure of the risk of an event occurring and I-r of it not occurring, » is the
total sub-set of households over which risk 7 is being evaluated; z, is the double-tailed
value on the normal distribution assuming a 95% level of confidence; and f is the
sampling fraction. In practice we assume f’ is small and can be neglected.

Consider the previous example. The risk of FSM and social housing is 66.7% (probability
0.67), the double tailed value of z at the 5 % level of probability is 1.96, and the sample
size n is 30 (L.e. the number social housing households). These values yield an interval of
49.6% to 83.8% with a 95% level of confidence. In general a confidence range is
narrower the greater the number of households in any given risk category, and so if the
sample in this case were doubled to 60 the confidence interval would natrow to + 12%.

Risks with a small probability of occurrence are harder to detect with confidence than
larger risks, as seems intuitive. For example, if the risk is 5% and the sample is 100 the
confidence interval would be +85% of the risk estimate but if the sample size were 1000
it would be +27%. Conversely if the risk were much higher, 20% say, and the sample size
100 the confidence interval would be £39% of the risk estimate.

In typical case studies, sample sizes can vary from under 10 to over 100,000 depending
on the category of household being considered and the risk being measured and so the
problem of detecting small risks can be overcome to a degree. Occasionally very high
values of risk are obtained (up to 100%) for small samples (below 5, say). These must be
viewed cautiously since the normal approximation to the binomial distribution is no
longer valid and the most one can say with confidence is that the risk is greater than 40%
with 100% the upper bound (Table VI, p 483 , Freund 1973).



confidence interval as a % of risk
estimate

02 03 04 05 06 07 08 09 1

estimated risk

Figure 3: The effect of sample size on risk confidence interval expressed as a percentage
of the risk estimate.

Figure 3 illustrates the relationship between confidence intervals and risk estimates and
the impact of higher sample sizes using the normal approximation formula above. A
simple criterion has been devised to assess the robustness of risk estimates based on this
approach. If the confidence interval is within 10% of the estimated risk value three stars
are assigned (**¥), 11%-20% (**), 21%-30% (*), and over 30% no stars.

The logic can be easily reversed in answer to the question of what sample size or number
of households is required to achieve a given level of precision. This is given by the
following formula:

R
zor(l-r
n=-4———+ (A )+1
x2r2

A

where x <1 is the required level of precision and r is a prior estimate for a particular
risk. Suppose the target was 10% precision so that x = 0.1 in this case and let z = 1.96 as

before. If the prior expectation, 7 were 1% the sample needed would be 3804 but if it
were 5% the sample required would be 730.

Confidence intervals can be similarly constructed for measures of relative risk. Consider
two household categories as before, both receiving FSM. Assume the general layout of
the of the 2x2 table is:

10



FSM  noFSM

SH a b atb
Not SH c d ctd
total atc b+d n

The relative risk is given by __a+__/ ﬁg and the standard error of the log of RR is given
a+c
in Altman (1999) p266-268 as:

1 1 1 1
SE(log, RR) = |~ ———+————
(log. RR) \,a a+tc b b+d

The sampling distribution approximates the normal distribution and so the 90 %
confidence interval for the log of RR is:

logcRR —Npgsx SE(log:RR)  to loge +Nogsx SE(log.RR)

Take the example in Table 2 where the RR is 9.33; after taking anti-logs the lower and
upper 90% confidence intervals using the above formula are 4.5 and 19.6.

To the extent that risk varies by neighbourhhood one can construct spatially varying risk
estimates by geographical location although sample sizes may be restrictive depending on
the risk factor combination of interest. Beyond that there is theoretical scope to produce
contour maps of risk, which would enable analyses of spatially varying risk patterns
although whether such maps would be meaningful would depend on size of risk, sample
size and so forth. The experience of this work however is these tests would rarely be met
unless the samples were very large although maps constructed this way can be visually
very effective.

Consider the diagrams in Figure 4 (a-c). The box represents the sample space of
households in an area and the circles the households that are either social housing or
FSM. In 1a it is seen FSM have a high affinity for social housing in 1b some affinity and
in 1c negative affinity. Generally, most actual examples will fall into case (b) unless there
are good reasons. For example, entitlement to FSM depends on households receiving
Income Support so the FSM circle would be entirely contained within the Income
Support circle in this case. Similarly, a crime victim is hardly likely to be the accused and
so the victim and accused circles would be entirely separate as represented in case (©).
Note fot cases with inherent dependencies like (a) and (c) it does not make any sense to
construct expected values of overlaps. These concepts are readily expanded to more
detailed examples containing more than just two factors.

11
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Figure 4: Association between FSM and social housing: (a) high affinity, (b) some
affinity, (c) negative affinity

The relative size of overlaps and what to expect from data

The combining power of factors in any data set could be important in a large number of
applications if the overlaps represent a cluster of social issues requiring targeted
assistance. The relative number of households with overlapping factors will depend on
the average incidence of each factor (occurrences per household), on systematic
associations between each of the factors, and on chance. It is difficult therefore to give
any general rules but a general indication based on expectation is possible if each factor
is statistically independent of every other factor. However, it must be born in mind where
there are systematic associations between factor risk structures will be more complex
than is implied here.

Consider a neighbourhood in which five factors operate each with an equal chance of
occurrence ranging from zero to one. Figure 5 shows the resulting composition of
households. On the vertical axis is the expected proportion of households in which: no
factors apply at all, 1 factor only, or 2 or more factors. As is seen the proportion of
overlapping factors increases with the incidence of each factor while the proportion with
no factors declines. The proportion with only one factor rises initially reaching a
maximum when factor probability equals 0.2 but then falls again as multiple overlaps
take control. When the incidence or average factor probability equals one all factors
overlap with every household and so the proportion tends to one.

In general, a maximum expected proportion of single factor houscholds occurs when the
probability of occurrence equals //n, where n is the number of factors. The peak arises

when P =(1- l)"~1 as is easily shown. When n equals 2 it is 50% and 5, 40.1%. As
n

increases indefinitely the proportion converges to ¢! or 36.79% and the proportion of
households with no factors converges to the same. Finally the proportion with 2 or more

factors converges to 1— 2 which equates to 26.42%. However, these results are
e

idiosyncratic since in reality dependencies among risk factors are more likely than not but
they are useful to the extent they point the way to a more structured way of thinking
about risk to which attention now turns.

12




Suppose we choose A as the risk factor, Table 5 shows how risk is tabulated in this
representative example. Each combination provides the necessary basis for measuring the
risk of A against a particular factor combination. It is evident the rows proceed
systematically, first the risk of A with no other factor present, then with one factor, then
with two and so on. These are the basic levels of possible risk combinations in a
population. From the earlier example we saw that when one risk is expressed as a ratio of
another it is called the relative risk. Table 6 shows the matrix of relative risks for the two-

factor example in Table 5. An N factor model generates N? measures of relative risk in
which the diagonal takes values of 1.

However, other definitions of risk flow from this table, which can be arranged in different
levels to form a hierarchy and this is shown in Table 7. The symbol ‘’ means occurring
together e.g. A N B means the set of households in which factor A and factor B are both
present whilst AUB means “either or’. The symbol Q is defined as the universal set of ail
households. Column three shows how they are enumerated and should be read in
conjunction with Figure 6. Each level represents different subsets or aggregations of risk.

Case BC A4 A Risk of A
nZ

1 00 m m n + n,
fs

2 10 ns n; ng +n,
143

3 01 m o n + 1,
Mg

4 11 ng n ng+m,

2
5 : . ic4
2 Y]

ied icd

Table 5: Risk enumeration in the three-factor case.

case AB 00 10 01 11
1 00 1 LY

n
n £} n

2 0 » 1 non
A LS 1A

3 0/ » n 1 n
A 7

4 11 n n n 1

1 n I3

Table 6: Table of relative risk based on a two-factor model
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There are two risk sets represented. The conditional set shows risk combinations built on
component subsets factors having regard to their presence or absence. The unconditional
set is based on factor combinations in which one or more factors are ignored for
calculation purposes and can be regarded as a form of aggregation.

In more detail:

- Level 0 in Table 7 is associated with single combinations, e.g. A on its own
(conditional set) or A occurring at all (unconditional set).

- ILevel 1 is a measure of the risk of A combining with B with C absent (conditional) or
the risk of A combining with B regardless of whether C present (unconditional).

- [Level 2 is a measure of A combining with factor C with B absent (main set) or of A
combining with C regardless of whether B present.

. Level 4 is the risk of A occurring with B and C (conditional) or the risk of A
occurring with B or C (unconditional).

n

Figure 6: Counting units for evaluating risk. See also tables 4 and 5.

15



Level Risk set Evaluation Conditional risk or
probability
Conditional
set
0 AnBNC n, Risk of A occurring on its
BnC n, +n own
AnBnC 7 Risk of A occurring with B
1 BnC ns +n, with C absent
AnBANC n, Risk of A occurring with C
= with B absent
BnC ngt+n,
4nBNC My Risk of A occurring with B
2 BnC e +1, and C
Un-
conditional
set
0 A4 N, + Ry + 0+ 1 Risk of A occurring at all
Q N, + 0, +0g+Rg+ 0 R R, T,
1 ANB n+n Risk of A occurring with B
5 BT regardless of whether C
N5+ g+ 1y present
ANC ng + 1y Risk of A occurring with C
— N +ng + 1, + 1, regardless of whether B
c present
2 AN(BUO) g+ Mg + 1 Risk of A occurring with B
BuC orC

n5+n6+ns+n3+n4 +n,

Table 7: Levels of risk in three-factor case



Enumerating risk hierarchies

The number of risk estimates therefore depends on the number of factors. In the example
given above there are three levels of risk, two sets and eight separate risk measures. Table
8 shows the risk combinations based on four factors arranged in a hierarchy. In general
the number of levels and risk measurements follow coefficients of a binomial expansion
as follows:

No. of factors

1 1 1
2 1 2 1
3 1 3 3 1
4 1 4 6 4 1
Conditional
set

1100

1010

1000 1001 1110
0100 0110 1101
0010 0101 1011
0000 0001 0011 0111 1111
level 0 level 1 level 2 level 3 level 4
*E b | **11 *111 1111
bl B B | 1*11
bl Il T 11*1
1***  1**1 111*
11**
1*1*
Unconditional
set

Table 8: Risk hierarchy for four factors for the conditional and unconditional risk sets.
Zero indicates absence of a factor and an asterisk indicates factor is ignored.

Data considerations

Thus far we have only indicated the types of data that may be used but have not provided
any detail of how they are selected or processed. Here we are concerned with prior
selection considerations, which to some degree may be dictated by the form in which data
are held. Essentially, however, there are three types of data, which may loosely be
described as ‘categorical’, ‘event’, or ‘flow’.

17



Categorical data are data that do not change very often or at all, and are sometimes called
‘state’ variables. Examples would include household tenancy or the ethnicity of a subject.
Event data are data of the one-off variety like a birth, bereavement or crime, whereas
flow data refer to things with a measurable duration. This could include spells on Income
Support or entitlement to FSM for which the household base changes quite frequently as
people move in and out of work. The three types of data are fundamentally different in
the sense that the stock of social housing at a point in time does not alter over the short
term. The stock of households receiving FSM, by contrast, is related to the flow
(incidence) and the duration of entitlement (in the steady state, stock = flow x average
duration). The stock of ‘events’ however is one or zero if one accepts that two events
cannot occur at precisely the same time.

We used primary sources of data that ranged from publicly accessible registers of births,
deaths and marriages to administrative records held by organizations ranging from local
health, education and police. The simplest way of associating data is to pick the most
recent time period, say two years and to match occurrences over that time frame, the
hypothesis being factors are ‘associated’ if they occur together in the same household.
Whilst this appears straightforward in principle, there are a number of important issues to
consider especially with ‘flow” and ‘event’ data types.

Administrative data for example tend to reflect the current caseload and not lapsed cases
and access to lapsed cases that terminate within the chosen time frame may not be
possible or least extremely difficult. This inevitably introduces an element of imprecision
into calculations involving this type of data and also a source of bias if lapsed cases are
not typical. Also some subjects change address during the interval and so working with
‘houscholds’ rather than named individuals can be another source of imaccuracy.
However, these problems are potentially surmountable as data sources are improved.

With event data the issue is more to do with dealing with multiple occurrences of events
at the same address. A typical example of this would multiple visits from a health worker
or several reported crimes at the same address. One option is to count multiple events as
single occurrences or alternatively each event could be counted separately. A generic
problem occurs where it is not mandatory to report something to an authority and this
will lead potential to gaps in the analysis. A classic example of this is crime and the fact
not all crimes or relevant incidents may be reported can introduce bias or under
estimation of the risk or risks involved. A health service example arises where for reasons
of resource constraints the methodology may not be directly translatable into need.

There are several other aspects to typically available data that can limit the depth or
accuracy of analysis or prevent its use altogether. The first is using data from voluntary
organizations that are incomplete in some way, or of small sample size, or limited to
small sub-groups of the population. Such data sets obviously need to be used with caution
and in fact often turn out to be useless. An important example occurs with respect to the
availability of ethnic data, which is typically included in some data sets such as reported
crime but not for others, such as household tenancy. In this case, it may only be feasible
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to evaluate risk in certain factor combinations and at certain levels in the risk hierarchy.
However, such analyses may be misleading.

Take for example the case of burglary. Crime data record the ethnic group of victims and
accused and their addresses, but suppose there is no information on the ethnicity of
households 7ot victimized or accused of burglary. In such situations it would be possible
to analyze the risk of being victimized or accused by ethnic group, while controlling for
other factors like household temancy and so on to see which are more susceptible.
However, such an analysis could not provide an overall risk assessment of the likelihood
of a particular ethnic group being involved in that crime unless their total numbers can be
enumerated through other data. We may illustrate this by returning to the three-factor
example in Figure 6 and the hierarchy in Table 7. Suppose factor A represented suspected
burglars, factor B an ethnic group, and C social housing. Estimates would not normally
be available for ns, ny, ny, or n; in Figure 6. These represent:

- n; the number of households in the chosen ethnic group ot involved in burglary and
not living in social housing,

- ny the number in the chosen ethnic group that are living in social housing but not
involved in burglary,

- n4 the number not in the ethnic group that are living in social housing but not
involved in burglary and

- n; the number not in the ethnic group ot living in social housing and not involved in
burglary.

Note however, we will generally have or can deduce information on ny+ny or n3+n;.
More to the point, if we had information on just one of the missing unknowns all the
others could be calculated. In practical terms this means it may not be possible to
calculate risk in certain levels or combinations. In this particular example only two can
be imputed from the list in Table 4 with the information available. These are:

- Level 0, unconditional set, the risk of A occurring at all (ie. the overall risk of
burglary)

- Level 1, unconditional set, the risk of A occurring with C regardless of whether B is
present (i.e. burglary with social housing), and

Neither provides an ethnic based risk assessment. If such data are missing some of the
possible analyses that can be carried out will be misleading. For example, if we consider
all burglaries only (circle A in Figure 6) and examine the ethnic composition of the
accused we might find one group over represented, but this may not be a surprising result
if that group represent a majority of all households. Thus, it is preferable to have
information about all households not just those accused or suspected of burglary.
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Data Set Data Type Source

Property database Categorical Local authority
-residences

-tenancy

Free school meals Flow Local education
authority

Home health visits Event Community
health trust

Home dietician visits Event Community
health trust

Home physiotherapy visits Event Community
health trust

Home SLT® visits Event Community
health trust

Registered mental health Flow Mental health

Patients trust

Bereavements Event Register of births
deaths and
marriages

Births Register Event Register of births
deaths and
marriages

Noise complaints Event Local authority

Reported domestic violence: Event Police authority

- Victims

- Accused/suspected

Reported teenage crime Event Police authority

School exclusions Event Local education
authority

School pupil roll Flow Local education
authority

Vaulnerable persons register Flow Local authority

Brent Housing priority list Flow Local authority

Table 9: Data sets featured in recent case studies. @ Speech and learning therapy.



Table 9 is a list of administrative and publicly accessible data sets we have used in recent
case studies. Not all administrative systems provide data at address level to enable
matching to the property database. Hospital activity data, for example, only records post-
code. The ambulance service, on the other hand, provides a locational reference that is
inconsistent with the referencing system used in the local authority property database.
One obvious reason for this is that accidents do not necessarily take place in the home but
elsewhere. Another shortcoming is local data about children especially the number in a
household, but one possible source, the electoral register, only records adults. An
emergent source about children is school pupil rolls, which are currently being
centralized at local authority level. Such developments lead inevitably to the conclusion
that the number of data sources will expand greatly in coming years rendering all kinds of
linkages possible in the future.

3. Hlustrative case study

In this section we reflect on the results of a case study on the subject of domestic violence
(DV), which is based on the risk framework described and is one of several undertaken
over the past two years. Domestic violence (DV) is defined in our case study in terms of
incidents reported to the police over an 18-month period. Police classify incidents as
‘domestic’ if they involve any member or member of a household including children or
there is some sort of close relationship, for example a former partner. Figure 7 is a
contour map of DV in Brent based on incidents per hectare over an 18-month period and
clearly shows there are marked concentrations in certain areas. Our aim in this illustration
is to ascertain whether there are any systematic risk variations based on five other factors:
1) households in receipt of free school meals (FSM); 2) households with registered
mental health patients; 3) noise complaints; 4) drug offending and 5) social housing
(council tenancy or housing association).

IS DEVELOPMENT C}, Number of Domestic Violence Victims
i per Hectare
Roe Gregin
r Hoctar
Ingsbury, 15°
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Figure 7: Map showing the density of DV incidents in Brent.
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The total number of factor combinations again totals 64 giving rise to 32 risk categories
in the conditional set and another 32 in the unconditional set. Note the threshold for the
DV is set high since it depends on an incident being reported to the police and so that true
levels of DV (reported and unreported) are bound to be higher. How risk varies in this
more general case is beyond the scope of this paper since it would require more detailed
data and surveys of households. Initially we count multiple reports of DV from the same
household as a ‘single incident® but later we deal with multiple incidents separately.
Altogether four cases are considered: conditional and unconditional risk sets, and any
incident and multiple incidents.

What should we be looking for in the results? First, we should satisfy ourselves that risk
estimates differ significantly from the expected risk if all the factors were independent
using techniques previously outlined. Secondly we should examine the hypothesis risk is
higher when there are more risk factors but we also should identify whether individual
risk estimates are in some sense consistent. For example, suppose the risk of DV in A and
Bisw, in A and C, x and B and C, y, is the risk of A and B and C, z, greater than w, x,
and y? Thirdly, we should be interested in whether some factors have greater risk than
others and if factors are independent of one another. One suitable test of independence
would be if the addition of a factor had the same effect regardless of any other factors
present.

Using complete samples within a defined period it is possible to answer these questions
reasonably definitively through complete enumeration of all risks combinations. A
problem occurs however in testing questions of independence and the relative strength of
each factor without some prior expectation or benchmark. We used logistic regression for
this purpose to provide a statistical ‘fit’ to and to quantify the relative strength of each
risk factor, and also to investigate if there are any systematic dependencies between
individual factors.

A description of logistic regression techniques can be found in many statistical textbooks
and so it is sufficient to be brief here (¢.g. Armitage and Berry, 1987). Let the risk of DV

occurring be r . Define the odds of DV occurring as 1_r__ and assume that log(l—r——) is
-r —-r

linearly related to the risk factors x,, which take the value of 1 (factor present) or 0
(factor absent). The following equation:

In(DVodds) = 1og(1—5—) =a+y px +5
-=r i

is called a logit model in which logit estimates give information on the partial effect of
each variable on the risk of DV in which alpha and beta are regression parameters and
£,is the residual term. Ignoring € for the moment and rearranging we have:

22



odds

¥ =
1+ odds
‘Which is equivalent to:
exp(a + Z Bx)
i

r=1+exp(a+z,6,.x,)

Exp(p,) is the odds of DV occurring in the presence of drug offending when all the other

parameters are held fixed. In logistic regression the parameters are usually estimated
using maximum likelihood techniques within specialized statistical package but another
method of estimation giving slightly different results is using ordinary least squares
(OLS) regression in a spreadsheet package. The data used for both methods are contained
in Tables 9-12, which are based on actual risks for each fully enumerated factor
combination for which there is at least one observation.

The key difference between the two approaches is that the OLS method is based on risk
combinations and weights each combination equally regardless of the number of
observations. The maximum likelihood method, on the other hand, treats each household
individually and therefore uses all the information in the data set but there are also other
methods including weighted least squares. However, a detailed comparison of various
methods used and results obtained are beyond the scope of this paper. Suffice it to say
our test of acceptability is based on the ability of the model to describe accurately the risk
associated with each combination rather than as a whole. Whilst both maximum
likelihood and OLS procedures produced consistent results, we found OLS provided a
marginally better overall representation of based on plots of observed and predicted risk.
This may well differ in other examples and so a pluralistic approach seems sensible.

The model assumes that each factor is independent of the others so that if two factors are
present, say drug offending and FSM, the odds would simply be the product of two
exponential terms. In practice it could be possible that actual behaviour is more complex.
For example, the presence of one factor with another could cause second order or
interaction effects raising risk (or reducing it) compared to where it would be if the
factors were statistically independent. However, when this possibility was tested for all
possible interaction pairs only weak effects were observed and so the detail is omitted for
the sake of brevity.

Measuring the risk of any DV incident
Tables 10 and 11 shows factor combinations in descending order of risk for the

conditional and unconditional risk sets treating every household the same regardless of
the number of incidents reported. It is noteworthy that the unconditional set follows a
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similar pattern to the conditional set although, by definition households can now be
members of more than one risk category at a time. This means the column sum of
households is meaningless and so interpretation of the results tends to be more difficult
for this reason, but it is included for completeness. Risk levels are now either higher or
the same for any given factor combination.

The first two columns show risk levels and households in each particular factor
combination. Since there are five risk factors, levels can range up to five although in
practice the maximum was 3 (higher level combinations being empty). If the number of
households is 100 and the risk 5% it implies 1 in 20 households in this category are at
risk of DV. The last column refers to the confidence interval around the estimate
according to the convention discussed in a previous section. Results are tabulated in risk
order from high to low and in general we see that the more factors there are, the higher
the level of risk. On the other hand the number of households in high-risk categories is
markedly smaller which was to be expected based on our earlier analysis. However, the
fact that risks differ for each factor combination is itself an indication of dependencies in
the data.

At highest risk are households in receipt of FSM and where there have been noise
complaints. In Table 10 the risk turns out to be 100% although there are only two
households in this category out of a total of 102,427 and is not statistically significant.
The second risk category, FSM and drug offending, has a risk of 33% but here also there
are only three observations. Moving down the table to factor combinations with more
sizeable numbers of observations are those involving social housing and drug offending
(11.8%), social housing and FSM (9.6%), FSM by itself (6.7%) and social housing by
itself (3.8%). The largest category in terms of households (74,356) is that with no factors
present (1.8%).

One can also obtain estimates of relative risk by dividing one risk by another. So for
example the risk of DV in the presence of drug offending and social housing compared
with the risk for FSM and social housing would be 11.8/9.6, which is 1.22 or 22% higher,

with associated 90% confidence intervals of 0.92 to 1.63. The odds are given by 10(;"
-7,
if risk is expressed as a percentage so the relative odds of two risk categories » and m
would be r—"(ll—(())gi) or 25% higher in this example. Annex B gives further details of
T “n

relative risk in relation to empirical estimates for two of the following examples and
presents examples of relative risk ‘look up’ tables for ease of reference. These enable one
to consider the relative risk of any one particular combination of risk factors against
another in a convenient and easy to use form. They can be constructed using either
observed data, although this may lead to gaps if some risk groups are empty or using
predicted risk based on the logistic model.
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Risk No. of mental social drug free school % risk of risk
level households  noise health housing offence meals DV estimate
3 2 Y Y Y 100.0
2 3 Y Y 333
2 19 Y Y 26.3
3 34 Y Y Y 20.6
3 15 Y Y Y 133
2 323 Y Y 11.8 *
3 10 Y Y Y 10.0
2 1265 Y Y 9.6 * %
2 11 Y Y 9.1
1 405 Y 6.9
2 366 Y Y 6.8
1 1209 Y 6.7 *
2 35 Y 5.7
1 374 Y 53
1 23944 Y 3.8 * ok x
0 74356 1.8 il
1 49 Y 0
2 2 Y Y 0
2 3 Y Y 0
3 2 Y Y Y 0

Table 10: Risk of DV incident being reported to the police according to different factor
combinations in Brent based on 102,427 households and 31 mutually exclusive
categories in descending order; 11 categories are omitted from the list as they contain no
households and therefore no DV. Asterisks indicate the robustness of the risk estimate
(see convention earlier).

There are some consistencies but also some inconsistencies between the risk categories.
For example the risk of noise, social housing and FSM is greater than the risk of noise
and social housing, and social housing and FSM, and noise and FSM. However, the
evidence is inconclusive, as there are so few cases in either category. Conversely, if we
take the combination of drug offences and FSM, the risk is nearly 6% higher than the risk
category social housing, drug offending and FSM. However, this finding is probably an
anomaly and the consequence of only having small samples in these particular groups.
Four risk factor combinations have no record of DV whilst a further 11categories (not
shown) had no households in them at all.

A key conclusion of this section, evident in both Tables 10 and 11, is that there is a risk
gradient between different household categories. A chi-square test of the hypothesis that
DV is independent of household category would be rejected for this reason as is easily
demonstrated. Figure 8 shows this in a different way using a graph in which risk is
plotted on the vertical axis and each factor combination on the horizontal axis using the
data in Table 10. Vertical lines display the confidence intervals applying in each case,
where obviously one is looking for narrow confidence bands wherever possible. The
hatched horizontal line in the graph shows the average risk of DV in all 102,427
households (2.5%).
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Risk No. of mental social drug free school % risk of risk

level  households  noise health housing  offences meals DV estimate
3 2 Y - Y - Y 100.0
2 5 Y - - - Y 40.0
2 53 - - - Y Y 22.6
2 34 - - Y Y Y 20.6
3 13 - Y - Y - 154
3 15 - Y Y - Y 133
2 367 - - Y Y - 12.5 *
2 26 - Y - - Y 115
1 39 Y - Y - - 10.3
3 1316 - - Y - Y 10.1 **
2 794 - - - Y - 10.1 *k
2 10 - Y Y Y - 10.0
1 2558 - - - - 8.6 **
2 393 - Y Y - - 71
1 783 - Y - - 6.4 *
1 93 Y - - - 43
1 25996 - - Y - - 42 ok
0 102427 - - - - - 2.5 *kx
2 4 Y - Y - - 0
3 2 Y - Y Y - 0

Table 11: The unconditional risk set in which risk categories are no longer mutually
exclusive and so their sum exceeds the total households in Brent. The table shows for
example that the average risk of DV in Brent in the relevant time period, ignoring other

factors, was 2.5% (third line from bottom) and the risk of DV in the presen

offences and any other factor is 10.1% .
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Figure 8: Factor combination risks taken from the main set and their confidence

intervals as indicate by vertical bars.
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Table 12 shows the results of the logistic regression for the conditional and unconditional
cases in Tables 10 and 11 using the OLS method. Annex B gives results based on both
OLS and ML including tables of observed and predicted values. The model parameters
and overall goodness of fit based on R? are reasonable. Plots of observed and expected
risk values (also shown in annex B) show that all but the extreme observations of over
33% based on small samples fall on a straight line with a gradient close to one. The
results for the conditional case indicate that drug offending is the highest risk factor,
increasing the odds of DV 3.9 times, followed by FSM (2.6), noise (2.0), mental health
(2.0), and social housing (1.1).

It is noteworthy that the coefficient for social housing in the conditional case, which has
an associated t-statistic of only 0.34, is not of itself significant at predicting the level of
DV. A possible explanation for this is that social housing may be considered a
categorical variable rather than an active variable, but one that is rather more important in
determining the context in which DV occurs. Figure 9, for example, is a spider chart
showing average incidence of each risk factor according to housing type. As is seen
overall level of incidence of DV, FSM, mental health problems and noise is higher in
social housing but the relative incidence of each factor is roughly the same. The main
difference is that in social housing the problems appear to be magnified two to three fold.
We conclude therefore that social housing is an important differentiating characteristic in
this case and is more likely to occur in this housing setting.

Model constant mental social drug free school

term noise heaith housing offending meals R’

Conditional B -3.59 0.7 0.68 0.09 1.35 0.96 0.8
s.e 0.29 0.56 0.26 0.25 0.26 0.26
t -12.38 1.25 2.68 0.34 5.1 3.64

Unconditional 8 -3.31 0.57 0.39 0.20 1.01 0.9 0.86

se 018 026 0.16 0.14 0.16 0.16
t -18.63 2.19 2.44 1.35 6.22 5.57

Table 12: Logistic regression results for any DV incident ~ conditional and unconditional
cases

Multiple incidents of domestic violence at the same address

In this section we consider whether the risk profile changes for households where more
than one incident is reported. This could occur in more ‘hardened’ cases, perhaps because
of the presence of one or more particular risk factors. Multiple occurrences are not
uncommon and things to consider here include whether the overall rankings of risk
categories are preserved. The resulis for the conditional and unconditional sets are
reported in Tables 13 and 14. Generally, the results show the risk of multiple incidents
falls on average by nearly two-thirds, suggesting that police reporting may have lead to a
reduction in incidents. They show rank order is mote or less preserved compared to
before with the exception of one or two risk categories involving small numbers of
households.
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Figure 9: Spider diagrams showing the relative incidence of each factor split by social

Key
A = noise complaints
B = reported DV

C = mental health
D= drug offending

E = free school meals

housing and other housing. Left shows social housing category and right other housing.

No. of mental social drug free school ~ %risk of risk
level households noise health housing offence meals multiple DV estimate
3 2 Y Y Y 100.0
2 3 Y Y 333
3 34 Y Y Y 11.8
2 19 Y Y 10.5
3 10 Y Y Y 10.0
3 15 Y Y Y 6.7
2 35 Y Y 5.7
2 323 Y Y 53
2 1265 Y Y 4.1 *
2 366 Y Y 3.0
1 374 Y 2.9
1 1209 Y 2.8
1 405 Y 2.5
1 23944 Y 14 *EE
0 74356 0.6 * ok k
1 49 Y 0
2 2 Y Y 0
2 3 Y Y 0
2 11 Y Y 0
3 2 Y Y Y 0

Table 13: Risk of a DV incident being reported more than once to the police from the

same household (the conditional set). 11 categories (not shown) have no households.
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No. of mental social drug  freeschool % risk of risk
Level households noise health housing  offence meals multiple DV estimate
3 2 Y - Y - Y 100.0
2 5 Y - - - Y 40.0
2 13 - Y - Y - 154
3 34 - - Y Y Y 11.8
2 53 - - - Y Y 113
2 39 Y - Y - - 103
3 10 - Y Y Y - 10.0
3 15 - Y Y - Y 6.7
2 367 - - Y Y - 6.0
2 1316 - Y - Y 4.5 *
1 794 - - - Y - 4.4
1 93 Y - - - 4.3
2 26 - Y - - Y 3.8
1 2558 - - Y 37 **
2 393 - Y Y - - 33
1 783 - Y - - 32
1 25996 - - Y - - 1.6 Hokx
0 102427 - - - - - 0.9 i
2 4 Y Y - - - 0
3 2 Y Y Y - - 0

Table 14: Risk of a DV incident being reported more than once to the police from the
same household (the unconditional set). The risk for all Brent in the relevant time period
for repeated DV incidents was 0.9% (third line up from bottomy).

Table 14 shows the logistic regression results for the multiple incident cases for the
conditional and unconditional risk sets. The main differences compared with the previous
results are that noise, drug offending and mental health now present a somewhat higher
risk. Based on the conditional set noise complaints increase the odds of DV 6.5 times
compared with 2 times previously, drug offending 5.1 times (3.9 times), and mental
health 3.7 times (2.0 times) and FSM 2.9 times (2.6 times). The results seem intuitively
reasonable and it is expected that multiple reported cases are in some sense more
hardened and difficult to stop than isolated incidents.

Model constant mental social drug free school
term noise health housing offending meals R?

Conditional B -4.71 1.86 132 0.04 1.62 1.07 0.84
s.e 0.34 0.65 0.33 0.31 0.31 0.33
t -13.84 2.86 3.96 0.13 5.23 322

Unconditional B -4.48 2.18 0.79 0.17 1.48 1.07 0.85
s.e 0.28 0.34 0.26 0.23 0.26 0.23
t -16.10 6.32 3.08 0.75 5.76 4.57

Table 15: Logistic regression results for the multiple incident case
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Predicting reported DV incidents

1t is important to understand not only the factors associated with a particular risk such as
DV, but also whether such information has predictive value. A question for those
interested in this field is by how much DV would rise or fall if one or more associated
factors were to change, for example because of an improving economic situation. In
principle, if the level of risk stays the same for a given factor combination it should be
possible to estimate changes of this nature based on the dependencies between the factors
and alterations in the sizes of the factor combinations.

One way to proceed might be to use simulation techniques to generate large number of
household types with the appropriate factor combinations. However, such techniques
normally assume factors are independent of each other and, whilst the results may appear
reasonable (as may be easily demonstrated) they do not, clearly, reflect correctly the
actual information in the ‘risk ladders’ e.g. Tables 10,11,13, or 14, which are based on
information taken from all households. An alternative approach is to estimate the change
in household composition directly, assuming that risk, in this case DV, remains the same.

To set the scene for the calculations required Table 16 shows a simplified 3-factor case in
which a percentage change occurs in one of the factors, in this case (A). The approach
involves two steps. Firstly, an estimate is made of the new number of bouseholds in each
category consequent on a change in A, either a percentage increase or a decrease as given
by f(see columns (6)-(9)). Secondly, based on the revised number of households in each
category, the appropriate risk factor for that category is applied to obtain an estimate of
the revised number of cases.

Col (1) Col(2) Col(3) Col(4) Col(5) Col(6) Col(7) Col(8) Col(9)

ABC Number A B C Factor increase factor reduction
of cases
) +) (&) +)
000 n - - - N - - n,f;
100 n, ny - - - mf; n,f; N
010 ns . n; - n;fy N N nsf,
001 ny - - ng ngfy - - ngfs
110 ns ns ns . R nsfy nsf, N
101 ng ng - 173 - ngf; ngfy -
011 ny R ny ny nyfy . . ngfs
111 ng ng ng ng nsf) nyf,

Table 16: Tabulating changes in factor combinations following a proportionate increase
or reduction in one factor.
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An issue arises where there are changes in several factors at once, since the results
obtained are sensitive to the order in which the calculations are carried out. For example,
the results will be different, if the effects of a change in B or C are considered before a
change in A, but in the real world all such changes may be occurring simultaneously.
This is an aspect that would be worth consideration in further development of the
methodology and is not pursued here, although as far as the data used in this example are
concerned the differences are not so sensitive as to invalidate the conclusions. For
example, if the numerical example below were to be repeated by including factors
sequentially the effects would not be materially different except perhaps at very high
proportionate reductions.

Table 17 shows the result of systematically reducing the incidence each of the factors in
the DV example by 0.1, 0.25, 0.5, 0.75 and 1, in which the effect of each factor is
calculated independently of every other factor. The implicit assumption is that such
changes would not be due to administrative changes, such as the re-designation of social
housing or a change in the definition of mental health or the eligibility rules for FSM, but
‘real’ shifts changes in the circumstances of the population.

The results show that whilst the risk of DV is high in cases involving for example noise
complaints, and drug offences the impact of a reduction in their incidence on the total
number of reported DV cases will be relatively small. This is because there are far fewer
incidents of noise complaints and drug offending than there are households receiving
FSM which shows a much greater associated case reduction. It also shows that biggest
reduction would occur in the social housing sector, which is numerically very large, but
where the additional risks of DV are modest compared with other factors. It is also
noteworthy that even if all the factors were reduced 100% total DV notification would
reduce by 755 cases leaving 1827 cases. This suggests there are other factors, as yet
unaccounted for in the model, which still need to be identified in order to explain
underlying levels of DV.

Expected case reduction in DV

Proportionate reduction in given 0.1 0.25 0.5 0.75 1
factor

Noise 0 0 0 1 1
mental health 3 6 13 19 26
Social housing 53 132 264 397 528
drug offences 6 14 28 41 55
FSM 14 36 72 108 144
total case reduction 76 188 378 567 755

Table 17 Predicted reductions in reported incidents of DV following given proportionate
reductions in each risk factor.
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The ecological fallacy in perspective

Because these results apply at household level we have effectively side stepped the
danger of drawing erroneous conclusions from aggregate data. If we had undertaken this
analysis in the traditional way by building a regression model on ward level data, what
kind of results might we have obtained? Figure 10 is a plot of DV per hundred
households versus FSM per hundred households in which each household is counted once
if it has reported one or more incidents over the time period. The results demonstrate a
high correlation whilst the best-fit equation could imply, at least on one interpretation, a
majority of households receiving FSM have reported a domestic violence incident.

However, using household level data the percentage receiving FSM and reporting DV is
only 8.4% suggesting whilst DV and FSM occur in the same neighbourhood, it would be
wrong to infer they occur in the same household. Thus, although household level analysis
shows no disagreement that FSM is a risk factor it is not as great as is suggested using
regression analysis based on aggregate data. This result adds weight therefore to the need
for caution in interpreting spatially aggregated statistical models and illustrates another
advantage of using household level data.

10

Reported DV per 100
households

FSM per 100
households

Figure 10: Regression of DV per 100 households on Income Support per100 households
at ward level.

To strengthen any of these findings we would need to extend either the period covered by
the data or cover a larger area (e.g. two local councils instead of one). Note also there
may be other, more strongly associated factors, which we might have included and these
may result in further refinements. For example, in separate analyses of reported DV
incidents we found that certain ranges are more at risk than others. In particular we found
the median age of victim was 30 years with an inter-quartile range of 25 to 42 years,
whereas the median age of the accused was 36 (30 to 42 years). This is higher than
typical ages reported in crime surveys and is probably a reflection of the fact we are
dealing here with incidents reported to the police, which are known to have a higher
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aggregations are meaningful, such as plots of households with 2 or more factors present.
Alternatively the maps can be drawn to reflect patterns at a neighbourhood level using
whatever geographical boundaries are deemed to be appropriate. The map in Figure 11,
for example, shows neighbourhoods (600 m’ x 600 m?), which were chosen this size in
order to be small enough to differentiate below ward level and yet large enough to
contain sufficient observations.

Fach neighbourhood is shaded according to whether they fall into the top decile of
occurrence on each of four measures — FSM, DV, drug offending and mental health
(noise complaints have been omitted since there are too few to create a meaningful map
at neighbourhood level). The darker the cell the more factors apply. The results are
remarkable since they show a clear concentration in the south of the borough
cotresponding to localities where DV is known to be highest (see Figure 7), but also
some unexpected scattered pockets of problem neighbourhoods elsewhere. Interpretation
is important however, since the analysis has shown DV can be prevalent where no risk
factors are prominent. Nevertheless, a detailed comparison with Figure 7 indicates that
Figure 11 is accurate as far as it goes, and certainly conveys more useful information than
more standard ward-based maps.

4. Discussion and conclusions

It has been shown the approach discussed in this paper permits a detailed consideration of
the vulnerability of different household types to various health and social risks and the
locations in which they tend to concentrate. At the very minimum, it has also shown there
is much information ‘locked up’ in administrative and publicly available data sets that
could be exploited more than it is. The methodology itself is capable of development and
work is continuing, for example, on modelling and related issues using regression
techniques. More generally the methodology has also been shown to be useful for dealing
with long-standing research problems, such as the ecological fallacy and the modifiable
areal unit problem.

One productive line of enquiry has been analyzing the ordering of risk as well as the
likelihood of particular factor combinations. An example currently under investigation is
whether it is usual for school exclusions to be linked with teenage crime and if so
whether criminal behavior has a tendency to occur before exclusion or after. The number

of separately identifiable risk categories increases even more rapidly in these cases
m=N

according to
ording t© 3o

produce 32 conditional risk measures (2%), the ordered case would produce 326 measures.
As a result systematic methods are needed to group the diluted risk pool into meaningful
and statistically significant groupings.

so that whereas in the unordered cases five factors would

It would be premature to say definitely whether the approach will unlock a greater
understanding of interactions between the heaith and social economy and so lead to better
predictive models, although the results from this case study seem promising. They show
such phenomena are not distributed randomly but that there are systematic associations

34



between the risk factors considered. Whilst this is hardly a new finding the fact the
methodology has enabled detailed quantification of different risk combinations, at the
local as well as large scale, must be considered an improvement over comparable
methods. At the same time it has opened the way to a more systematic evaluation of risk
patterns and potential regularities or associations.

The case study described here is one of several carried to date and in all cases the results
have found something new or unexpected to say about an issue or an area. However,
more work is needed to obtain a greater understanding of regularities and patterns by for
example comparing the same phenomena in different time windows or by expanding the
population to cover adjacent councils. ‘Whilst there is obvious scientific logic in taking
forward such an agenda, it is important not to disregard the immediate potential
applications for which the methodology can add value. These divide in three broad
classes which we loosely call local area analysis, policy evaluation and, finally, resource
allocation and cost analysis.

Local area analysis is in increasing demand for making cases to central Government or
the European Commission for funding regeneration and other initiatives. As such
initiatives become more targeted and focussed so the demand for detailed information
and analysis increases. The NHE has already been used one such successful exercise and
proved useful in changing perceptions about what the health needs were in a particular
locality. In terms of policy analysis Governments are increasingly demanding an
evidence base for policy interventions, but as far as local initiatives are concerned this
has proved problematic for a range of reasons, most often data inadequacies and this is
precisely where the NHE offers a solution. For example, imagine a scenario where
systematic analyses take place at different points in time and across different
neighbourhoods. The kind of approach described could help to ascertain whether a policy
intervention has been effective or not.

The final class of applications concerns issues around resource allocation. Currently this
can be very hit and miss at local geographical scales. Health workers do not always have
a clear picture of local needs and so determining training needs or prioritizing services is
an inexact science to a large extent. Similarly with so many agencies operating in an area
it becomes virtually impossible to know what the services are costing overall, or the
extent of any duplication of effort particularly in gathering and processing information
that would allow greater co-ordination of resources. As part of the HAZ work some
methods have already been tested at household level rather than using area based
measures and so far results have been very encouraging.

The techniques, it seems, also have potential applications that go beyond the scope of this
paper but a small footnote is worthy of mention. For example, if all data were assembled
in this way dependence on centrally produced ward-based statistics might, in theory, be
significantly reduced. Local authorities could construct their own data sets from their
administrative data into whatever geographical units were deemed appropriate, if
necessary under central guidance. It seems clear that statistical information obtained this
way would also be more up to date than equivalent statistics currently disseminated by
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central government, which are often years out of date. The question is to determine which
Government statistics would be produced more quickly and reliably by this method, what
new statistics could be published that are not currently available, and what the
conventions would be about making them generally available for research purposes.

References

Acheson D (1998) Independent Inquiry into Inequalities in Health. The Stationery Office,
UK.

Armitage, P and Berry, G (1987) Statistical Methods in Medical Research. Blackwell,
Oxford.

Altman, D.G.(1999) Practical Statistics for Medical Research. Chapman & Hall/CRC,
London..

Barnett, V (1984) Elements of Sampling Theory. Hodder and Stoughton, London.

Chou, Y (1972) Probability and Statistics for Decision Making. Holt, Reinhart and
Winston, New York.

Freund J.E, (1973) Modern Elementary Statistics. Prentice-Hall International, London.

Greenland S, Robins J (1994) Invited commentary: ecological studies — biases,
misconceptions, and counter examples. American Journal of Epidemiology, 139: 742-60.

Openshaw S, and Taylor P J (1981) “The Modifiable Areal Unit Problem’, in N. Wrigley
and R.J. Bennett (editors), Quantitative Geography: A British View, Routledge, London.

Robinson W S (1950) Ecological correlations and the behavior of individuals. American
Sociological Review, 15: 351-57.

Acknowledgements

The author is grateful for the continuing support of Brent Health Action Zone, and to Dr
Martin Frost and Gillian Harper at Birkbeck College Department of Geography, and to
the Brent GIS section in the Brent Council, particular Michelle Colley. He is also grateful
to colleagues in the Department of Actuarial Sciences and Statistics at City University,
London for their comments and advice, and to overseas colleagues such as Dr. Martin
Spielauer in the Austrian Family Studies Institute, Vienna, and Dr Robert Gibberd of the
University of Newcastle, NSW, Australia.

36



Annex A: Data preparation

Introduction — Land Parcel Identifier (LPT)

The basis of the methodology rests on the ability of being able to join together different
data sets using address fields. In order to join data as accurately and efficiently as
possible an address’s unique land parcel identifier (LPI) is used. The property database,
maintained by the London Borough of Brent contains a different record (including an
LPI) for each property in Brent (a total of around 117,000 records).

Data Cleaning

Data sets used in this study were provided by various organizations and tended to be in
different formats and of varying quality. Often within these organizations the practice of
adhering to address standard BS7666 when collecting data has been slow to penetrate. As
a result address information often required conversion to a standardized form, similar to
that used in the property database, to enable each address’s unique LPI to be retrieved
and matched. This process is known as ‘data cleaning’ and involves importing the data
into Microsoft Excel and using it to separate the complete postcode from the rest of the
address string.

Address Matching Programme

An address-matching programme written in Visual Basic by the Department of
Geography, Birkbeck College, is used to link data sets to the property database. This
works by inputting a text file of the postcodes and address strings for each data-set. A
typical data set could comprise a service delivered to that address or some other
characterizing factor like free school meals. The programme checks the postcode first
against the property database. If a match is found, it then goes on to check the next 17
characters of the address string. When an entire address is matched in this way, the
address and its unique identifier from the property database is extracted to a 'matched’
output file. Remaining unmatched addresses are then extracted to an ‘unmatched’ file.
This process is found to have approximately a 70 — 80% success rate.

Those addresses unmatched to the property database using the address-matching
programme have to be matched manually. In any given data set a few records tend to not
be found at ali, due mainly to some addresses being incorrectly inputted in the original
data set.

Factor Combination Tables

By now each service data set will comprise just a list of LPIs. There is no need to have
included any of the other address information as the LPI has taken the place of the ‘text
address’. Similarly all other information from the original data set has been ‘stripped-off’.
In this way the data is anonymized, so that LPI combinations can be analyzed without
referring to individuals or their original addresses.
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FEach data set and an extract from the property database of all LPIs within the Borough
are stored as separate tables in Access. Any duplicate LPIs within individual service data
sets are removed using a ‘remove duplicates’ query and the number “1” inputted in a
separate column alongside each remaining LPIs. From these separate data sets it is
possible to create a binary matrix of received services.

The property database extract, a list of every LPI in the borough, forms the basis of the
table. The various service data sets are added to this ‘spine’ using a query in Access
creating a binary matrix, as the example below illustrates:

factor 3 factor 4 factor...n
0 0 0
1 1 0
0 0 0
0 1 0
0 0 0
1 1 1
0 1 0

Those properties (LPIs) not attracting any factor are extracted from the list (LPIs 3 & 5 in
the example above). These records are addresses can be referred to as the ‘no factor’
matrix because no service or factor has been matched to their addresses. Removing these
records reduces the size of the list and speeds the service overlap analysis. All the
remaining LPIs will have a “1” mark in at least one of the service columns, this can be
referred to as the “factor matrix’.

The next stage is to identify the combination of services received within each property
address (LPI). Again this done in Access, creating a ‘combinations matrix’ which lists
each possible combination of factors from which the results are transferred to a summary
sheet. This sheet lists all occurrences of each service and each possible combination. The
occurrences of combinations are then analyzed in relation to calculated probabilities.

The whole process is illustrated in the accompanying diagram.
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Annex B: DV risk ladders and ready reckoners— observed versus predicted using
Ordii Least Squares (OLS) and Maximum Likelihood (ML,

level |ABCDE No. of observed risk predicted risk  predicted

households of DV % of DV (OLS) risk of DV
» (ML)
3 10101 2 100.0". 137 25.5
2 01010 3 333 17.4 12.6
2 00011 19 26.3 21.8 17.0
3 00111 34 20.6 23.3 29.7
3 01101 15 13.3- 13.5 20.6
2 00110 323 11.8 10.4 12.0
3 01110 10 10.0 18.7 23.0
2 00101 1265 9.6 7.3 10.6
2 01001 11 9.1 12.5 11.2
1 00010 405 6.9 9.6 6.2
2 01100 366 6.8 5.8 7.7
1 00001 1209 6.7 6.8 5.5
2 10100 35 5.7 57 10.0
1 01000 374 5.3 52 3.9
1 00100 23944 3.8 28 37
0 00000 74356 1.8 2.7 1.8

Table B.1: Any DV incident observed and predicted risk using a) OLS; b) maximum
likelihood: Key: A) noise complaints; B) mental health; C) social housing; D) drug
offences; E) free school meals

Level [ABCDE No. of observed risk predicted  predicted

households of DV % risk of DV risk of DV
(OLS) (ML)
3 10101 2 100.0 15.1 28.1
2 01010 3 33.3 14.6 7.0
3 00111 34 11.8 12.2 16.3
2 00011 19 10.5 11.8 8.1
3 01110 10 10.0 15.1 14.1
3 01101 15 6.7 9.3 12.9
2 10100 35 57 5.7 9.8
2 00110 323 53 45 5.1
2 oo0101 1265 41 27 47
2 01100 366 3.0 3.4 4.0
1 01000 374 29 33 1.8
1 00001 1209 2.8 2.6 2.2
1 00010 405 25 4.4 2.4
1 00100 23944 1.4 0.9 1.3
0 00000 74356 0.6 0.9 0.6

Table B.2: Multiple DV incidents at each address observed and predicted using a) OLS;
b) maximum likelihood
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risk category [10101 01010 00071 00111 01101 00110 01110 0071071 01001 00010 01100 00001 10100 01000

10101 1.00 3.00 3.80 4.86 7.50 8.50 10.00 10.37 11.00 14.46 14.64 14.93 17.50 18.70

01010 0.33 1.00 1.27 1.62 2.50 2.83 3.33 3.46 3.67 4.82 4.88 4.98 5.83 6.23
00011 0.26 0.79 1.00 1.28 1.97 224 2.63 273 2.89 3.81 3.85 3.93 4.61 4.92
00111 0.21 0.62 0.78 1.00 1.54 1.75 2.06 213 226 2.98 3.01 3.07 3.60 3.85
01101 0.13 0.40 0.51 0.65 1.00 113 1.33 1.38 1.47 1.93 1.95 1.99 2.33 2.49
00110 0.12 0.35 0.45 0.57 0.88 1.00 1.18 1.22 1.29 1.70 1.72 1.76 2.06 2.20
01110 0.10 0.30 0.38 0.49 0.75 0.85 1.00 1.04 1.10 1.45 1.46 1.49 1.75 1.87
00101 0.10 0.29 0.37 0.47 0.72 0.82 0.96 1.00 1.06 1.39 1.41 1.44 1.69 1.80
01001 0.09 0.27 0.35 0.44 0.68 0.77 0.91 0.94 1.00 1.31 1.33 1.36 1.59 1.70
00010 0.07 0.21 0.26 0.34 0.52 0.59 0.69 0.72 0.76 1.00 1.01 1.03 1.21 1.29
01100 0.07 0.20 0.26 0.33 0.51 0.58 0.68 0.71 0.75 0.99 1.00 1.02 1.20 1.28
00001 0.07 0.20 0.25 0.33 0.50 0.57 0.67 0.69 0.74 0.97 0.98 1.00 1.17 1.25
10100 0.06 0.17 0.22 0.28 0.43 0.49 0.57 0.59 0.63 0.83 0.84 0.85 1.00 1.07
01000 0.05 0.16 0.20 0.26 0.40 0.45 0.53 0.55 0.59 0.77 0.78 0.80 0.94 1.00

Table B.3: Ready reckoner of observed relative risk based on any DV incident

Tisk category 110101 01010 00011 007717 01101 00110 01110 00101 07007 00010 01100 00001 10100 01000

10101 1.00 3.00 8.50 9.50 10.00 15.00 17.50 19.00 24.33 33.27 34.00 35.56 40.50 71.90
01010 0.33 1.00 2.83 3.17 3.33 5.00 5.83 6.33 8.11 11.09 11.33 11.85 13.50 23.97
00011 0.12 0.35 1.00 1.12 1.18 1.76 2.06 224 2.86 3.91 4.00 4.18 4.76 8.46
00111 0.11 0.32 0.89 1.00 1.05 1.58 1.84 2.00 2.56 3.50 3.58 3.74 4.26 7.57
01101 0.10 0.30 0.85 0.95 1.00 1.50 1.75 1.90 243 3.33 3.40 3.56 4.05 7.18
00110 0.07 0.20 0.57 0.63 0.67 1.00 1.17 1.27 1.62 222 227 2.37 270 4.79
01110 0.06 0.17 0.49 0.54 0.57 0.86 1.00 1.09 1.39 1.90 1.94 2.03 2.31 4.1
00101 0.05 0.16 0.45 0.50 0.53 0.79 0.92 1.00 1.28 1.75 1.79 1.87 213 3.78
01001 0.04 0.12 0.35 0.39 0.41 0.62 0.72 0.78 1.00 1.37 1.40 1.46 1.66 2.96
00010 0.03 0.09 0.26 0.29 0.30 0.45 0.53 0.57 0.73 1.00 1.02 1.07 1.22 2.16
01100 0.03 0.09 0.25 0.28 0.29 0.44 0.51 0.56 0.72 0.98 1.00 1.05 1.19 2.1
00001 0.03 0.08 0.24 0.27 0.28 0.42 0.49 0.53 0.68 0.94 0.96 1.00 1.14 2.02
10100 0.02 0.07 0.21 0.23 0.25 0.37 0.43 0.47 0.60 0.82 0.84 0.88 1.00 1.78
01000 0.01 0.04 0.12 0.13 0.14 0.21 0.24 0.26 0.34 0.46 0.47 0.49 0.56 1.00

Table B.4: Ready reckoner of observed relative risk based on multiple DV incidents. For key to codes see caption Table B.1.
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77771 11011 10111 01111 100117 07011 11110 004111 11101 11010 00011 11001 10110 10101 01110

1.00 112 127 1.43 145 165 1.82 1.91 197 241 223 2.30 2.48 2.71 288
0.89 1.00 113 128 128 147 162 17 176 189 1.99 205 222 242 257
0.79 0.88 1.00 1.13 114 1.30 143 1.50 155 168 175 1.81 1.95 213 227
070 0.78 0.89 1.00 1.01 1.18 127 133 1.38 148 156 181 173 1.89 201
0.69 0.77 0.88 0.9 1.00 114 125 132 136 146 154 159 1.7 187 1.99
0.81 068 0.77 0.87 0.88 1.00 1.10 1.16 120 1.28 1.35 1.40 151 165 175
0.55 062 0.70 0.79 0.80 091 1.00 1.05 1.08 116 123 127 137 149 159
052 0.59 086 0.75 0.76 086 0.95 1.00 1.03 141 117 1.20 1.30 142 151
051 0.57 064 073 0.74 0.83 082 097 1.00 1.07 113 117 126 1.38 148
0.47 0.53 0.60 088 069 0.78 0.86 0.90 0.83 1.00 1.05 1.09 1147 1.28 138
0.45 0.50 0.57 064 085 0.74 082 086 0.88 085 1.00 1.03 111 1.22 1.29
043 0.49 0.56 082 063 072 0.79 0.83 0.86 0.92 0.97 1.00 1.08 1.18 125
0.40 0.45 0.51 0.58 0.58 0.66 0.73 0.77 0.79 0.85 0.80 093 1.00 1.09 1.16
0.37 041 0.47 0.53 053 061 067 070 073 0.78 082 0.85 0.92 1.00 1.08
0.35 039 044 0.50 0.50 0.57 0863 0.68 068 073 077 080 086 0.94 1.00
0.34 038 0.43 0.49 0.50 056 082 085 067 0.72 0.78 0.79 0.85 083 099
032 036 0.40 0.45 0.46 052 0.58 061 062 0.67 .71 073 0.79 0.86 091
0.31 0.35 040 0.45 0.45 051 057 0.60 062 0.66 0.70 072 0.78 0.85 0.80
028 033 037 042 043 0.48 053 058 058 0.62 085 088 073 0.80 085
027 0.30 0.34 038 0.3% 0.44 0.49 0.51 053 0.57 060 062 088 0.73 0.77
0.25 0.28 0.31 035 0.38 041 045 047 0.49 0.52 0.55 057 0861 067 071
0.24 0.27 0.30 034 034 0.39 043 045 047 0.50 0.53 0.55 0.59 0864 068
0.22 025 0.28 0.32 032 0.37 041 043 0.44 047 0.50 0.52 0.56 061 084
0.21 023 0.26 0.30 0.30 0.34 0.38 0.39 041 044 0.48 047 0.51 0.56 059
0.20 022 025 0.28 029 033 0.36 0.38 039 0.42 044 046 0.49 0.54 057
0.19 021 024 027 0.27 0.31 0.34 0.36 0.37 0.40 042 043 047 0.61 0.54
017 0.18 0.21 0.24 0.24 027 0.30 0.32 0.33 0.35 037 038 041 0.45 048
014 0.18 0.18 0.20 0.20 0.23 0.26 027 028 0.30 0.31 032 035 0.38 0.40
0.14 0.15 Q.18 0.20 0.20 023 0.25 0.26 0.27 029 0.31 032 034 0.37 040
0.12 0.13 0.15 017 017 0.19 0.21 022 0.23 025 0.28 027 029 0.32 0.34
0.10 011 0.12 0.14 0.14 0.16 0.18 0.18 0.19 0.20 0.22 0.22 024 0286 0.28
0.08 0.09 0.10 011 012 013 0.15 0.15 0.16 017 0.18 0.18 0.20 022 023
617071 10001 01010 01001 00770 77700 00107 00010 11000 00007 70700 01100 10000 01000 00100
3.15 3.20 341 3.74 4.08 421 4.47 4.84 5.02 5.34 6.03 712 7.24 8.57 10.36
281 2.86 3.04 3.34 363 3.76 3.99 432 448 4.76 5.39 6.36 6.46 765 9.25
248 252 268 294 3.20 331 3.52 381 3.95 420 475 581 5.70 8.74 8.16
220 224 238 261 284 294 312 338 351 373 41 4.98 5.08 5.98 724
218 221 235 258 2,80 290 3.08 334 347 368 4.16 492 5.00 591 715
1.92 1.85 207 227 247 2.56 27 294 3.05 3.24 367 4.33 4.40 5.21 6.30
1.74 176 1.88 208 224 232 248 267 276 294 3.32 392 3.99 47 570
1.65 167 178 1.96 243 220 234 253 263 2.79 3.18 373 3.79 4.48 5.42
160 162 173 1.80 206 214 227 248 255 2m 3.08 361 367 4.35 526
149 151 161 177 1.92 188 21 229 238 252 285 337 343 4.05 490
1.42 144 153 168 1.82 189 200 217 225 239 27 320 325 384 4865
137 1.39 148 163 177 1.83 1.04 211 218 232 282 3.10 3.15 372 450
127 129 137 151 164 1.70 1.80 195 202 215 243 287 292 3.45 4.17
1.18 1.18 126 138 1.50 155 185 179 1.85 197 223 283 267 3.18 382
1.09 111 1.18 1.30 141 1.48 1.55 168 174 185 209 247 251 297 3.60
1.08 1.09 117 1.28 139 1.44 1.53 168 1.72 1.83 208 244 248 293 354
4.00 1.02 1.08 119 129 1.33 1.42 154 159 1.69 181 226 230 272 3.29
0.99 1.00 1.06 147 127 131 1.40 151 157 167 188 223 226 268 324
093 0.94 1.00 1.10 119 124 1.31 1.42 147 157 177 209 213 251 304
0.84 0.88 0.91 1.00 1.08 113 1.19 1.30 1.34 143 161 191 1.94 229 277
0.78 0.79 0.84 092 1.00 1.04 1.10 1.19 1.24 131 149 1.75 178 211 255
075 0.76 0.81 0.89 097 1.00 1.08 115 118 127 143 169 172 204 248
071 0.72 0.76 0.84 0.91 0.94 1.00 1.08 142 118 135 159 162 192 232
065 0.66 0.70 0.77 0.84 0.87 092 1.00 1.04 1.10 125 147 1.49 177 214
11000 063 084 068 0.74 081 0.84 0.89 0.96 1.00 1.06 120 142 144 171 208
0coo01 0.59 080 064 0.70 0.76 079 0.84 0.91 0.94 1.00 113 134 136 161 194
10100 0.52 0.53 056 0.62 067 070 0.74 0.80 083 0.88 1.00 1.18 1.20 1.42 172
01100 0.44 0.45 0.48 0.52 0.57 0.59 083 088 0.71 075 0.85 1.00 1.02 1.20 145
10000 0.44 044 047 0.52 0.56 058 062 067 0.69 0.74 0.83 0.88 1.00 1.18 143
01000 037 0.37 040 0.44 047 0.49 0.52 0.57 0.59 062 0.70 083 085 1.00 121
00100 0.30 0.31 033 0.36 0.39 0.41 043 047 0.48 0.52 0.58 069 0.70 083 1.00

00000 0.25 0.26 0.27 0.30 032 0.34 0.39 040 0.43 0.48 0.57 0.58 069 0.83

0.36 X X X
Table B.5: Ready reckoner of predicted relative risk based on any DV incident using OLS. For key to codes see Table B.1.
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