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ABSTRACT

Multimedia digital content (combining pictures, text and mu-
sic) is ubiquitous. The process of creating such content using
existing tools typically requires complex, language-laden
interactions which pose a challenge for users with aphasia
(a language impairment following brain injury). Tangible
interactions offer a potential means to address this challenge,
however, there has been little work exploring their potential for
this purpose. In this paper, we present CreaTuble — a platform
that enables us to explore tangible interaction as a means of
supporting digital content creation for people with aphasia.
We report details of the co-design of CreaTable and findings
from a digital creativity workshop. Workshop findings
indicated that CreaTable enabled people with aphasia to create
something they would not otherwise have been able to. We
report how users’ aphasia profiles affected their experience,
describe tensions in collaborative content creation and provide
insight into more accessible content creation using tangibles.

Author Keywords
Aphasia, tangible user interfaces, creativity, content creation,
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INTRODUCTION

Creative acts are often evocative; they might allow us to convey
thoughts, emotions or rich imagery. They enable us to express
ideas we might not otherwise be able to express through tra-
ditional communication routes, such as speaking and writing,
alone. Further to the expressive benefits of creativity, being
creative has also been shown to afford improved mental well-
being and self-esteem [15, 23]. We might use more than one
modality when being creative — for example, we might sing a
song and gesture simultaneously to say something more than
we could say with either modality on its own. Allowing for
multiple modalities, including non-language modalities, and
the creation of multiple types of media, offers an opportunity
for people with language impairments to be expressive. For
example, people with aphasia (a language impairment follow-
ing brain injury) might engage in expressive activities such
as the creation of physical forms [38], photography [39] or
singing [40] with fewer barriers than they face with traditional
communication.
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The digital age offers a range of tools giving individuals rich
capabilities for creating and distributing multimedia digital
content. Such creative digital technologies (video editing
tools, social media apps, etc.) might appear to have the poten-
tial to support people with language impairments to engage
in creative acts. However, these technologies are often not
accessible [6, 13, 25] due to their highly-textual, multi-step
nature [25]. Therefore, while creativity might offer people
with speech and language impairments an alternative means
to expression, current digital creation tools do not adequately
support this. Tangible systems, combining physicality with
digital interactivity [19, 32], may have potential in this con-
text because they map to innate human abilities — interacting
with the ‘real world’ is natural for us — reducing the need for
language-based interactions.

Previous work suggests that tangible systems have enabled
people with a range of disabilities to engage more effectively
with computers [37, 54, 58]. Koushik et al. [37], for ex-
ample, created a tangible block-based game enabling blind
programmers to generate programming logic by creating au-
dio stories. Tangible systems offer an intuitive input modality.
This presents an opportunity to create technologies more ac-
cessible to people with aphasia and to address some of the
challenges these users face with digital content creation. Tan-
gibles however, have not yet been used for this purpose. The
overarching aim of the work presented here was to design
an approach and a technology which would support people
with severe aphasia to create expressive digital content they
might otherwise be unable to create. In this paper, we report
a tool that enables people with aphasia to create multimedia
compositions without the challenges associated with main-
stream content creation tools, via tangible interaction. Our
work makes three main contributions:

— Crealable: A novel tangible platform for people with apha-
sia to create and curate digital content;

— Insights from the process of co-designing CreaTable where
we worked with four people with severe aphasia;

— Findings from an evaluative content creation workshop
where we investigated whether people with aphasia could
use CreaTuable successfully, how they collaborated and how
their aphasia affected their experience.

BACKGROUND

Tangibles and Disability

Tangible systems (or ‘user interfaces’) offer one-to-one map-
ping of physical to digital information. The benefits that this
mapping affords are numerous. Such systems have been shown
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to offer reduced need for visual attention [33], improved in-
teraction efficiency [59], more nuanced control [60] and more
effective object manipulation for tasks [59] when compared
to standard computer interface counterparts (e.g. mouse, key-
board, touchscreen). Due to this direct mapping, tangible
systems have been widely explored with people with a range
of impairments as a means for them to interact with technology
more resourcefully. Falcao et al. [18], for instance, explored
how tangible technologies might enable children with intellec-
tual disabilities to ‘take the initiative’ more with technology.
Tangible systems have also enabled users with visual impair-
ments to engage with non-visual programming interfaces [37,
58], allowed unique ‘single purpose’ custom form factors to
aid children with autism [54] and been shown as effective tools
to support language skill development [27, 26].

Of particular relevance to the work reported here, there has
been some limited consideration of tangibles for people with
speech and language impairments. Taking on concepts from
speech and language therapy, where physical artefacts such
as paper and props are key for communication (e.g. [10]),
work such as that by Piper et al. [48] considers how such
‘traditional’ materials might be augmented with digital media,
such as audio, via digital pen technology. Work by Herault et
al. [28] also describes the customisation of physical objects to
enable speech and language therapists (SLTs) to link written
words and concepts to physical forms. Finally, Al Mahmud
et al. [2] describe a tangible messaging system designed with
people with aphasia to communicate remotely using post-its
and webcams. While such work mainly focuses on therapeutic
rehabilitation, we aim to enable creativity and expression.

Tangibles for Content Creation

Many creative techniques — plucking a string to produce a note
or painting with a brush — are inherently tangible. The intuitive
nature of these interactions can be lost when transferring such
processes to the digital domain. The digital domain, however,
also offers previously unimaginable possibilities for content
creation and sharing. Research has unsurprisingly focused on
creating the best of both worlds, via tangible systems. For
music, research has considered how we might arrange blocks
into musical compositions [16]. Work such as ReacTable [34]
affords collaborative composition of music on a table using
puck-like tangible objects [35].

Tangible systems have also been considered in the visual arts
domain. A ubiquitous example of this is the digital stylus,
which emulates the affordances of pens and pencils. Work
has explored how this might be extended by using physical
objects as input [36] and supporting digital painting [53, 55].
Research has also explored how physical interactions might
be used to support children in story-telling [17, 52, 62].

In video production, Bartindale et al. [7] discuss StoryCrate,
a tangible system designed to help film production teams to
storyboard scenes while on location by allowing them to inter-
act with video content just after capture. Here, tangible con-
trols enable different production techniques (e.g., mark-in/out,
zoom). Finally, with a focus on post-production, Zigelbaum
et al. [64] describe a tangible system for sequencing video in
which pocket PCs can be arranged to form an overall video

sequence. In our work, we also consider tangibles for multi-
media creation. However, the work presented here considers
tools designed with and for people with aphasia for accessible
expression, as opposed to tools for video professionals.

Aphasia and Content Creation

We now consider aphasia and how it might affect content
creation. Aphasia is an acquired language impairment. It is
most commonly caused by a stroke, but can be caused by other
forms of damage to the language regions of the brain [5]. It
can affect reading, writing, speech and comprehension. The
aspects of language affected can vary significantly between
people. Some people might be able to produce only very
limited amounts of speech whilst retaining good levels of
auditory comprehension. Others might retain good speech
but acquire deficits in writing. Aphasia is often considered an
invisible condition — although one third of people who have a
stroke are affected by aphasia, less than 10% of the population
know what it is [14]. As the population ages and the odds of
surviving a stroke increase, the probability of a given person
being affected directly or indirectly by aphasia, is increasing
year-on-year. Therefore, a growing number of individuals will
be faced with significantly reduced opportunities to express
their creative potential due to language barriers.

Technology for digital content creation was not created with
language impairments in mind, making it challenging for
people with aphasia to fulfil their expressive potential. In-
creasingly, work has focused on supporting creative processes
in a range of user groups (c.f. Frich et al.’s survey paper
[20]). For instance, creativity support tools for creative writ-
ing might utilise time constraints [9], or algorithmic assistance
for metaphor [22]. These approaches are, however, likely not
suitable for people with aphasia. Aphasia literature indicates
that implicit language demands inherent to modern technology
sometimes present impassable barriers for some [12, 24, 42,
50] to engage with ‘mainstream’ technologies. Many widely
adopted social media tools, for example, present a number of
barriers [25]. However, people with aphasia show a desire to
produce online content [29]. They often require support to use
existing tools however, e.g. by having their partner manage
their account and content [57], or find themselves only able to
engage with more visual aspects of social media [29]. Technol-
ogists have also considered how we might design social media
networks around people with aphasia, to distribute media and
connect with others online [43, 56].

In non-digital creativity, Lazar et al. [38] investigated how
art therapy affords new creative opportunities for people with
complex speech and language needs. People with aphasia can
also benefit from having people to support them when being
creative. Chris Ireland — a poet with aphasia — for example, is
supported by an SLT friend who does not have aphasia [30,
31]. More broadly, art therapy has been shown to have positive
benefits on expression in people with aphasia [38, 39, 40] as
these approaches can avoid language challenges and therefore
imbue their other competencies.

Whilst tools exist to make interactions with technology more
accessible for people with aphasia, there is currently little
available in the way of artistically expressive content creation



tools. Existing tools, for instance, focus on methods to retrain
lost vocabulary [47], assist conversation [61], plan activities
[44] or train communicative gestures [51]. While some work
has considered how people might communicate through digital
content such as photos [1, 3, 4] and textual content online [41,
43], these are mostly for functional purposes. Limited work
considers creativity. We have previously presented MakeWrite,
an app to support people with aphasia to produce creative
writing [46]. This tablet-based app supported content creation
in one medium (text) and was created to meet the needs of
people with mild to moderate aphasia. Against this context,
we present a tangible platform, CreaTable, and a media se-
quencer app, that we have developed to support people with
severe aphasia (i.e. people with very limited expressive and/or
receptive language in either spoken and/or written form) in
creating expressive, multimedia digital content.

CREATABLE AND CREATABLE MEDIA SEQUENCER
CreaTuable is a tangible platform for creating and curating mul-
timedia content. It consists of a table where tangible objects
are arranged by users. A webcam and fiducial-based recog-
nition system detect the position of the objects to create an
equivalent digital representation.

We have developed a media sequencer app that uses CreaTable
to sequence and play multimedia content. Figure 1 shows Cre-
aTable in the foreground and two screens used by the media
sequencer app in the background (called the Arrange screen
and the Play screen). Each tangible object on the table repre-
sents a piece of multimedia content: either a picture, a piece
of music, a musical note, an emoji or a word. The equivalent
static digital representation of the objects is displayed on the
left-hand Arrange screen. See the accompanying video figure
for a demonstration.

Similar to video editing software, the media sequencer app
can also “play” the content. In play mode, a virtual play-head
moves across the content, playing each piece of content that
it meets. A piece of content is played either by presenting it
on the right-hand Play screen (for visual and textual content),
or by playing a sound (for audio content). The play-head is
displayed as a light on the CreaTable via a programmable
LED strip (see ‘position indicator’ in Fig. 1) and as a line on
the Arrange screen. Once the play-head reaches the end of
the content, it returns to the beginning and continually loops.
The play-head can move either left-to-right or right-to-left and
is controlled by a knob at the front of the table (‘speed and
direction control’ in Fig. 1). Twisting the knob in a given
direction speeds up the play-head in that direction. Moving
the knob to a central position stops the play-head.

Figure 2 shows the tangible objects used in the media se-
quencer app. These are played in different ways. Pictures (Fig.
2, a) are displayed as full-screen pictures on the Play screen.
Pieces of music (Fig. 2, b) are played aloud in a continual
loop. Musical notes (Fig. 2, c) are played aloud as single
musical notes, arpeggios or chords, with the vertical position
of the tangible object on the table changing the pitch of the
note. Emojis (Fig. 2, d) are displayed on the Play screen in
the same position as the tangible object occupies on the table,
e.g. if placed on the top right of CreaTable, they are rendered

in the top right of the Play screen. Similarly, words (Fig. 2, e)
are displayed on the Play screen in a position that correlates
to their physical position on the CreaTable surface.

While most of the tangible objects have a single digital equiv-
alent, there are two special 5-sided objects (Fig. 2, f and g).
These allow the user to select additional content through in-
direct mappings. Tangible object f) can be rotated to choose
one of five words; tangible object g) can be rotated to select
one of five images. These controls were implemented to over-
come the challenge of a potentially overwhelming number of
tangible objects if there is an object for every piece of content.

The user journey for the Crealable media sequencer app is
as follows: the user selects tangible objects and places them
on CreaTable to create a multimedia composition. They can
immediately see the equivalent static digital version on the
Arrange screen. The user can then ‘play’ the content by ma-
nipulating the play-head knob, viewing visual content on the
Play screen and listening to audio content.

Speed & direction control

Figure 1. The CreaTable media sequencer system.

Technical and Control Details

CreaTable measures 780mm in width, 490mm in depth and
715mm in height. It is constructed from a 10mm thick perspex
surface mounted within an aluminium extrusion frame. The
table surface is 700m in width by 410mm in depth (aspect ratio
~ 16:9). Fig. 4 shows the technical components of the system.
The user interacts by moving tangible objects on the surface of
CreaTable. Attached to the bottom of all tangibles is a fiducial
marker which is tracked with the reacTIVision toolkit [34]
via a webcam mounted below the table’s surface. Similar to
[34], tracing paper on the perspex surface prevents users from
seeing through the perspex, whilst allowing for object tracking
from below. The fiducial data is processed in the Processing
environment, via the TUIO framework. User input from a
potentiometer mounted on the front of the CreaTable is sent
to the laptop via an Arduino Uno microcontroller to control
the play-head and the play-head position is displayed using a
programmable LED strip.
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Figure 3. The Arrange and Play screens from Figure 1. The Arrange
screen shows the static arrangement of content. The Play screen shows
the content being played. Play-head movement is left to right.

CO-DESIGN OF CREATABLE

We now report the co-design process that resulted in CreaTable
and the media sequencer app with the goal of showing the
significant contribution of co-design in shaping the system. As
the table and the app were designed simutaneously, we refer to
the combination as CreaTable here. Four people with aphasia
were employed as co-designers. All four had moderate to
severe aphasic language difficulties as a result of a stroke, and
limb weakness (hemiplegia) affecting their right arm. Three
used a stick to walk. Ages ranged from 31 to 62 years old.

Three co-design workshops were conducted, each lasting 2.5
hours. The co-designers with aphasia worked alongside co-
designer researchers to ideate and provide feedback on ideas
and prototypes. Their participation was facilitated through
co-design techniques adapted for people with aphasia, such

.
™ Potentiometer @
P%ﬂii:n %% l poI;iEi?:ns nu
. = l—
E Microcontroller Laptop g .
g i Playhead Fiducial
Lot | eant ] e
g 8
2| | LED Strip ——— Webcam o |3
=) L
Visual Fiducial T
fee:jsll;:ckwl T Vlie‘%:elz w %
[ ] . . AR 3
— User - Fiducials 2
] iy
4

!
User interacts with tangibles A/

Figure 4. Flow diagram of CreaTable.

as those reported by Wilson et al. [63]. The sessions were
mostly group-based, but also included some individual use
of technologies. Co-created personas, which have previously
been used to co-design effectively with people with aphasia,
Parkinson’s disease and dementia [11, 45], were used exten-
sively to broaden the demographic of the co-designers beyond
those in the room and to introduce the co-designers to the
process of ‘doing design’ together.

Workshop 1: Introduction to Tangibility

Co-design workshop 1 focused on exploring the types of dig-
ital content that the co-designers with aphasia might want
to create and the potential of a tangible approach for creat-
ing it. High-fidelity prototyping techniques have previously
been reported to be more effective than low-fidelity techniques
(such as paper prototypes and sketches) for people with apha-
sia. Therefore we adopted this approach and used a specific
tangible system to support the discussion [21, 46, 63].

We developed and used a tangible system for composing sim-
ple melodies, similar to [16]. This consisted of a webcam
positioned above a desk where coloured 3D-printed blocks
were placed. Simple blob-tracking was used to determine the
position of the blocks. Each block represented a single musical
note. The vertical position of a block controlled the pitch of
the note. The system continually ‘played’ the arrangement of
blocks using a virtual ‘play-head’ that moved across the desk
from left to right and then looped back to the beginning. The
blocks varied in shape and size so that we could explore their
acceptability to the co-designers given their limited dexterity.



Co-designers with aphasia were introduced to the tangible sys-
tem and then spent some time creating melodies. They were
supported in a discussion to provide feedback and make con-
structive suggestions for future developments. Co-designers
found the tangibility to be engaging and accessible. All the
tangible blocks of varied sizes and shapes were usable and
acceptable. The looping feature enabled co-designers to ini-
tiate a fledgling idea and then interactively refine it; this was
positively received. We probed which other media types (other
than music) might be interesting to use with such a system.
One co-designer — an accomplished artist — was keen to ex-
plore how he might incorporate his paintings with other media
types, specifically music. Other combinations of media were
also discussed (e.g. music + lyrics = song). This was positively
received — the general consensus was “let’s see”.

Workshop 2: Refinement of Tangible Prototype

Based on the input from the co-designers, we refined the
tangible system for workshop 2. Media types suggested by
co-designers were added — blocks were added to represent
words and pictures. This meant that users could now compose
multimedia content consisting of music, pictures and words.
As before, the composition was ‘played’ by the system. A
display was added to ‘play’ the pictures and words. The
pictures were ‘played’ by displaying them full screen on the
screen. Words were ‘played’ by displaying them in their
position, superimposed on the pictures.

Co-designers were again supported to provide feedback, this
time focusing on the new media types. Feedback indicated
that they enjoyed exploring the different images and tried
to ‘match’ them to the musical notes. They matched these
both temporally (i.e. synchronising them), and aesthetically.
However, the music created with the system was deemed too
simple to satisfactorily complement the images. There was
a desire to include pre-recorded music and to create more
sophisticated musical sequences. The feedback about the
words was mixed. One co-designer had a particular dislike
of words due to the challenges he experiences with reading,
while others were interested in further exploration of words.

The visual media prompted other discussions including
whether the system should be used for creating personal con-
tent or more general artistic purposes. One co-designer wished
to use the system to curate her photos from a recent holiday
and complement them with other media. Another co-designer
wished to use the system to display and match his paintings
to music. To further explore this topic, a discussion around
where such content might be displayed was initiated. Some
co-designers responded positively to the idea of sharing their
work in a gallery, others saw the tangible system as a more per-
sonal creation tool, for sharing photos with family and friends.
Others expressed interest in both.

Workshop 3: Conveying Sentiment

The prototype was further refined in preparation for the third
workshop. Building on the positive feedback and suggestions,
a first version of CreaTable was developed. The solid desktop
was replaced with a sheet of perspex, the webcam was moved
from above to below the tangible objects and fiducial markers

were placed on the undersides of the objects. This resulted
in less occlusion from the users’ hands and afforded a more
discreet tracking approach because users could not see the
markers. A programmable LED strip was incorporated into
the table to show the position of the play-head and a second
display (the Arrange screen) was introduced to show the con-
tent in static digital form. We saw a need in workshop 2 to
offer the user more control and complexity. Therefore, rather
than playing the content at a set speed and in a fixed left-right
sequence, the speed and direction control knob was added to
the front of the table.

Based on discussions in workshop 2, additional media types
were introduced (more pictures, pieces of music, more com-
plex musical notes (e.g. arpeggios, emojis and words). Some
of the pictures were contributed by co-designers. The tangible
objects were a mixture of printed cards and 3D printed shells
with slots for content cards (Fig. 2, a, b, ¢, d and e).

In workshop 3, co-designers used the tangible system to create
content related to specific ‘themes’. Each theme was presented
as a set of words: “happiness, sun, fun”; “love and friendship”
and “darkness, anger, sea”. We found that it was best to do
this as a structured activity, breaking the process into discrete
tasks to limit challenge and working with one media type at a
time. Although a wide choice of content was clearly important
to the co-designers, they had problems physically reaching all
of the tangible objects on display across the table. This was
exacerbated by their hemiplegia.

Discussions about how to address the challenge of having too
many tangible objects suggested that it might be useful to
reduce the quantity of physical objects, while still allowing
for lots of easy-to-access content. The co-design team settled
on the idea of ‘grouping’ different pieces of content into one
tangible object and the user doing some form of manipulation
to select the content. Acceptable manipulations were twist
interactions and moving the objects up and down on the table.
This led to a final modification, the introduction of 5-sided
selector objects, and hence the current CreaTable prototype.

DIGITAL CONTENT CREATION WORKSHOP

To investigate the efficacy and the possibilities of CreaTable
for enabling people with aphasia to create digital content, we
ran a digital content creation workshop at a local aphasia drop-
in clinic. This workshop was undertaken within the ethics
framework of City, University of London. We aimed to estab-
lish (a) whether people with aphasia would be able to create
content using CreaTable, (b) what people would think about
working collaboratively to use CreaTable and (c) how people
would perceive ownership of any content created. Clinic at-
tendees could choose whether to participate in the workshop
or to continue with their regular activities. One attendee was
excluded due to his role as a co-designer. Beyond this, the
workshop was open to all attendees — therefore participants
comprised a range of aphasic profiles and other physical im-
pairments commonly associated with stroke. Data collection
was facilitated by four qualified SLTs and two student SLT's
(SSLTs). Two technology researchers further facilitated the
session and managed the CreaTable prototype and the video
and audio data capture.



Procedure

The session commenced with information giving and consent
form completion by all attendees wishing to take part. This
was followed by completion of a background information
report and then use of CreaTable in small groups. After this,
participants were supported to complete a feedback sheet.
Finally, at the very end of the session, a recital of compositions
created by each group was presented to all drop-in attendees
and accompanied by a full-group discussion and reflection.

Participants were supported to access the information sheet,
consent and feedback forms by the SLTs and SSLTs. Forms
were created to be aphasia-accessible, incorporating both vi-
sual rating scales and pictures to accompany question text.
Details of aphasia were captured through facilitated self-report
of each individual’s perceived difficulties with reading, writ-
ing, speaking and listening. Specific examples were presented
to facilitate participants to self-report. To understand a partici-
pant’s perceived ability in each domain, they were asked if they
could undertake given (hypothetical) activities, in decreasing
order of difficulty. For example, for reading they were asked if
they could read: ‘Long-text — like a story’; ‘a letter/email to a
friend’; ‘Simple sentences’; ‘Some single words’; ‘my name’.

Next, participants used CreaTable in groups: two groups of
four people (Groups 1 and 3) and one group of three people
(Group 2) in a separate room alongside two researchers. Both
researchers — an SLT researcher and a technology researcher
— had extensive experience of using digital technologies with
people with aphasia. Participants were positioned around
three sides of the CreaTable, taking any mobility constraints
into consideration. Participants were asked to select from
unseen sheets of paper to randomly choose a ‘theme’ for the
content they would be creating. The two selected paper sheets
— each showing a single word in large, bold text — were then
placed near the prototype to act as visual cues and reminders
throughout the creation process. Group 1 chose ‘Surprise’
and ‘Fire’; Group 2 chose ‘Earth’ and ‘Happy’; Group 3 chose
‘Calm’ and “Wind’(see the words ‘Calm’ and ‘Earth’ in Fig. 1).

Participants were next introduced to CreaTable. Through ini-
tial demonstration with picture objects, they were shown that
when the tangible objects were placed on the table, the content
appeared on the Arrange screen. They were then shown how
content could be played on the Play screen using the play-head.
Once the concept of playing pictures was understood, other
content types were introduced one-by-one, as the co-design
sessions indicated the simultaneous introduction of many con-
tent types could be overwhelming. The participants were then
encouraged to create a piece of content on the Play screen
to ‘match’ their two thematic words. The SLT researcher
prompted engagement with the objects and the table. Partici-
pants were also free to engage with objects under their own
initiative, i.e. unprompted. The sessions were video-recorded
and the copies were taken of the content that was created.

Managing and Introducing Content

Given the time constraints of running the session, and the
previous complexities faced with content in the co-design ses-
sions, we limited the number of tangible objects available to
the groups. We opted to not provide emoji or musical notes

and we limited the content to around 15 pictures, including
a variety of stock photos of varying aesthetics and selected
paintings from the artist co-designer. Similarly, around 15
words were included (e.g. “Poet”, “garden”, “Cat”). In addi-
tion, we included 5 words and 5 pictures for each theme in
the 5-sided selector objects. We included 6 varied pieces of
music, again to avoid choice paralysis. Finally, to reduce the
cognitive and physical burdens on accessing content, and to
provide a familiar approach, we offered the tangible objects
on a tray, with smaller plates where objects could be easily
grouped and passed around (see Fig. 5).

Figure 5. Tangible objects on trays and plates.

Participants

Eleven people participated in the digital content creation work-
shop. Ten had a clinical diagnosis of aphasia; one (P11) had
self-reported communication difficulties following her stroke
but no clinical diagnosis. People were allocated to groups on
a convenience basis (i.e. those who were interested, available
and had consented at the time that the group was starting).
Participant demographics and aphasia-related information are
shown in Table 1. Six participants were female and 5 male.
Ages ranged from 49 to 75, with an average of 60.3 (SD =7).

Participants reported varying language difficulties — represent-
ing a relatively typical sample of a group of people with apha-
sia. Seven participants reported some form of difficulty with
reading, six with writing, nine with speaking and three with un-
derstanding. Most participants (7) reported some kind of phys-
ical difficulty — predominantly one-sided weakness/paralysis
(hemiplegia/hemiparesis) as a result of their stroke, implying
limited use of their dominant hand, or a mobility difficulty.

Results: Final Content Created

An example of the final content produced can be seen in Fig.
6. Content analysis of the final content showed that Group
1 (Surprise and Fire) focused more on the word ‘surprise’.
They did so through humour, first by presenting a picture of a
lamb, then presenting a picture of a dead animal skull, coupled
with the word ‘shock’. The music chosen here was Greig’s
Morning Mood. This piece of music is often used in audio for
visual media to symbolise mornings and the rising sun.

Group 2 (Earth, Happy) created three scenes from three pho-
tographs, inspired by a poetic phrase they chose after experi-
mentation: “famished love garden’. The first scene coupled the
word ‘famished’ with an image of an evening fishing scene,
showing a solitary fisherman on a misty lake. The second
scene combined ‘love’ with an image of a woman jumping on
a bed. Finally, when the entire phrase is presented with the


https://en.wikipedia.org/wiki/File:Musopen_-_Morning.ogg

Figure 6. Four screenshots from Group 3’s piece of content. Their themes were ‘calm’ and ‘wind’. The words arranged over the images and presented
sequentially are: *wild’ *angry’ ’quiet’ ’strong’ ’love’. The music played was Acoustic Breeze.

P M/F G Age Difficulties reading Difficulties writing Difficulties speaking Difficulties understanding Physical difficulties

1 F 1 66 Books. Magazines. Own name For a long time None Right hand & leg
Road Signs. Menus

2 M 61  Books Own name For a long time None Right hand

3 F 57  Road Signs None None The radio. The TV. A conversation ~ None

4 M 57  None None A few words or more Telephone conversation None

5 M 2 60 Books. Magazines Long-texts For a long time None Right hand

6 M 2 49 Menus Long-text. Letter/email  None None Right hand

7 M 2 75 None Simple sentences A few words or more None None

8 F 3 60 None None For a long time None Right hand

9 F 3 62 Books None A few words or more None None

10 F 3 52 Books. Magazines. Simple sentences For a long or short time The radio. Telephone conversation ~ One hand
Road Signs. Menus

11 F 3 65 None None For a long time None Right hand

Table 1. Participants’ gender, group (G), age and difficulties as a result of their stroke.

final word ‘garden’, a man is shown looking out into a lake at
dusk. For music they chose Chopin’s Op .9 no 2., which has a
down-tempo, and is a somewhat solemn, delicate piece.

Figure 7. Four participants collaborating to make some content. One
participant (left) is adding a piece of music.

Group 3 (Calm, Wind), shown in Fig. 6, first took one of the
artist co-designer’s paintings. They selected the words ‘wild’
and ‘angry’ to match this. Then, selecting the same fishing
scene as Group 2 chose, they added the word ‘quiet’. Then
they matched the word ‘strong’ to a pair of skiers climbing a
mountain and finally used the sea to match the word ‘love’.
The music chosen was Acoustic Breeze, which its composer
describes as “[...] music with a soft and mellow mood”.

In the sessions, the participants used the looping control fea-
ture of CreaTable to go back and forth and stop on specific
content. However, for the purposes of demonstrating their
work to others in the recital, we asked the participants to make
a sequence they wanted to share. The average duration was

approximately 20 seconds. Group 1 used all four 5-sided ob-
jects (words and pictures for both themes) in their final piece,
group 2 used none, group 3 used two (for theme words).

Tangible Interactions

Video data from the three group sessions were analysed to
capture the number of prompted and unprompted tangible in-
teractions undertaken by participants (Table 2). A prompted
interaction was defined as a participant’s physical movement
of a tangible object following an explicit verbal prompt from
a researcher, an unprompted interaction was defined as a phys-
ical movement of a tangible object without explicit instruction
from a researcher. Ten participants engaged in both prompted
and unprompted tangible interactions with CreaTable. One
participant (P1) undertook prompted interactions only. The
lowest number of interactions for an individual participant was
5, the highest was 24.

Participant Interactions Prompted Unprompted
1 5 100% (5) 0%) 0

2 24 29% (7) 71% (17)
3 15 47% (7) 53% (8)
4 8 75% (6) 25% (2)
Group 1 Total 52 48% (25) 52% (27)
5 9 67% (6) 33% (3)
6 11 45% (5) 55% (6)
7 18 39% (7) 61% (11)
Group 2 Total 38 47% (18)  53% (20)
8 6 83% (5) 17% (1)
9 15 47% (7) 53% (8)
10 8 75% (6) 25% (2)
11 7 86% (6) 14% (1)
Group 3 Total 36 67% (24)  33% (12)

Table 2. Tangible Interactions with CreaTable, Percentage Prompted
and Unprompted. Presented by Participant and by Group.
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Statement (S)

M Strongly Disagree

Disagree .~ Neutral == Agree [l Strongly Agree
| |

(S1) I made something new with the table 1 -
(S2) | made something with the table that | could not have made without it 1
(S3) I enjoyed using the table 1
(S4) | enjoyed using the words with the table 1

(S5) | enjoyed using the music with the table ™

(S6) | enjoyed using the pictures with the table 1

(S7) | enjoyed using the words / music / pictures together " " 2%
(S8) | enjoyed using the table with a group of other people [N

(S9) I would like to use the table on my own

(S10) | felt the creation we made was our own work 1 -
(S11) I felt proud of our creation |GG
(S12) Our creation allowed us to express a concept 2
(S13) The table was easy to use 1 Ny
(S14) | would like to use the table again 1

|
0%

[
75%

50% 100%

Figure 8. Likert responses to statements on feedback sheet (S1 - S14).

At a group level, groups 1 and 2 undertook a roughly
equivalent number of prompted and unprompted interactions
(25:27, 18:20 respectively). Group 3 undertook mostly
prompted interactions, with a lower proportion of unprompted
interactions (24:12). At an individual participant level, around
half of the participants (6) demonstrated a higher proportion
(i.e. more than 50%) of prompted tangible interactions than
unprompted interactions. The remainder demonstrated a
higher proportion of unprompted than prompted interactions.
Each group had a mix of low engagement participants (i.e.
those mostly responding to prompts) and high engagement
participants (those who mostly self-initiated interactions).
However, as previously stated, every single participant
undertook a minimum of 5 tangible interactions.

To illustrate the manner of tangible interaction further, some
specific participant examples will now be reported. Participant
7 (Group 2) demonstrated a comparatively high proportion
of unprompted interactions (61%). Analysis of these interac-
tions revealed repeated engagement with objects as a means
of making sense of their effect on the system. For example,
at 6minl3s - 6min26s in the group 2 session video, P7 is
observed repeatedly moving a picture object in different direc-
tions across Crealable whilst gazing intently at the Arrange
screen. In response to observing the equivalent digital rep-
resentation shift correspondingly along the x and y axes, he
uttered: “yes” [moves selected picture object around table]
“right”, “yes”, [sits back in chair] “yeah”. P7 demonstrated
similar engagements with both the play-head control knob and
the picture pentagon, responding to the researcher’s question
“Is there one particular picture you’re looking for [P7]?”, as
he manipulated and rotated the picture pentagon, with “No, 1
just...” [continues rotating the block and watching the screen].
Researcher: “Just giving it a try?”. P7: “Just..” [contin-
ues rotating and watching]. Researcher: “Exploring it?”.
P7: “Yeah”. Another highly engaged participant, P2, in con-
trast used unprompted interactions to refine and modify the
sequence of content, repeatedly returning to the play-head
control to adjust the speed and order of presented pictures and
words as music was played and relocating and re-ordering
word objects to fine-tune their presentation.

Results: Subjective Feedback Forms

The post-study Likert data from the statements on the feed-
back sheet are shown in Fig. 8 (S1 — S14). We report these
descriptive statistics alongside the qualitative data captured on
the forms. We received a total of 126 responses from the par-
ticipants; one participant (P8) refused to use the Likert scales
and others missed some questions. Overall, a high proportion
— ~73% — of respondents agreed (~38%) or strongly agreed
(~35%) with each statement, indicating a generally positive
overall response to their experience with CreaTable. Negative
responses made up ~11% of all responses, with ~9% of state-
ments ‘disagreeing’ and ~2% ‘strongly disagreeing’. Neutral
statements made up the rest of the ~16% of responses.

With regards to general responses, there were 50% positive
responses to S1 — half of the participants felt they made some-
thing ‘new’ with the table, one disagreed. This participant
(P11) commented they found it “Challenging to create some-
thing with others when their choices don’t reflect or gel with
mine”. Regarding S2, ~86% of responses stated that Cre-
alable enabled them to create something that they would be
otherwise unable to do. Half of the participants enjoyed their
time using the table. One positive respondent described it as
“Fun” (P10). The main negative response seemed to be regard-
ing the group dynamic — “Would like to be involved. Better
one-to-one than in a group’.

For responses concerning the specific media types (words, mu-
sic, pictures) we saw varying, but mostly positive, responses
to all types. For words, 6 respondents (~70%) either strongly
agreed or agreed that they enjoyed using words. Positive users
indicated that they found this aspect “interesting” (P1) or gen-
erally responded positively “[enjoyed] love, happy” (P10). P3
appreciated that a limited number of words were provided
when using CreaTable, and warned of using more — “Love.
single words good. lot of words no”. The inclusion of music
was positively received — ~67% of participants were positive
about music, and nobody negative. P9 noted the representa-
tional aspect of the music in contrast to the other media — “The
music added to the whole feel of it. The music represented
some of the pictures”. The general universal appeal of music
was noted — “Oh yes, like music”’(P10). Concerns arose around
the length of music in contrast to the length of the loop — “10



seconds not 2—4 minutes” P5. In addition, some participants
also wished to import their own music in future. Pictures were
responded to positively — only one participant responded nega-
tively (P11), who wished to incorporate her own content. One
participant (P10) expressed strongly that the pictures evoked
emotions in her, noting they made her feel strong and deter-
mined “strong...determination...keep going” and P9 liked how
you could “build on them with the with the words and the
music”. Finally, when combining media types, the majority
of participants enjoyed this process — ~78% of respondents
either agreed or strongly agreed. Positive comments described
how they like how the media combined to make one: “All tied
up together” (P9) — “A good one, all together” (P1).

Regarding group work — tensions arose about using CreaTable
in a group (S8) for some participants. Although the majority
enjoyed working in a group (~67%), some did not. P11, in
particular, was strongly against working in a group. She (P11)
noted that the final content did not represent her — “Doesn’t
reflect who I am”. Others found the group activity perceptually
challenging “others very talkative” (P1). Positive comments
focused around the diversity of opinions, — “Nice fo have
people around you with different opinions” (P9) — “Happy yes
—different ideas working together” (P10) — “Yeah — didn’t mind.
You choose yours, I choose mine. Okay.” (P3). Regardless
of whether they enjoyed using CreaTable in a group — all
respondents were interested in using the table on their own.
P9 noted how individual use of the tool would afford “more
playing around a lot more choice and try out more things if I
was on my own. However, there were also some reservations
about using the tool without support: “...would only do it here
[at drop-in group] not at home” (P3).

When considering the piece of multimedia content that each
group created, they generally felt that it was their group’s
own work (S10), with ~78% agreement. The one negative
response was from P1, who felt “just felt out of it”. Regarding
how proud the groups felt, this responded to positively 50%
of the time. While some in their groups felt it was a great
team effort “I liked what we created. It was sound” (‘sound’
is UK/Irish slang for good) and the technology enabled them
to do something beyond their ordinary experience/capabilities
— “If you can’t speak you can use the technology to use your
brain. Reactivate your brain” (P6). While most (~78%) felt
they were able to express a concept (S13) this participant (P11)
again, did not. She found that while CreaTable allowed her
to be expressive, the group environment did not: “Yes. My bit”
(participant’s underlining). One participant said using the tool
made her feel determined to keep going “determination — keep
going. positive” (P10). Another also noted that they would
feel more confident in their second usage “This was the 1st
time. The second I would have been more aware.” (P9).

Regarding ease of use (S13), this was generally responded
to positively, with (~80% agreement to S13 — ~50% strong
agreement, the direct one-to-one mapping of the tangible ob-
jects was seen as a positive aspect: “You just choose what you
want and put it on the table. Simple.” (P9). One participant
did not agree with the statement stating that she found it “con-
fusing” (P1). In the ‘general’ feedback part at the end of the

form she noted that she found the use of the app “Too fast.”. Fi-
nally, most participants wanted to use Crealable again: “Yeah,
if it was here [at the drop-in group]” (P3), others simply re-
sponded positively — “[made feel] strong, enjoyed it (P10)” —
“Let’s do it again!” (P4). P11, who previously noted how she
disliked the group-experience stated: “Yes, if just me”.

Results: Additional Findings

In the recital, the compositions created by each group were pro-
jected onto a large central viewing screen and participants were
encouraged to offer their thoughts about the experience and
the outputs. Video data of the discussion were transcribed and
reviewed for key topics. The following main points emerged
from the discussion. Participants expressed a desire for a
larger variety of content to choose from. P11 identified that
she would be keen to incorporate personalised pictures and
music. P2 expressed that he would like to extend the length of
the sequenced content based upon the length of the selected
piece of music (the current prototype plays the content as a
repeating loop over the top of an uninterrupted piece of mu-
sic). P11 indicated that the process would benefit from an
additional preparatory step in advance of sitting down at the
table, where group members agree upon what ideas they might
like to express with the table and who might be interested in
working together. Finally, when asked if and how they might
like to share compositions made using CreaTable, there was a
strong consensus that participants would be keen to share their
creations across a variety of platforms. Potential avenues for
sharing the content included through video sharing platforms,
via personal social media accounts and in public spaces. Par-
ticipants identified that they would be keen that compositions
could be shared widely and particularly with those who may
not have an awareness of aphasia.

Beyond the scope of our initial planned analysis, we also ob-
served interesting behaviours around the multimedia creation
process. We focus our discussions on Group 3 for brevity,
who were able to have conversations while using the tool that
they might not have had otherwise. When presented with the
pentagon word tile, P11 noticed the word ‘shock’. In dark
humour, she responded “Shock. Having strokes is shocking
isn’tit?”. She then rotated through the different words: “Anger.
having a stroke made me angry as well”. Rotating to ‘cold’
she then went on to describe an experience of when she saw
a movie set in Russia, which made her feel cold. One story
from P8 utilised a mix of the media: when the group placed
‘Hedwig’s Theme’ from Harry Potter on the table, P8 used
the pictures to tell an alternative story “The man in the sea [in
the picture] is going to Harry Potter”, alluding to the Great
Lake which surrounds Hogwarts in the Harry Potter series.

DISCUSSION AND REFLECTION

Efficacy of CreaTable

Tangible interaction data revealed that all participants were
able to engage with CreaTuble. Qualitative feedback further
showed that the tangible nature of the tool made it approach-
able for first-time users. This tangible quality fostered initia-
tive and afforded exploratory and sense-making behaviours
that one might not expect from a regular content creation tool,



broadly in-step with the tangibles literature [27, 34, 18]. Instill-
ing such sense-making and exploratory behaviours in design is
likely a highly useful characteristic for people with language
impairments, especially if they find verbal or written interac-
tions challenging. Likert responses indicated predominantly
positive feedback from a range of participants.

Although CreaTable was designed with people with severe
or moderate aphasia, it was used effectively by people with a
range of aphasic difficulties. Participants in the session were
all able to make contributions to the final content. Each group
appeared to iterate their ideas and eventually present unique
multimedia content, displaying their competencies with choos-
ing music, pictures and words to match a theme. We were
interested to see the range of expression for each given theme,
from language-based poetic work by Group 2, to a piece which
utilised witty, dark humour from Group 1 — reflecting artistic
variations on what it was to convey concepts using CreaTable.

Ownership of Content and Collaborative Use

The participants generally felt the work in their compositions
was theirs (S10), suggesting they felt they had autonomy
in their content creation decisions. This tells us two things.
Firstly, the constraints imposed on the session (i.e. the specific
themes they were asked to convey and the limited set of tangi-
ble objects) did not strongly affect the participants’ experience
of ownership. Secondly, that they did not feel the technology
was automating the creativity for them — a common tension
with tools which simplify creative processes, as seen in our
previous work [46] and that of Benedetti et al. [8]. This noted,
we found tensions around a lack of personal content are still
to be negotiated.

In the present system, there is a trade-off between the own-
ership of the content in group work and the desire for users
to include their personal content. This tension was evident in
both the co-design sessions and the content creation workshop.
While, for the purposes of inclusion in the content creation
workshop, we wanted to ensure participants had equal owner-
ship’ of the content, in future work we will address the desire
for personalised content more directly.

While CreaTable clearly fostered collaboration, the creative
process and the varying levels of aphasia sometimes led to
tensions. Most participants reported enjoying using the tool
collaboratively, but many were also keen to use it alone. Qual-
itative feedback from some participants suggested specific
tensions in the group environment — e.g., the ‘talkative’ nature
of some in the group introduced barriers. Reported tensions
arose from either artistic differences or more aphasia-centred
challenges. While group work was undertaken as a collabo-
rative effort, the conveyance of a sentiment or a thought is
often — like many artistic processes — a personal affair for
some. There were evident differences in the speed that people
were able grasp some of the features of CreaTable, possibly
due to varying levels of understanding across the group. This
excluded some members at either end. Our findings here high-
light the need for facilitation of the varying needs of people
with different profiles, and potentially for more consideration
of the way that collaborative groups are matched or formed.

Creation as an Outlet

Regarding sharing, group consensus was that the people
wanted to share their content (particularly to raise awareness
of aphasia). Reflecting on similar literature on social media
and content creation tools for people with aphasia, this is
a promising result. Our aforementioned work on poetry
tools for people with aphasia [46], for example, suggested
that the co-designers of the app were happy to share with
family and friends, but not publicly on the internet. It is not
understood at present whether this was related to working
on content in groups, or whether this was more to do with
the content output medium. Future work in this area might
aim to understand the specific barriers to people with aphasia
becoming active content creators, within current frameworks
(e.g. [49]). Finally, we note additional affordances of this
process with CreaTable beyond the simple creation of content.
Challenging and humorous discussions about lived experience
arose, facilitated by content within the tool. This indicates that
an important outcome of this approach, going forward, might
not solely be the content itself, but the process of its creation.
In future work CreaTable might benefit people in creative art
therapy workshops (such as those previously discussed [38,
39, 40]) to broach topics and raise confidence through shared
goals, ultimately with a collaborative digital output.

CONCLUSION

With increasing numbers of people acquiring stroke-related
language impairments and the ever-growing power of online
multimedia, the necessity for accessible content tools is in-
creasing. This work provides insight into designing creative
tools and techniques that are accessible to people with aphasia,
demonstrating that tangible interactions offer promise. We
have presented CreaTable, a tangible tool designed with and
for people with severe aphasia. This work is novel in combin-
ing aphasia-accessible tangible content alongside static and
dynamic representations. The co-design process proved invalu-
able in demonstrating the merit, opportunities and methods
for exploring tangible interaction as a means to create digital
content for people with severe aphasia. An evaluative con-
tent creation workshop revealed that the tangible interactions
afforded by CreaTable enabled people with aphasia to make
expressive multimedia content that they would have otherwise
been unable to create. Our work also revealed tensions when
working collaboratively to make such content and a desire to
share the created compositions widely.

ACKNOWLEDGEMENTS

We would like to thank the co-designers for their involvement
in developing CreaTable and Rafiah Badat for supporting feed-
back in the sessions. Also, thanks to those who participated
in and supported the workshop, including Sally McVicker,
Sarah Branine and Rowan Bruley-Edwards from Aphasia Re-
Connect. We would also like to thank Robert Cherry of City,
University of London for his assistance with fabricating the
CreaTable frame. This work was carried out as part of the
INCA Project, funded by EPSRC EP/P025587/1 in collabora-
tion with the Stroke Association and Dyscover. Finally, thanks
to the anonymous reviewers for their detailed feedback.


https://aphasiareconnect.org/
https://aphasiareconnect.org/
https://blogs.city.ac.uk/inca/
https://gow.epsrc.ukri.org/NGBOViewGrant.aspx?GrantRef=EP/P025587/1
https://www.stroke.org.uk/
https://dyscover.org.uk/

REFERENCES

(1]

[2

—

[3

[}

(4]

(5]

[6

—_

(7]

[8

[}

[9

—

(10]

(11]

Abdullah Al Mahmud. 2009. Supporting Aphasics for
Capturing, Organizing and Sharing Personal
Experiences. Human-Computer Interaction-INTERACT
2009 (2009), 872-875.

Abdullah Al Mahmud, Sander Dijkhuis, Liza Blummel,
and Iris Elberse. 2012. Postboard: Free-form Tangible
Messaging for People with Aphasia (and Other People).
In CHI ’12 Extended Abstracts on Human Factors in
Computing Systems (CHI EA ’12). ACM, New York, NY,
USA, 1475-1480. DOT:
http://dx.doi.org/10.1145/2212776.2223658

Meghan Allen, Rock Leung, Joanna McGrenere, and
Barbara Purves. 2008. Involving domain experts in
assistive technology research. (2008). DOI :
http://dx.doi.org/10.1007/s10209-008-0112-5

Meghan Allen, Joanna McGrenere, and Barbara Purves.
2007. The Design and Field Evaluation of PhotoTalk: A
Digital Image Communication Application for People
with Aphasia. Assets’07: Proceedings of the Ninth
International Acm Sigaccess Conference on Computers
and Accessibility (2007), 187-194. DOI:
http://dx.doi.org/10.1145/1296843.1296876

Aphasia.org. 2018. National Aphasia Organization.
(2018). https://www.aphasia.org/

Carissa K. Baier, Jerry K. Hoepner, and Thomas W.
Sather. 2017. Exploring Snapchat as a dynamic capture
tool for social networking in persons with aphasia.
Aphasiology 0, 0 (2017), 1-24. DOI:
http://dx.doi.org/10.1080/02687038.2017.1409870

Tom Bartindale, Alia Sheikh, Nick Taylor, Peter Wright,
and Patrick Olivier. 2012. StoryCrate: tabletop
storyboarding for live film production. In Proceedings of
the SIGCHI Conference on Human Factors in
Computing Systems. ACM, 169—178.

Luca Benedetti, Holger Winnemoller, Massimiliano
Corsini, and Roberto Scopigno. 2014. Painting with
Bob: assisted creativity for novices. In Proceedings of
the 27th annual ACM symposium on User interface
software and technology. ACM, 419-428.

Michael Mose Biskjaer, Jonas Frich,

Lindsay MacDonald Vermeulen, Christian Remy, and
Peter Dalsgaard. 2019. How Time Constraints in a
Creativity Support Tool Affect the Creative Writing
Experience. In European Conference on Cognitive
Ergonomics (ECCE 2019).

Juan Bornman and Joan Murphy. 2006. Using the ICF in
goal setting: Clinical application using Talking Mats®.
Disability and Rehabilitation: Assistive Technology 1, 3
(2006), 145-154.
https://doi.org/10.1080/17483100612331392745

Aikaterini Bourazeri and Simone Stumpf. 2018.
Co-designing Smart Home Technology with People with

[12

[13

[}

—_—

[14]

[15]

[16

[17

[18

[19

[20

—_

—

—

—

—_

Dementia or Parkinson’s Disease. In Proceedings of the
10th Nordic Conference on Human-Computer

Interaction (NordiCHI ’18). ACM, New York, NY, USA,
609-621.DOT:
http://dx.doi.org/10.1145/3240167.3240197

Caitlin Brandenburg, Linda Worrall, Amy D. Rodriguez,
and David Copland. 2013. Mobile computing technology
and aphasia: An integrated review of accessibility and
potential uses. Aphasiology 27, 4 (2013), 444-461. DOTI :
http://dx.doi.org/10.1080/02687038.2013.772293

Heather R. Buhr, Jerry K. Hoepner, Hannah Miller, and
Chris Johnson. 2016. AphasiaWeb: development and
evaluation of an aphasia-friendly social networking
application. Aphasiology 31, 9 (2016), 999-1020. DOTI :
http://dx.doi.org/10.1080/02687038.2016.1232361

Chris Code, Ilias Papathanasiou, Silvia Rubio-Bruno,
Maria de la Paz Cabana, Maria Marta Villanueva, Line
Haaland-Johansen, Tatjana Prizl-Jakovac, Ana Leko,
Nada Zemva, Ruth Patterson, and others. 2016.
International patterns of the public awareness of aphasia.
International journal of language & communication

disorders 51, 3 (2016), 276-284.

Tamlin S Conner, Colin G DeYoung, and Paul J Silvia.
2018. Everyday creative activity as a path to flourishing.
The Journal of Positive Psychology 13, 2 (2018),
181-189.

Enrico Costanza, Simon B Shelley, and John Robinson.
2003. Introducing audio d-touch: A tangible user
interface for music composition and performance.
(2003).

Allison Druin, Jason Stewart, David Proft, Ben
Bederson, and Jim Hollan. 1997. KidPad: A Design
Collaboration Between Children, Technologists, and
Educators. In Proceedings of the ACM SIGCHI
Conference on Human Factors in Computing Systems
(CHI '97). ACM, New York, NY, USA, 463-470. DOI:
http://dx.doi.org/10.1145/258549.258866

Taciana Pontual Falcdo and Sara Price. 2012. Tangibles
for Students with Intellectual Disabilities. In
Proceedings of the 11th International Conference on
Interaction Design and Children (IDC ’12). ACM, New
York, NY, USA, 371-374. D01 :
http://dx.doi.org/10.1145/2307096.2307172

Kenneth P. Fishkin. 2004. A Taxonomy for and Analysis
of Tangible Interfaces. Personal Ubiquitous Comput. 8,
5 (Sept. 2004), 347-358. DOI:
http://dx.doi.org/10.1007/s00779-004-0297-4

Jonas Frich, Lindsay MacDonald Vermeulen, Christian
Remy, Michael Mose Biskjaer, and Peter Dalsgaard.
2019. Mapping the Landscape of Creativity Support
Tools in HCI. In Proceedings of the 2019 CHI
Conference on Human Factors in Computing Systems
(CHI ’19). ACM, New York, NY, USA, Article 389, 18
pages. DOTI :http://dx.doi.org/10.1145/3290605.3300619


http://dx.doi.org/10.1145/2212776.2223658
http://dx.doi.org/10.1007/s10209-008-0112-5
http://dx.doi.org/10.1145/1296843.1296876
https://www.aphasia.org/
http://dx.doi.org/10.1080/02687038.2017.1409870
https://doi.org/10.1080/17483100612331392745
http://dx.doi.org/10.1145/3240167.3240197
http://dx.doi.org/10.1080/02687038.2013.772293
http://dx.doi.org/10.1080/02687038.2016.1232361
http://dx.doi.org/10.1145/258549.258866
http://dx.doi.org/10.1145/2307096.2307172
http://dx.doi.org/10.1007/s00779-004-0297-4
http://dx.doi.org/10.1145/3290605.3300619
http:Disease.In
http:Aphasia.org

—_

[}

—_

—_

—

[21] Julia Galliers, Stephanie Wilson, Jane Marshall, Richard

Talbot, Niamh Devane, Tracey Booth, Celia Woolf, and
Helen Greenwood. 2017. Experiencing EVA Park, a
Multi-User Virtual World for People with Aphasia. ACM
Trans. Access. Comput. 10, 4, Article 15 (Oct. 2017), 24
pages. DOI :http://dx.doi.org/10.1145/3134227

Katy Ilonka Gero and Lydia B Chilton. 2019.
Metaphoria: An Algorithmic Companion for Metaphor
Creation. In Proceedings of the 2019 CHI Conference on
Human Factors in Computing Systems. ACM, 296.

Ronald E Goldsmith and Timothy A Matherly. 1988.
Creativity and self-esteem: A multiple
operationalization validity study. The Journal of
psychology 122, 1 (1988), 47-56.

Carole-Ann Greig, Renée Harper, Tanya Hirst, Tami
Howe, and Bronwyn Davidson. 2008. Barriers and
Facilitators to Mobile Phone Use for People with
Aphasia. Topics in Stroke Rehabilitation 15, 4 (2008),
307-324. DOI :http://dx.doi.org/10.1316/tsr1504-307

Brian Grellmann, Timothy Neate, Abi Roper, Stephanie
Wilson, and Jane Marshall. 2018. Investigating Mobile
Accessibility Guidance for People with Aphasia. In
Proceedings of the 20th International ACM SIGACCESS
Conference on Computers and Accessibility (ASSETS
’18). ACM, New York, NY, USA, 410-413. DOI:
http://dx.doi.org/10.1145/3234695.3241011

BJ Hengeveld. 2011. Designing LinguaBytes: a tangible
language learning system for non-or hardly speaking
toddlers. (2011).

Bart Hengeveld, Caroline Hummels, Kees Overbeeke,
Riny Voort, Hans van Balkom, and Jan de Moor. 2009.
Tangibles for Toddlers Learning Language. In
Proceedings of the 3rd International Conference on
Tangible and Embedded Interaction (TEI ’09). ACM,
New York, NY, USA, 161-168. DOI:
http://dx.doi.org/10.1145/1517664.1517702

Romain Christian Herault. 2015. Application for
Customisable Interaction with Physical Objects: A Tool
for Speech and Language Therapists. (2015).

Jerry Hoepner, Carissa Baier, Thomas Sather, and Mary
Clark. 2017. A Pilot Exploration of Snapchat as an
Aphasia-Friendly Social Exchange Technology at an
Aphasia Camp. Clin Arch Commun Disord 2, 1 (2017),
30-42.D01I:
http://dx.doi.org/10.21849/cacd.2016.00087

Chris Ireland and Maria Black. 1992. Living with
aphasia: the insight story. (1992).

[31] Chris Ireland and Carole Pound. 2003. Cebrelating

aphasia poetry power. Aphasia inside out: Reflections on
communication disability (2003), 145.

[32] Hiroshi Ishii and Brygg Ullmer. 1997. Tangible bits:

towards seamless interfaces between people, bits and
atoms. In Proceedings of the ACM SIGCHI Conference
on Human factors in computing systems. ACM,

234-241.

[}

—_

—_—

[33] Yvonne Jansen, Pierre Dragicevic, and Jean-Daniel

Fekete. 2012. Tangible remote controllers for wall-size
displays. In Proceedings of the SIGCHI Conference on
Human Factors in Computing Systems. ACM,
2865-2874.

Sergi Jorda, Giinter Geiger, Marcos Alonso, and Martin
Kaltenbrunner. 2007. The reacTable: exploring the
synergy between live music performance and tabletop
tangible interfaces. In Proceedings of the 1st
international conference on Tangible and embedded
interaction. ACM, 139-146.

Martin Kaltenbrunner and Ross Bencina. 2007.
reacTIVision: a computer-vision framework for
table-based tangible interaction. In Proceedings of the
1st international conference on Tangible and embedded
interaction. ACM, 69-74.

Mami Kosaka and Kaori Fujinami. 2016. UnicrePaint:
Digital Painting Through Physical Objects for Unique
Creative Experiences. In Proceedings of the TEI ’16:
Tenth International Conference on Tangible, Embedded,
and Embodied Interaction (TEI ’16). ACM, New York,
NY, USA, 475-481. DOI:
http://dx.doi.org/10.1145/2839462.2856553

Varsha Koushik, Darren Guinness, and Shaun K. Kane.
2019. StoryBlocks: A Tangible Programming Game To
Create Accessible Audio Stories. In Proceedings of the
2019 CHI Conference on Human Factors in Computing
Systems (CHI ’19). ACM, New York, NY, USA, Article
492, 12 pages. DOI:
http://dx.doi.org/10.1145/3290605.3300722

Amanda Lazar, Jessica L Feuston, Caroline Edasis, and
Anne Marie Piper. 2018. Making as expression:
Informing design with people with complex
communication needs through art therapy. In
Proceedings of the 2018 CHI Conference on Human
Factors in Computing Systems. ACM, 351.

Tal Levin, Billie M. Scott, Brigette Borders, Katie Hart,
Jasmine Lee, and Anthony Decanini. 2007. Aphasia
Talks: Photography as a Means of Communication,
Self-Expression, and Empowerment in Persons with
Aphasia. Topics in Stroke Rehabilitation 14, 1 (2007),
72—-84.DOI :http://dx.doi.org/10.1310/tsr1401-72
PMID: 17311793.

Kil-Byung Lim, Yong-Kyun Kim, Hong-Jae Lee,
Jeehyun Yoo, Ji Youn Hwang, Jeong-Ah Kim, and
Sung-Kyun Kim. 2013. The therapeutic effect of
neurologic music therapy and speech language therapy
in post-stroke aphasic patients. Annals of rehabilitation
medicine 37, 4 (2013), 556.

Abdullah Al Mahmud and Jean-Bernard Martens. 2015.
3 Iterative Design and Field Trial of an Aphasia-Friendly
Email Tool. ACM Transactions on Accessible
Computing 7, 13 (2015), 13.1-13.36. DOI:
http://dx.doi.org/10.1145/2790305


http://dx.doi.org/10.1145/3134227
http://dx.doi.org/10.1310/tsr1504-307
http://dx.doi.org/10.1145/3234695.3241011
http://dx.doi.org/10.1145/1517664.1517702
http://dx.doi.org/10.21849/cacd.2016.00087
http://dx.doi.org/10.1145/2839462.2856553
http://dx.doi.org/10.1145/3290605.3300722
http://dx.doi.org/10.1310/tsr1401-72
http://dx.doi.org/10.1145/2790305
http:Language.In

(42]

[43

[}

[44]

[45]

[46

—_

[47

—

(48]

[49

—

(50]

Fiona Menger, Julie Morris, and Christos Salis. 2016.
Aphasia in an Internet age: wider perspectives on digital
inclusion. Aphasiology 30, 2-3 (2016), 112-132. DOI:
http://dx.doi.org/10.1080/02687038.2015.1109050

Hannah Miller, Heather Buhr, Chris Johnson, and Jerry
Hoepner. 2013. AphasiaWeb: A Social Network for
Individuals with Aphasia. Proceedings of the 15th
International ACM SIGACCESS Conference on
Computers and Accessibility (2013), 4:1——4:8. DOI :
http://dx.doi.org/10.1145/2513383.2513439

Karyn Moffatt, Joanna McGrenere, Barbara Purves, and
Maria Klawe. 2004. The participatory design of a sound
and image enhanced daily planner for people with
aphasia. Proceedings of the 2004 conference on Human
factors in computing systems - CHI 04 6, 1 (2004),
407-414.D01:
http://dx.doi.org/10.1145/985692.985744

Timothy Neate, Aikaterini Bourazeri, Abi Roper,
Simone Stumpf, and Stephanie Wilson. 2019a.
Co-Created Personas: Engaging and EmpoweringUsers
with Diverse Needs Within the Design Process. In
Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems. ACM. DOI:
http://dx.doi.org/10.1145/3290605.3300880

Timothy Neate, Abi Roper, Stephanie Wilson, and Jane
Marshall. 2019b. Empowering Expression for Users
with Aphasia Through Constrained Creativity. In
Proceedings of the 2019 CHI Conference on Human
Factors in Computing Systems (CHI ’19). ACM, New
York, NY, USA, Article 385, 12 pages. DOI:
http://dx.doi.org/10.1145/3290605.3300615

Rebecca Palmer, Pam Enderby, Cindy Cooper, Nick
Latimer, Steven Julious, Gail Paterson, Munyaradzi
Dimairo, Simon Dixon, Jane Mortley, Rose Hilton, and
others. 2012. Computer therapy compared with usual
care for people with long-standing aphasia poststroke: a
pilot randomized controlled trial. Stroke 43, 7 (2012),
1904-1911.

Anne Marie Piper, Nadir Weibel, and James D. Hollan.
2011. Write-N-Speak: Authoring Multimodal
Digital-Paper Materials for Speech-Language Therapy.
ACM Trans. Access. Comput. 4, 1, Article 2 (Nov. 2011),
20 pages. DOI:
http://dx.doi.org/10.1145/2039339.2039341

J. Preece and B. Schneiderman. 2009. The
Reader-to-Leader Framework: Motivating
Technology-Mediated Social Participation. AIS
Transactions on Human-Computer Interaction 1, 1
(2009), 13-32. DOI:
http://dx.doi.org/10.5121/ijfcst.2014.4403

Abi Roper, Jane Marshall, and Stephanie Wilson. 2014.
Assessing Technology Use in Aphasia. Assets’14 (2014),
239-240.DOI:
http://dx.doi.org/10.1145/2661334.2661397

[51] Abi Roper, Jane Marshall, and Stephanie Wilson. 2016.

[52

[53

[54

[55

[56

[57

[58

[59

—_—

—_

e

—_—

—_

—

[}

—

Benefits and limitations of computer gesture therapy for
the rehabilitation of severe aphasia. Frontiers in human
neuroscience 10 (2016), 595.

Kimiko Ryokai and Justine Cassell. 1999. StoryMat: A
Play Space for Collaborative Storytelling. In CHI ’99
Extended Abstracts on Human Factors in Computing
Systems (CHI EA "99). ACM, New York, NY, USA,
272-273.DOI:
http://dx.doi.org/10.1145/632716.632883

Kimiko Ryokai, Stefan Marti, and Hiroshi Ishii. 2007.
I/O Brush: Beyond Static Collages. In CHI "07 Extended
Abstracts on Human Factors in Computing Systems
(CHI EA °07). ACM, New York, NY, USA, 1995-2000.
DOI:http://dx.doi.org/10.1145/1240866.1240938

Katharina Spiel, Julia Makhaeva, and Christopher
Frauenberger. 2016. Embodied Companion
Technologies for Autistic Children. In Proceedings of
the TEI ’16: Tenth International Conference on Tangible,
Embedded, and Embodied Interaction (TEI 16). ACM,
New York, NY, USA, 245-252. DOI:
http://dx.doi.org/10.1145/2839462.2839495

Cameron Steer, Simon Robinson, Jennifer Pearson,
Deepak Sahoo, Ian Mabbett, and Matt Jones. 2018. A
Liquid Tangible Display for Mobile Colour Mixing. In
Proceedings of the 20th International Conference on
Human-Computer Interaction with Mobile Devices and
Services (MobileHCI ’18). ACM, New York, NY, USA,
Article 8, 7 pages. DOI:
http://dx.doi.org/10.1145/3229434.3229461

Gretchen Szabo and Janice Dittelman. 2014. Using
mobile technology with individuals with aphasia: Native
iPad features and everyday apps. Seminars in Speech
and Language 35, 1 (2014), 5-16. DOI:
http://dx.doi.org/10.1055/s-0033-1362993

Helena Taubner, Malin Hallén, and Asa Wengelin. 2017.
Signs of aphasia: Online identity and stigma
management in post-stroke aphasia. Cyberpsychology:
Journal of Psychosocial Research on Cyberspace 11, 1

(2017).

Anja Thieme, Cecily Morrison, Nicolas Villar, Martin
Grayson, and Sian Lindley. 2017. Enabling
Collaboration in Learning Computer Programing
Inclusive of Children with Vision Impairments. In
Proceedings of the 2017 Conference on Designing
Interactive Systems (DIS "17). ACM, New York, NY,
USA, 739-752.D0T:
http://dx.doi.org/10.1145/3064663.3064689

Philip Tuddenham, David Kirk, and Shahram Izadi.
2010. Graspables revisited: multi-touch vs. tangible
input for tabletop displays in acquisition and
manipulation tasks. In Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems.
ACM, 2223-2232.


http://dx.doi.org/10.1080/02687038.2015.1109050
http://dx.doi.org/10.1145/2513383.2513439
http://dx.doi.org/10.1145/985692.985744
http://dx.doi.org/10.1145/3290605.3300880
http://dx.doi.org/10.1145/3290605.3300615
http://dx.doi.org/10.1145/2039339.2039341
http://dx.doi.org/10.5121/ijfcst.2014.4403
http://dx.doi.org/10.1145/2661334.2661397
http://dx.doi.org/10.1145/632716.632883
http://dx.doi.org/10.1145/1240866.1240938
http://dx.doi.org/10.1145/2839462.2839495
http://dx.doi.org/10.1145/3229434.3229461
http://dx.doi.org/10.1055/s-0033-1362993
http://dx.doi.org/10.1145/3064663.3064689
http:Impairments.In
http:Mixing.In

(60]

[61]

[62]

Simon Voelker, Kjell Ivar @vergard, Chat
Wacharamanotham, and Jan Borchers. 2015. Knobology
revisited: A comparison of user performance between
tangible and virtual rotary knobs. In Proceedings of the
2015 International Conference on Interactive Tabletops

& Surfaces. ACM, 35-38.

Annalu Waller, Fiona Dennis, Janet Brodie, and Alistair
Cairns. 1998. Evaluating the use of TalksBac, a
predictive communication device for nonfluent adults
with aphasia. International Journal of Language &
Communication Disorders 33, 1 (1998), 45-70.

Danli Wang, Liang He, and Keqin Dou. 2014.
StoryCube: Supporting Children’s Storytelling with a

Tangible Tool. J. Supercomput. 70, 1 (Oct. 2014),
269-283.DOI:
http://dx.doi.org/10.1007/s11227-012-0855-x

[63] Stephanie Wilson, Abi Roper, Jane Marshall, Julia

Galliers, Niamh Devane, Tracey Booth, and Celia Woolf.
2015. Codesign for people with aphasia through tangible
design languages. CoDesign 11, 1 (2015), 21-34.

[64] Jamie Zigelbaum, Michael S. Horn, Orit Shaer, and

Robert J. K. Jacob. 2007. The tangible video editor. TEI
’07: Proceedings of the 1st international conference on
Tangible and embedded interaction (2007), 43. DO :
http://dx.doi.org/10.1145/1226969.1226978


http://dx.doi.org/10.1007/s11227-012-0855-x
http://dx.doi.org/10.1145/1226969.1226978

	Introduction
	Background
	Tangibles and Disability
	Tangibles for Content Creation
	Aphasia and Content Creation

	CreaTable and CreaTable Media Sequencer
	Technical and Control Details

	Co-Design of CreaTable
	Workshop 1: Introduction to Tangibility
	Workshop 2: Refinement of Tangible Prototype
	Workshop 3: Conveying Sentiment

	Digital Content Creation Workshop
	Procedure
	Managing and Introducing Content

	Participants
	Results: Final Content Created
	Tangible Interactions
	Results: Subjective Feedback Forms
	Results: Additional Findings

	Discussion and Reflection
	Efficacy of CreaTable
	Ownership of Content and Collaborative Use
	Creation as an Outlet

	Conclusion
	Acknowledgements
	References 

	undefined: 


