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Abstract. Photoplethysmography (PPG) is a photometric technique used for the

measurement of volumetric changes in the blood. The recent interest in new

applications of PPG has invigorated more fundamental research regarding the origin

of the PPG waveform, which since its discovery in 1937, remains inconclusive.

A hand full of studies in the recent past have explored various hypotheses for

the origin of PPG. These studies relate the PPG to mechanical movement, red

blood cell orientation or blood volume variations. Recognising the significance

and need to corroborate a theory behind the PPG formation, the present work

rigorously investigates the origin of PPG based on a realistic model of light-tissue

interactions. A three-dimensional comprehensive Monte Carlo model of finger-

PPG was developed and explored to quantify the optical entities pertinent to PPG

(e.g., absorbance, reflectance, and penetration depth) as the functions of multiple

wavelengths and source-detector separations. Complementary to the simulations, a

pilot in vivo investigation was conducted on eight healthy volunteers. PPG signals

were recorded using a custom-made multi-wavelength sensor with an adjustable source-

detector separation. Simulated results illustrate the distribution of photon-tissue

interactions in the reflectance PPG geometry. The depth-selective analysis quantifies

the contributions of the dermal and subdermal tissue layers in the PPG wave formation.

A strong negative correlation (r = -0.96) is found between the ratios of the simulated

absorbances and measured PPG amplitudes. This work quantified for the first time

the contributions of different tissue layers and sublayers in the formation of the PPG

signal.

1. Introduction

Photoplethysmography (PPG) is a non-invasive technique that uses light for measuring

the volumetric changes in blood associated with the cardiac cycle in the vascular tissue

beds [1]. In PPG, a volume of peripheral tissue is illuminated by optical radiation that

undergoes multiple events of scattering and absorption as it traverses through different

tissue-layers, and finally is transmitted through or reflected from the tissue volume [2].

Attenuation of light energy is caused by the pulsatile and non-pulsatile components of
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Investigating the origin of photoplethysmography using a Monte Carlo model 2

the tissue volume and the reflected/ transmitted optical signal is recorded by a sensor

as the PPG waveform. It is considered that the pulsatile compartments of the tissue

(e.g., arterial blood) give rise to the ‘ac’ PPG signal that varies with the cardiac cycle,

whereas the non-pulsatile compartments of the tissue (e.g., bloodless tissue etc.) give

rise to the slowly varying ‘dc’ PPG signal. A continuous PPG signal is often acquired

in current clinical practice using a pulse oximeter which uses PPGs acquired at two

wavelengths to measure arterial oxygen saturation (SpO2) [3, 4].

In recent years, there has been a plethora of interest in extending the application

of PPG beyond pulse oximetry, for example, usage of the PPG in the assessment of

vascular mechanics, blood pressure, blood viscosity, pulse transit time estimation, pulse

rate variability, assessment of tissue perfusion etc. [5–11]. The growing research interest

in the PPG applications has raised certain questions regarding the fundamental aspects

of PPG, intriguing the researchers to investigate its origin [12–15]. Previous studies

have identified some of the key factors to affect the PPG waveform which includes

blood volume, blood vessel wall movement, and the orientation of red blood cells; and

provided analytical explanation of the light modulation in PPG [16–19]. Recently, the

work by Alexei A. Kamshilin et. al. has hypothesised the mechanical properties of the

capillaries as the major factor for the PPG waveform generation [13], while another

study by Andreia V. Moço et. al. has considered the volumetric model to analyse the

origin of the PPG [12]. Contrary to these studies, Volkov et. al. hypothesised that

the movement of erythrocytes in capillaries with each cardiac cycle produces profound

changes in absorption and hence the PPG waveform [20]. These hypotheses are crucial

for profoundly understanding the origin of the PPG, however, to know what gives the

PPG waveform its shape and to validate the above hypotheses, it is necessary to perceive

the absorbance contributions of all pulsatile and non-pulsatile components of a specific

tissue-region of interest (ROI).

Theoretically, the detection of an optical signal by a bio-optical sensor such as

PPG relies on the modified Beer-Lambert law [21] which defines the attenuation of light

through a medium (A) as a function of the attenuation coefficient (µ) of the medium

and the optical pathlength (l) as shown in the Eq. 1:

A(λ) = µ(λ) · l(λ) +G (1)

where λ and G are the operating wavelength and the geometry-dependent constant

term respectively. Arterial Blood Volume Variation (BVV) occurring with every cardiac

cycle within the microvascular bed of tissue is associated with the changes in the optical

properties of the tissue. The variations in the attenuation coefficient result in variation

in absorbances, affecting the unattenuated optical energy, i.e., the recorded signal by

the sensor. Hence, the absorbances at each different depth through the tissue volume

should reflect the depth-selective contributions in the formation of a PPG signal.

In order to estimate the contributions of the pulsatile and non-pulsatile tissue

compartments in the formation of a PPG waveform, the present work aims to develop

a Monte Carlo model of optical interactions within a finger tissue volume. The study
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Investigating the origin of photoplethysmography using a Monte Carlo model 3

explores the model to quantify the depth-selective absorbances at multiple wavelengths

in a reflectance PPG geometry and validate the simulation results through in vivo

investigations. Monte Carlo models used for PPG analysis in the recent years [12, 22]

are limited with several assumptions and simplifications. Also, Monte Carlo models

have never been explored for assessing the absorbances pertinent to PPG. The objective

of the present work, therefore, is to explore a heterogeneous three-dimensional Monte

Carlo model of finger-PPG for the novel multiwavelength analysis of depth-selective

absorbances followed by experimental verification.

2. Methodology

The aim of the present work has been achieved through the steps of a Monte Carlo

simulation followed by a set of in vivo experiments. A comprehensive Monte Carlo

model of the finger was developed in our previous study [23] which has been modified

with the boundary corrections in this work. The model has been executed in a reflectance

geometry at eight wavelengths, namely, 470 nm, 530 nm, 660 nm, 770 nm, 810 nm, 940

nm, 1020 nm and 1050 nm throughout a range of source-detector separations of 1-10

mm. Complementing the simulations, a pilot in vivo study has been carried out to

acquire and analyse PPG signals from a small group of healthy volunteers at multiple

wavelengths (i.e., 460 nm, 525 nm, 640 nm, 770 nm, 810 nm, 940 nm, 1020 nm and 1050

nm) through the source-detector separations of 1-10 mm.

2.1. Monte Carlo model

2.1.1. Anatomical feature The anatomical features of the model are illustrated in

Figure 1. The overall geometry of the volume of the index finger was presented by

a three-dimensional slab. The volume of the index finger had a thickness of 1.3 cm, a

width of 1.3 cm and a semi-infinite length. The heterogeneous tissue volume contained

the layers [24–30]: skin sublayers, fat, muscle, and then fat and skin sublayers in the

reverse order. The muscle layer contained a cylindrical bone of a diameter of 4 mm

at a depth of 5 mm from the top surface. The muscle layer was considered 10 mm

thick and represented the overall fibrous tissue-network surrounding the bone such as

tendons and ligaments (e.g., annular pulleys and cruciate pulleys) that are attached

to the lumbrical muscle [27, 31, 32]. The skin layer had a total thickness of 0.95

mm [30,33] and comprised six sublayers [26,34–36]: (1) stratum corneum, (2) epidermis,

(3) papillary dermis, (4) upper blood net dermis, (5) reticular dermis and (6) deep blood

net dermis. In table 1, the six sublayers of skin with their thicknesses, blood content

and water content are presented. The ratio of arterial and venous dermal blood was

1:1 [37]. Venous oxygen saturation was considered 10% lower than the arterial oxygen

saturation [38]. An epidermal melanin concentration of 10% was considered in the

model, approximating a medium-dark skin-complexion to represent the average skin-

tone of the volunteers participated in the study [39]. The effect of skin hydration was
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Stratum corneum
Epidermis

Papillary dermis

Upper blood
 net dermis

Reticular dermis

Deep blood net 
dermis
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S D
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Muscle
Bone

Muscle

A) PPG measurement from �nger B) Simulation of PPG sensor geometry

C) Simulated �nger tissue volume D) Simulated dermal vasculature

Figure 1. Shows the methodology of the current work. PPG signal was acquired from

the index fingers of healthy volunteers using an in-house sensor prototype (A), and the

underlying light-tissue interaction was explained using a Monte Carlo model. The 3D

geometry of the model is presented in the Cartesian coordinate system (B) where X,

Y and Z axes present the length, width and depth of the tissue. Simulated light source

S and detector D are placed a distance ‘d’ apart on the tissue surface z = 0 where d

is variable (between 1-10 mm). The red patch presents the characteristic optical path

through the tissue volume probed by the sensor (typical banana-shaped path is seen in

a homogeneous medium [2]). Details of the heterogeneous tissue-structure used in the

model are presented in (C). Finger tissue volume has six layers; and a depth and width

of 13 mm each, and a semi-infinite length. Simulated skin sublayers are presented in

(D). The epidermis thicknesses is scaled down to illustrate the dermal vasculature at

different depths. The yellow bottom layer represents subdermal tissue.

also taken into consideration. Parameters used to simulate the dermal sublayers, i.e.,

the thickness (t), blood volume (Vb) and volume of water in the dermal sublayers (Vw)

are illustrated in Table 1.

2.1.2. Tissue optical properties The Monte Carlo model was optically characterised by

the wavelength-dependent parameters: absorption coefficient (µa), scattering coefficient

(µs), and scattering anisotropy (g). The optical properties were determined based on

the hypothesis of the ‘blood volume variations’ [12]. In this volumetric approach, the

cumulative absorption coefficient of the main absorbers was calculated, for example,

blood chromophores (oxyhaemoglobin and deoxyhaemoglobin), water, melanin etc.
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Investigating the origin of photoplethysmography using a Monte Carlo model 5

Table 1. Dermal sublayers: thickness (t), blood volume (Vb) and water volume (Vw).

Parameters are adopted from the references [22,30,34,37,40,41].

Dermal Sublayer t (mm) Vb (%) Vw (%)

stratum corneum 0.02 0 5

epidermis 0.25 0 20

papillary dermis 0.1 4 50

upper blood net dermis 0.08 30 60

reticular dermis 0.2 4 70

deep blood net dermis 0.3 10 70

According to the hypothesis, in the model, a certain volume increases in the pulsatile

tissue-component (e.g., blood) would be accompanied by an equivalent decrease in the

non-pulsatile tissue component (e.g., bloodless tissue).

The baseline absorption coefficient µabaseline
(i.e., the absorption coefficient of the

dermal sublayer due to its intrinsic absorption property only in absence of any other

chromophore) at an operating wavelength λ is expressed by the equation below [42,43]:

µabaseline
(λ) = 7.84× 107 × λ−3.255. (2)

Considering the absorbance of light through arterial and venous blood with different

concentrations of oxyhaemoglobin (HbO2) and deoxyhaemoglobin (HHb), the total

absorption coefficient of any ith dermal sublayer can be written as: [34,35,44]

µai(λ) = VAi
µaAi

(λ) + VViµaVi (λ) + Vwi
µawi

(λ)

+[1− (VAi
+ VVi + Vwi

)]µabaselinei
(λ)

(3)

where VA and VV stand for the arterial and venous blood volume-fraction respectively.

µaA , µaV and µaw are the absorption coefficients of the arterial blood, venous blood

and water. Oxygen saturation, by definition, is the concentration of oxygen saturated

haemoglobin in the total blood. Considering SaO2 and SvO2 are respectively the

functional arterial and venous oxygen saturation, absorption coefficients of the arterial

and venous blood can be written as:

µaA(λ) = SaO2µaHbO2
(λ) + (1− SaO2)µaHHb

(λ)

µaV (λ) = SvO2µaHbO2
(λ) + (1− SvO2)µaHHb

(λ)
(4)

where µaHbO2
and µaHHb

are the absorption coefficients of oxy and deoxyhaemoglobin,

respectively.

The epidermal layer of the skin is bloodless, and contains melanin and water. The

melanin absorption coefficient µamel
is determined from the following equation [41,45]:

µamel
(λ) = 6.6× 1010 × λ−3.33 (5)

which is used to derive the absorption coefficient for epidermis:

µaepi(λ) = Vmelµamel
(λ) + Vwepi

µaw(λ) + [1− (Vmel + Vwepi
)]µabaseline

(λ). (6)
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Investigating the origin of photoplethysmography using a Monte Carlo model 6

The absorption coefficients of water, oxyhaemoglobin and deoxyhaemoglobin (at a

haematocrit of 45%) were adapted from literature [46–49]. The absorption coefficients

of subdermal fat and muscle were adapted from the published data measured from

Figure 2. Optical properties of the tissue at the eight wavelengths: 470 nm, 530

nm, 660 nm, 770 nm, 810 nm, 940 nm, 1020 nm and 1050 nm. The absorption

coefficient of the absorbers of the model (water, oxyhaemoglobin, deoxyhaemoglobin

and melanin) are presented in (a). The absorption coefficients of the dermal skin

sublayers (i.e., stratum corneum, epidermis papillary dermis, upper blood net dermis,

reticular dermis and deep blood net dermis), fat, muscle and bone are presented in

(b). The scattering coefficient of skin, fat, muscle and bone tissue layers are presented

in (c). The coefficients are presented in the unit of mm−1 and in logarithmic scale.

Details of the parameter values are given in the Appendix.
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Figure 3. Flowchart of Monte Carlo algorithm.

human skin ex vivo [50]. Due to a lack of data on the optical properties of a finger

bone, the optical properties of skull were used for the simulation [51,52]. The scattering

coefficient and anisotropy factor of skin, muscle and bone were adapted from published

studies [50,51,53–55]. The refractive indices for the tissue and air (ni = 1.4 and nt = 1,

respectively) were considered in the model. The following optical properties used in

the simulation at the eight wavelengths are illustrated in Figure 2: (a) absorption

coefficients of the chromophores (i.e., oxyhaemoglobin, deoxyhaemoglobin, water and

melanin), (b) the absorption and scattering coefficients of the tissue layers (skin, fat,

muscle and bone) and (c) the skin sublayers (stratum corneum, epidermis, upper blood

net dermis, papillary dermis, reticular dermis and deep blood net dermis). The values

of the simulated parameters are tabulated in the Appendix.

2.1.3. Monte Carlo simulation A flowchart for the basic steps of the Monte Carlo (MC)

simulation for the propagation of light through tissue in a finger-PPG configuration is

presented in Figure 3. The simulation steps are as follows [56]:

(i) Step 1: A photon packet with an initial direction and position co-ordinate was

launched onto the tissue surface. Similar to the incidence from an LED source, a
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Investigating the origin of photoplethysmography using a Monte Carlo model 8

Gaussian beam incidence was simulated using the probability distribution:

p(r) =
e

−r2

b2 2πr

πb2
(7)

where b is the 1/e2 radius (i.e., the radius where the intensity values fall to 1/e2

of its axial values). The initial direction was randomly chosen between 0 and 2π,

and an initial statistical weight w = 1 was allocated to each photon. A normal

incidence of photons was considered and the correction due to the reflection from

the top surface of the tissue was implemented. The Fresnel’s reflection coefficient

Rs for the normal incidence was calculated as [57,58]:

Rs =

(
ni − nt
ni + nt

)2

. (8)

and the weight w of the photon was reduced by Rs ·w, resulting in a weight of the

photon entering the tissue we = w −Rs · w.

(ii) Steps 2 and 3: The photon packet was propagated through a step-size (l),

calculated by random sampling of the probability of photon scatter [56], i.e.,

l = − ln(ξ)

µs
(9)

where ξ is a computer-generated pseudo-random number (0 < ξ < l). The

corresponding direction cosines of the photons were updated so that the movement

of the photon could be simulated.

(iii) Steps 4-7: Upon each step size, i.e., free pathlength of the photon in the medium,

it was checked whether the photon had interacted with the boundary. If a photon

packet hit the boundary, it could either reflect back or transmit through the tissue.

It was decided by calculating the Fresnel’s reflectance R for the angle of incidence

θi (critical angle, θC) following the equations below:

R =


(
nt−ni

ni+nt

)2
, if θi ' 0

1
2

[
sin2(θi−θt)
sin2(θi+θt)

+ tan2(θi−θt)
tan2(θi+θt)

]
, if 0 < θi < θc

1, if θc ≤ θi < π/2.

(10)

and comparing R with a randomly generated number ξ. On the other hand, if

the photon propagated freely without hitting with the boundary, the photon-tissue

interactions (i.e., absorption and scattering) were simulated. The ‘absorption’ was

simulated by reducing a fraction of the photon weight (∆w) in each interaction:

∆w =
µa

µa + µs
.w (11)

The ‘scattering’ was simulated by orienting the direction of the photon packet

through the randomly generated deflection and azimuthal angles. The scattering
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Investigating the origin of photoplethysmography using a Monte Carlo model 9

angle θ was calculated using the Henyey-Greenstein phase function [59] whereas the

azimuth was randomly generated between 0 and 2π:

θ = cos−1
1

2g

[
1 + g2 −

(
1− g2

1− g + 2gξ

)2
]

φ = 2πξ.

(12)

Upon each photon-tissue interaction event, i.e., reflection, transmission, scattering

and absorption, the corresponding variables were recorded and updated.

(iv) Step 8: Above steps were repeated until the photon packet was either ‘detected’,

‘discarded’ or ‘terminated’. The photon was discarded if it had transmitted without

being detected. While travelling through tissue, if the weight of the photon fell

below a threshold weight (w < wth; wth = 10−4), the Russian roulette technique

was used to terminate the photon maintaining the energy conservation principle:

one out of ten photons would get a chance to survive with an additional weight

(w′ = 10.w) and continue propagating. Photon not surviving roulette would be

terminated and a new photon packet would launch. The process repeated until the

desired number of photon packets were detected.

2.1.4. Model implementation The schematic of the Monte Carlo model in the

reflectance PPG geometry is illustrated in Figure 1. In the 3D Cartesian coordinate

system, the length, width and depth of the finger tissue volume are presented along

the X, Y and Z (downward) axes, respectively. The most probable optical path is

shown from the source to the detector through the tissue sample volume probed by the

sensor. The typical ‘banana’ shaped path is shown, however, the path depends on the

heterogeneity of the medium.

The key parameters simulated using the model are:

(i) Mean depth of penetration (DM): Penetration depth D of each ith photon

packet is calculated as its maximum z-coordinate (Z) while travelling from the

source to the detector:

Di = max(Z). (13)

The mean penetration depth (DM) is calculated as the average maximum depth of

all detected photons (i.e., Nd) at the particular source-detector separation d at a

certain wavelength:

DM =
1

Nd

Nd∑
i=1

Di (14)

(ii) Absorbance (WA): Absorbance in any layer or sublayer was calculated by the

mean weight of the photon packet ‘absorbed’ in the medium. As shown in Eq. 15,

a ∆w fraction of each photon packet weight is absorbed in the medium at each

interaction event. Considering an ith photon packet interacts N times with a jth
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Investigating the origin of photoplethysmography using a Monte Carlo model 10

layer (or sublayer), the absorbance in that layer (or sublayer) is:

WAj
=

1

Ndlj

Ndlj∑
i=1

N ·∆wj (15)

where Ndlj is the number of the detected photon packets that pass through the jth

layer or sublayer. For further analysis, the layer-specific absorbance is normalised

by the total absorbance in the finger WAT
, i.e.,

WAT
=

1

Nd

Nd∑
i=1

wei − wdi (16)

where wei and wdi are the weight of the entered and detected photon packet,

respectively. Therefore, the normalised layer-specific absorbance is:

WAjnorm
=
WAj

WAT

(17)

(iii) Reflectance (Wr): The mean detected weight of the photons in the PPG geometry

is denoted by the term ‘reflectance’ Wr:

Wr =
1

Nd

Nd∑
i=1

wdi (18)

where Nd and wd respectively are the total number of detected photon packets and

the weight of each detected photon packet.

All the parameters are variable with the source-detector separation (d) and the operating

wavelength (λ). A large number of photons ( 109−1010) were simulated in order to obtain

the desired accuracy. To expedite the process, the variance reduction technique was

adopted in the model as described before. A 64-bit Operating System with an installed

memory of 24 GB and an Intel Xeon CPU (2.40 GHz, 2 processors) was dedicated for

the simulation. MATLAB (Mathworks, Inc., USA) platform was chosen for coding and

a multi-thread programming environment was used for facilitating the simulation.

2.2. In vivo experimental setting and protocol

For the in vivo data collection, two reflectance PPG sensors each containing four

LEDs were manufactured with the adjustable separation distance between the LEDs

and the photo-diode. The first sensor consisted of 470 nm, 530 nm, 660 nm and

770 nm LEDs. The second sensor consisted of 810 nm, 940 nm 1020 nm and 1050 nm

LEDs. The photodiode used was a wide bandwidth photodiode (SFH 2700, Osram

opto semiconductors). The separation distance between emitter and photodiode was

adjusted by attaching the PCBs containing the LEDs and the photodiode closely on the

jaws of a vernier calliper. The minimum centre-to-centre distance between the LED and
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Investigating the origin of photoplethysmography using a Monte Carlo model 11

photodiode when the calliper was at 0 mm was approximately 2 mm. The sensor was

integrated with ZenPPG, a modular multi-channel PPG processing system developed by

the Research Centre for Biomedical Engineering (RCBE) at City, University of London,

to acquire multi-wavelength PPGs [60].

Following Institutional research ethics approval, healthy volunteers were invited to

participate in the in vivo study. Eight healthy volunteers (5 male and 3 female) with

age ranging from 20 to 35 years were recruited for this pilot study. The experiment took

place in the Physiological Measurement laboratory of the RCBE, at City, University of

London, under a constant room temperature of 23◦C. Prior to the study, the thickness

of each volunteer’s finger was measured (the average finger thickness was 1.3± 1.1 cm).

During the study, the volunteers were asked to sit steadily and to rest their arm on a table

and then place their right index fingers on top of the reflectance sensor. PPG signals

at four wavelengths were first collected simultaneously (using probe 1) throughout the

source-detector separations from 1 mm to 10 mm with an interval of 1 mm. Each

measurement continued for 1 minute and a 20 seconds interval was given between two

consecutive measurements for the signals to stabilise. The above step was repeated using

the second PPG sensor containing the other four LEDs. Recorded signals were analysed

using MATLAB. The ac and dc components of the mixed-signal were extracted using

the high pass and low pass filters, and the peak to peak amplitude was calculated for

each signal (PPGac and PPGdc, respectively). The signals were normalised over time.

2.3. Correlation analysis

In order to compare and correlate the simulated and experimental data, the absorbance

and amplitudes ratios were calculated. The simulated absorbance ratio rsim was

calculated as the ratio between the normalised absorbance in the pulsatile tissue

(dermis), i.e., WAp and non-pulsatile tissue (stratum corneum, epidermis, fat, muscle

and bone), i.e., WAnp :

rsim =
WApnorm

WAnpnorm

(19)

and the simulated PPG amplitude ratio rPPG was defined as the ratio between the

normalised ac and dc PPG amplitudes:

rPPG =
PPGac

PPGdc

(20)

The correlation between the simulated and experimental data was presented in terms

of the Pearson’s Product Moment Correlation Coefficient which was derived using an

in-built MATLAB function [61]. A paired data set [(x1, y1), ...(xk, yk)], consisting of k

such pairs, is considered. The mean of the individual data sets are:

x̄ =
1

k

k∑
i=1

xi (21)
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Investigating the origin of photoplethysmography using a Monte Carlo model 12

and

ȳ =
1

k

k∑
i=1

yi (22)

where k is the length of the data set and i is the index of a data point. Therefore, the

Pearson’s Product Moment Correlation Coefficient ρ(x, y) is defined as:

ρ(x, y) =

∑k
i=1(xi − x̄)(yi − ȳ)√∑k

i=1(xi − x̄)2
√∑k

i=1(yi − ȳ)2
(23)

ρ(x, y) can range between –1 to +1. A value of –1 indicates that one data set is the

reverse of the other (negative correlation), while a value of +1 indicates that the data

sets are the same (positive correlation). A value of 0 indicates no relationship between

the data sets.

3. Results

3.1. PPG light-tissue interactions at multiple wavelengths and geometries

According to the modified Beer-Lambert law, as stated before, the trajectories of the

photons through the tissue depend on the geometrical configuration and the optical

wavelength. Typical photon trajectories within the skin tissue without any geometrical

restriction are shown in Figure 4. Photon packets emerging from a point source placed

at the origin of the 3D Cartesian co-ordinate system (0,0,0) travel through random paths

in any direction within 2π until those are absorbed completely.

Optical interaction with the finger tissue-volume in a reflectance PPG geometry is

shown in Figure 5. The distributions of the light-tissue interaction are shown for three

source-detector separation distances (i.e., 1.5 mm, 3 mm and 5 mm) at four wavelengths

(530 nm, 660 nm, 940 nm and 1050 nm). The tissue-depth is presented along the z-axis

whilst the tissue-length is presented along the x-axis. As shown, the photon trajectories

do not necessarily take the banana-shaped path which attributes to the heterogeneity of

the model. The variations in the trajectories of the photons with different wavelengths

and source-detector separations are apparent in the figure. At 530 nm, where light is

highly absorbed by the blood, very few photons are detected especially at d = 5 mm.

Photons paths become gradually longer within the tissue until 940 nm, and then the

paths shorten again. The variations in the optical path is a result of the wavelength-

dependent scattering properties of tissue. Maximum photons accumulate near the source

and the detector; the highest photon number density is found within 1.5 mm due to the

interactions with the dermal vasculature. The dashed line presents the mean penetration

depth (DM) of the photon packets which increases with the source-detector separation

at all wavelengths except at 530 nm where it remains constant. In the PPG reflectance

geometries, although the maximum depth traversed by the detected photon packets are

long (' 6 mm), the mean depth is much smaller (≤ 3 mm). This points towards the

observation by R. Savo et. al. that the photon paths with smaller trajectories are more
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Investigating the origin of photoplethysmography using a Monte Carlo model 13

Figure 4. Monte Carlo simulation of photon trajectory through tissue. A typical path

of a photon packet from a start-point A (0,0,0) to an end-point B in the skin tissue is

presented in (a). Three-dimensional distribution of photon packets in the perfused skin

tissue is presented in (b). The figures show the typical three-dimensional distribution

of photon trajectories without any geometrical restriction at the wavelength of 660

nm. With no detector placement, the photons emerging from a point source placed at

(0,0,0) are taking random free paths in all 2π dimensions.

probable compared to the longer trajectories [62]. Therefore, the mean penetration

depth is considered as the characteristic depth probed by the sensor in this simulation.

Simulated results are supported by the PPG signal recorded in vivo as shown

in Figures 6 and 7. In Figure 6, the signals recorded at the wavelength of 810 nm

through various source-detector separations are exhibited, whereas in Figure 7, the

signals recorded at multiple wavelengths at a source-detector separation of 2 mm are

illustrated. The signal amplitude is found to reduce gradually with the increasing source-

detector separation. With the increasing wavelength, the signal amplitudes initially rise

reaching a maximum at the near-infrared wavelength of 940 nm, and then gradually

reduce to the infrared wavelengths. The observations from the experimental results are

in good agreement with the simulation outcome.

3.2. Depth-selective analysis of PPG amplitude

It is understood from the previous discussion that DM is the characteristic depth to

be probed by a PPG sensor in certain reflectance geometry. Also, as defined earlier,

the reflectance Wr is a measure of the optical output from the sensor. A relationship

between these two parameters is therefore investigated to correlate the optical outcome

with the probed depth. Further analysis is carried out to correlate the simulated optical

output and the measured PPG amplitudes.
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Investigating the origin of photoplethysmography using a Monte Carlo model 14

Figure 5. Simulated trajectories of the detected photons through tissue in PPG sensor

geometry. Distributions are presented at four wavelengths (λ = 530 nm, 660 nm, 940

nm and 1050 nm) at three separation distances (d = 1.5 mm, 3 mm and 5 mm). The

interaction events are distributed between its minimum and maximum values (Nmin

and Nmax, respectively) as indicated by the colour bar. Photons distribution along

with the depth and the length of the finger are shown through the z- and x-axis. The

mean penetration depth (DM ) is presented by the white dashed line. All plots are

presented in the same axis limits.

Page 14 of 27AUTHOR SUBMITTED MANUSCRIPT - PMEA-103450.R3

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



Investigating the origin of photoplethysmography using a Monte Carlo model 15

0.01

0

-0.01

 = 430 nm  = 525 nm

0.01

0

-0.01

PP
G

ac
 (m

V)

 = 640 nm  = 770 nm

 = 940 nm
0.01

0

-0.01

 = 810 nm

0 0.5 1

0.01

0

-0.01

 = 1020 nm

0 0.5 1
Time (min)

 = 1050 nm

Figure 6. Demonstration of multiwavelength PPG (ac) signals recorded in vivo.

Signals are recorded at a fixed source-detector separation of 2 mm through the

wavelengths 430 nm, 525 nm, 640 nm, 770 nm, 810 nm, 940 nm, 1020 nm and 1050

nm. It shows the variation of the PPG amplitude with the operating wavelength as a

result of the variation in the photon paths as shown in Figure 5.

The simulated mean depths of penetration and the reflectances for multiple

wavelengths and source-detector separations are plotted in Figures 8(a) and (b)

respectively. At 470 nm and 530 nm, there is visibly no change in DM and Wr through

the source-detector separations. The penetrated depths are very shallow (remains within

the epidermal layer), and the detected reflectance is also very small at these wavelengths.

For the rest of the wavelengths, DM increases as Wr decreases exponentially with the

increasing source-detector separations. With the increasing wavelength, DM increases

till 940 nm and reduces at the further infrared wavelengths. A converse relationship is

observed in the pattern of Wr. The mean ac and dc PPG amplitudes at each wavelength

with varying source-detector separation are shown in Figures 8(c) and (d). PPG signals

at 460 nm and 525 nm cannot be obtained beyond the source-detector separation of

4 mm. A very high PPG (ac) amplitude peak is observed at 530 nm at small source-

detector separation. This is attributed to the very high scattering coefficients of blood
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Figure 7. Demonstration of PPG (ac) signal recorded in vivo at the wavelength of

810 nm. Signals are recorded through the variable source-detector separations 1-10

mm. It shows the variation of the PPG amplitude with the source-detector separation

as a result of the variation in the photon paths as shown in Figure 5.

(100 mm−1 and 92 mm−1, respectively for the oxy and deoxyhaemoglobin) at 530 nm

compared to the rest of the wavelengths [46]. The ac amplitude of PPG which is formed

due to the pulsatile volumetric alterations in the blood is supposedly influenced by the

scattering properties of blood because at 530 nm the probed volume is also low so the

influence of other tissue-components is negligible.

3.3. Absorbance analysis and correlation assessment

Whilst the above result explained the qualitative interrelations between the optical

output and the selected depths probed by the sensor, a quantitative analysis was carried

out by investigating the absorbances at different depths, i.e., in different tissue layer and
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Figure 8. Illustration of the mean penetration depth DM , simulated reflectance Wr

and PPG amplitudes (ac and dc). With varying source-detector separation (d = 1−10

mm), the variations in DM and Wr at eight wavelengths (λ) are presented in (a) and

(b), and the variation in the PPG amplitude (dc and ac) are presented in (c) and (d),

respectively. Markers show the data points. Absent data points at the two lowest

wavelengths denote the unavailability of any data at higher separations.

sublayers. As defined by the Eq. 15, absorbance WA in each tissue layer quantifies the

mean absorbed photon weight within that layer which depends on the absorbed weight

(∆w) and the number of interactions (N). Importantly, how many times a photon

packet interacts with the tissue layer depends on the step size generated (Eq. 9) which

is directly related to the scattering coefficient. Therefore, the layer-specific absorbance

is a function of both the absorption and scattering coefficient of the tissue layer.

Simulated absorbance at the different tissue layers and sublayers at multiple source-

detector separations and wavelengths are demonstrated in Figure 9. In the skin layers

(stratum corneum, epidermis and dermis), the absorbance variation with the source-

detector separation is negligible. Epidermis absorbs the maximum light due to the

presence of melanin. Maximum light is absorbed in the dermis at 530 nm due to a

high vascular absorptivity. Even though the blood absorptivity is higher at 470 nm,

the number of photons reaching dermis at this wavelength is comparatively much lower

resulting in the lowest absorbance. As observed in Figure 8, light penetrates the deepest

through finger at 940 nm resulting in an increased number of interactions with the

deeper tissue layer such as fat and muscle which explains the maximum absorbance of
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Figure 9. Simulated absorbance WA through different tissue layer at 8 wavelengths as

a function of the source-detector separation (d): (a) stratum corneum, (b) epidermis,

(c) dermis, (d) fat, (e) muscle and (f) bone. The absorbance in the dermis is the sum

of four dermal sublayer absorbances. Markers represent the data points. The absent

data points at lower wavelengths denote the unavailability of data.

the optical wavelength at these two layers. Bone has the highest scattering coefficient

among all tissue layers as seen in Figure 2, hence, the scattering effect prevails in the

bone absorbance. Due to an increased scattering, a small number of photons that

enter bone get detected resulting in a small Ndbone
which in turn produces a high mean

absorbance value. The maximum mean depth probed by the PPG sensor (DM) is 3

mm as seen in Figure 8, i.e., well above the bone layer. Therefore, the impact of bone

absorbance is negligible in PPG formation.

The simulated absorbance and experimental PPG amplitude ratios were calculated

using Eq. 19 and 20, and were normalised against their respective maximum values,

and then plotted in Figure 10 with a linear fit. All data points for eight wavelengths

and ten source-detector separations are plotted. The absent data points (i.e., at higher

separations at lower wavelengths) were considered zero in order to create the matrices

of the same length. From Figure 10, the data shows a high correlation between the

simulated and in vivo data with a negative slope of -0.86. To further quantify the

correlations, the Pearson product-moment correlation coefficients (ρ) are calculated

using Eq.23 and the results are presented in Table 2. The data sets x and y in the
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Figure 10. Relationship between the absorbance ratio rsim and the PPG amplitude

ratio rPPG is shown. Eight sets of data represent the eight pairs wavelengths: (1) 470

nm (460 nm), (2) 530 nm (525 nm), (3) 660 nm, (4) 770 nm, (5) 810 nm, (6) 940

nm, (7) 1020 nm, and (8) 1050 nm. Data sets were normalised over their respective

maximum values, thus distributed between 0 and 1. Each set of wavelengths have a

ten number of data points corresponding to ten source-detector separations (1-10 mm).

For the green and blue optical wavelengths, a couple of data points having adjacent

values almost coincide in the graph, therefore, four data points at are visible for the

set 1 and 2. Datasets are linearly fitted which produces a high negative slope.

Table 2. Pearson product-moment correlations ρ is presented for 10 source-detector

separations (d). For each source-detector separation, the correlation coefficient

has been determined between the spectra (arranged over eight wavelengths) of the

simulated normalised absorbance and experimental PPG signals.

d (mm) ρ

1 -0.94

2 -0.95

3 -0.94

4 -0.95

5 -0.98

6 -0.98

7 -0.96

8 -0.98

9 -0.96

10 -0.96
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equation represent the spectra of rsim and rPPG over the eight operating wavelengths,

and such 10 pairs of data sets are generated through the range of source-detector

separation (d = 1−10 mm). For each data set, a very high negative correlation is found

(average correlation coefficient -0.96) demonstrating an inverse relationship between the

absorbance and PPG amplitudes.

4. Discussion

A robust Monte Carlo model for PPG has been developed and characterised in this

paper. Monte Carlo method has been chosen over other methods for simulating light-

tissue interactions, e.g., diffusion approximation, random walk model etc., because of

its accuracy to model the photon distribution near and far from the source, and also the

ability to recreate the random scattering within the tissue. The accuracy of the method

can be quantified by its convergence rate, given by 1/
√
Q where Q is the number of

simulations. The minimum number of simulated photon packet in this work was Q = 109

resulting in a very low convergence rate, i.e., 3.16 × 10−5 [63]. Lower the convergence

rate, faster the stochastic process (i.e., Monte Carlo method) reaches the accuracy.

Therefore, a high number of iterations produced a reliable and accurate result in this

work.

Optical wavelength and geometrical configuration of the sensor are the two major

factors affecting the optical quantities as well as the appearance of the PPG signal

recorded by the system [2,64]. For the very first time, in this work, a Monte Carlo model

has been explored to investigate the interrelations among (a) the optical quantities

(e.g., depth of penetration, absorbance and reflectance); (b) the sensor parameters

(geometry, source-detector separation and operating wavelength); and (c) the PPG

signal parameters (ac and dc amplitudes). The dependence of the optical paths on the

source-detector separation and wavelengths were illustrated through simulation, and

was supported by the amplitude variation of the experimental PPG signals.

The exponential decay in the simulated reflectance as well as in the detected ac

and dc PPG amplitudes has demonstrated the generic principle of light attenuation by

Beer-Lambert law:

I = I0exp(−µ.d) (24)

where I and I0 are the initial and final intensity of light while propagating through a

tissue medium having attenuation coefficient µ; and d is the source-detector separation.

Several interrelations have been observed through the simulations: a) an inverse

relationship between the mean penetration depth and reflectance, b) a direct relationship

between the PPG (dc) amplitude and the reflectance, (c) inverse relationships between

the mean depth and the PPG (ac and dc) amplitudes, (d) a direct relationship between

the depth and the source-detector separation, and (e) inverse relationship of the

reflectance and the PPG amplitudes with the source-detector separations. Simulated

results are immensely helpful for optimising the design of cutting-edge wearable sensors

based on PPG technology.
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Our previous work with a pulsatile PPG model showed the highest contribution of

dermis (including the arterial, venous and capillary blood) to the formation of a PPG

signal [23]. Based on this previous finding, in this current static PPG model, the entire

dermis (consisting of arteries, veins and capillaries) was considered the ‘pulsatile’ tissue

compartment forming the ‘ac’ PPG amplitude, and the rest of the finger tissue was

considered the ‘non-pulsatile’ tissue compartment contributing to the formation of the

‘dc’ PPG amplitude. Although capillaries do not pulsate, the mechanical movements

of the bunch of capillaries present in the finger accumulate to generate a pulsatile flow,

hence, contributing to the ‘ac’ PPG fluctuations [13]. Venous blood does not contribute

to the pulsatility, therefore, an overestimation in the simulated ratio could be present.

This was corrected by normalising data sets over its maximum value.

Simulated results have shown the confinement of the blue light within a maximum

penetration depth of 0.2 mm, i.e., primarily within the stratum corneum layer up to a

certain distance through the epidermis. The green light penetrated through a maximum

depth of 0.3 mm from the periphery, i.e., just crossed the epidermal boundary which

is 0.27 mm. At usual PPG source-detector separation (d > 3 mm), the visible light

(i.e., 660 nm and 770 nm) penetrates through all of the dermal sublayers up to the fat

layer ( 1.5 mm), whereas the near-infrared light (i.e., 810 nm and 940 nm) penetrates

maximum distance within the tissue, i.e., beyond the subdermal fat and muscle layers

(> 2.5 mm). Higher near-infrared wavelengths (i.e, 1020 nm and 1050 nm) again

penetrate shallower distances which likely to be the result of the water absorbance

dominance. These results explain the shape of the absorption spectra of human tissue

as shown in [65].

The PPG signals obtained in the red and the near-infrared wavelengths originate

from the pulsatile arterioles that branch from the upper blood net dermis, having a

maximum density in the reticular dermis. This supports the standard convention of

PPG origin, and also the blood volume variation hypothesis by Mocco et al. [12]. Blue

and green light produce detectable PPG signals even though these do not reach the

pulsatile arterioles. The observation of the highest ac PPG amplitude at 525 nm among

all wavelengths implies the prevailing effect of the absorbance of the dermal vasculature

over the scattering properties which agrees with the finding by Denis G. Lapitan et. al.

using a Beer-Lambert law-based model [19]. The origin of green PPG seems to support

the hypothesis by Kamshilin et al. that the PPG formation is due to the modulation

of the blood volume in the capillary bed induced by the pulsatile transmural pressure

of the arteries. However, as described by Kamshilin et. al. in [13, 14], if PPGs at

these wavelengths originates only due to the mechanical compression of capillaries, then

they should be inverted in comparison to simultaneously acquired red PPG signal (red

light is modulated by blood volume changes in arteries). But this was not the case

in our experiment, indicating the potential presence of other causes behind the PPG

formation. On the other hand, blue light, with its very shallow depth of penetration,

cannot interrogate a large volume of the capillary network. Therefore, unlike the green

light, the transmural pressure-induced mechanical changes in the capillaries may not
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suffice to produce a detectable PPG signal with the blue light. The hypothesis by

Volkov et. al. on the erythrocyte movements can be useful to explain the blue PPG.

The movement in the red blood cells is rapid and distinct in different capillaries and

is capable of modulating the light intensity significantly, which is recorded as the PPG

signal.

Through our investigation, we conclude that all three above hypotheses are valid

in terms of explaining the PPG origin. A high amplitude PPG signal, for example,

the near-infrared PPG signal is likely to originate from the contributions of all of the

aforementioned factors, and our future goal is to be able to decompose the effects of

all the contributors from the signal. In order to achieve this goal, a further complex

model including the physical capillaries, arterioles and arteries will be developed. A

parallel pulsatile tissue phantom will be designed for an in vitro experiment to evaluate

the simulation. The successful implementation of the in silico - in vitro model followed

by the mathematical optimisation and decomposition analysis will enable us to have a

comprehensive knowledge on the origin of the PPG as well as its shape and features.

In a heterogeneous tissue-model, the dermal blood apparently concentrates within a

small volume of blood vessel (occupying 1-20% of the dermis volume) that is represented

by high blood volumes (4-30%) in individual dermal sublayers. This concept was

proposed by Meglisnki and Matcher [66] which has been followed by several researchers

for their Monte Carlo simulations and experimental applications [67–72]. The absorption

coefficients calculated using those values are also in agreement with the properties

derived using diffusion approximation by Bosschaart et. al. [73]. In the current

work, the blood volume fractions have been adapted from the literature by Meglinski

and Matcher. Considering a uniform distribution, however, the average dermal blood

volume fraction is approximated as low as 0.2% which was described by Jacques [65],

and has been considered for various Monte Carlo modelling applications [74–77]. The

blood volume proposed by Megilinski and Matcher are significantly higher compared

to the values used by Fredriksson et. al. for the laser Doppler flowmetry model

[78]. A higher blood content may cause an overestimation of the absorbance at each

wavelength, however, this will not majorly impact the relative changes between the

PPG wavelengths. In this work, the correlations demonstrated between the simulated

and experimental outcomes validated the model for the current application. Further

investigations are imperative for an accurate estimation of the dermal blood content

and developing a more robust PPG model.

5. Conclusion

A multilayer multiwavelength Monte Carlo model for finger-PPG has been explored for

estimating the contributions of different tissue layers and sublayers in the formation

of the signal. A set of in vivo experiments have been followed, and the results showed

excellent agreement with the simulated data. The contributions of three different factors

(i.e, the variation in arterial blood volume, the mechanical properties of capillaries and
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the erythrocyte movement) in the formation of the PPG signal have been demonstrated.

For the very first time, the correlation between the normalised absorbance and the

PPG amplitudes has been rigorously evaluated. The present work contributes to the

fundamental knowledge of PPG which is essential for the future development and

advancement of this technique.

Appendix

The optical parameters presented in the Figure 2 are illustrated below which include

the absorption coefficients µa of the absorbers and the tissue layers-sublayers, and the

scattering coefficients µs and scattering anisotropy factor g of the tissue layers.

λ (nm) − > 470 530 660 770 810 940 1020 1050

µa (mm−1)

water 2.47E-05 3.20E-05 0.00032 0.0019858 0.026737 0.036 0.052 0.0885

oxyhaemoglobin 17.05 20.91 0.15 0.3 0.4 0.65 0.61 0.49

deoxyhaemoglobin 8.29 17.82 1.64 0.73 0.45 0.43 0.28 0.22

melanin 83.46 55.94 26.94 16.13 13.62 8.30 6.32 5.74

µa (mm−1)

stratum corneum 0.149 0.101 0.049 0.030 0.023 0.017 0.014 0.014

epidermis 12.62 8.46 4.07 2.44 2.07 1.26 0.97 0.89

papillary dermis 0.719 0.873 0.036 0.029 0.042 0.051 0.055 0.068

upper blood net dermis 4.87 6.19 0.09 0.11 0.14 0.21 0.20 0.19

reticular dermis 0.688 0.852 0.026 0.023 0.042 0.055 0.063 0.083

deep blood net dermis 1.65 2.08 0.040 0.042 0.064 0.091 0.097 0.110

fat 0.076 0.073 0.065 0.110 0.138 0.144 0.016 0.157

muscle 0.406 0.415 0.128 0.106 0.111 0.161 0.098 0.10

bone 0.126 0.1004 0.0667 0.0237 0.0213 0.0244 0.0248 0.0518

µs (mm−1)

skin 60.61 41.74 22.33 15.05 13.32 9.50 7.99 7.52

fat 11.94 11.757 11.40 11.12 11.02 10.99 10.78 10.40

muscle 8.57 8.52 8.56 8.38 8.11 7.98 7.78 7.67

bone 30.88 31.54 29.66 28 26.71 21.57 19.18 19.18

g

skin 0.838 0.886 0.913 0.926 0.932 0.942 0.949 0.951

fat 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9

muscle 0.7748 0.7949 0.8813 0.9013 0.9088 0.9112 0.9188 0.9187

bone 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.93
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to Monte Carlo methods for transport and diffusion equations, volume 6. Oxford University Press

on Demand, 2003.

[64] S. Chatterjee, T. Y. Abay, J. P. Phillips, and P. A. Kyriacou. Investigating optical path

and differential pathlength factor in reflectance photoplethysmography for the assessment of

perfusion. Journal of biomedical optics, 23(7):075005, 2018.

[65] Steven L Jacques. Optical properties of biological tissues: a review. Physics in Medicine and

Biology, 58(11):R37–R61, 2013.

[66] I. V. Meglinski and S. J. Matcher. Quantitative assessment of skin layers absorption and skin

reflectance spectra simulation in the visible and near-infrared spectral regions. Physiological

Measurement., 23(4):741–753, 2002.

[67] Alec B Walter, Jocelyn Simpson, J Logan Jenkins, Eric P Skaar, and E Duco Jansen. Optimization

of optical parameters for improved photodynamic therapy of staphylococcus aureus using

endogenous coproporphyrin iii. Photodiagnosis and Photodynamic Therapy, 29:101624, 2020.

[68] Tom Lister, Philip A Wright, and Paul H Chappell. Simulating light transport through skin for

color prediction of port wine stain lesions: a review. Journal of biomedical optics, 17(11):110901,

2012.

[69] Takaaki Maeda, Naomi Arakawa, Motoji Takahashi, and Yoshihisa Aizu. Monte carlo simulation

of spectral reflectance using a multilayered skin tissue model. Optical review, 17(3):223–229,

2010.
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