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PATH ISOMORPHISMS BETWEEN QUIVER HECKE AND
DIAGRAMMATIC BOTT-SAMELSON ENDOMORPHISM ALGEBRAS

CHRIS BOWMAN, ANTON COX, AND AMIT HAZI

ABSTRACT. We construct an explicit isomorphism between (truncations of) quiver Hecke algebras and
Elias—Williamson’s diagrammatic endomorphism algebras of Bott—Samelson bimodules. As a corollary,
we deduce that the decomposition numbers of these algebras (including as examples the symmetric
groups and generalised blob algebras) are tautologically equal to the associated p-Kazhdan-Lusztig
polynomials, provided that the characteristic is greater than the Coxeter number. We hence give an
elementary and more explicit proof of the main theorem of Riche-Williamson’s recent monograph and
extend their categorical equivalence to cyclotomic Hecke algebras, thus solving Libedinsky—Plaza’s
categorical blob conjecture.

1. INTRODUCTION

The symmetric group lies at the intersection of two great categorical theories. The first is Khovanov—
Lauda and Rouquier’s categorification of quantum groups and their knot invariants [KL09, Rou]; this
setting has provided powerful new graded presentations of the symmetric group and its affine Hecke
algebra [BK09]. The second is Elias—Williamson’s diagrammatic categorification in terms of endo-
morphisms of Bott—Samelson bimodules; it was in this setting that the counterexamples to Lusztig’s
and James’s conjectures were first found [Will7] and that the first general character formulas for
decomposition numbers of symmetric groups were discovered [RW18] (in characteristic p > h, the
Coxeter number).

The purpose of this paper is to construct an explicit isomorphism between these two diagrammatic
worlds. This allows us to provide a simple algebraic proof of [RW18, Theorem 1.9] and to vastly gen-
eralise this theorem to all cyclotomic Hecke algebras and hence settle Libedinsky—Plaza’s categorical
blob conjecture [LP20]. In particular, for any complex reflection group (Z/¢Z)! &,,, we deduce that
the associated Hecke algebra H for o € Z! has graded decomposition numbers dx,u(t) equal to the
p-Kazhdan—Lusztig polynomials of type

Ah,1 X ... X Ahfl\Ahgfl
providing A and p have at most h columns in each component (we denote the set of such f-multipartitions

by 2, ¢(n)) and providing o € Z* satisfies a higher level analogue of the condition that p > h + 1.

Theorem A. Let e > h{ and suppose o € Zt is (h, e)-admissible. We have a canonical isomorphism
of graded Z-algebras,

+ o o o\ £+ ~
fn,o (/Hn//Hneh/Hn) fn,o = Endpgssphv@(Ah71 XX Ap_1\Ane_1) (@QEA(TL,U) B&)

where the righthand-side is a truncation of Elias—Williamson’s diagrammatic category and the idem-
potents on the lefthand-side are simply

ep = Z Cityin) o= Z es
ipp1=ip+1 Sestdt ,(A)
1<k<h AEP, o(n)
Jor St} ,(X) C Std(X) the set of strict alcove-tableaux and A(n, o) = {w | w is the colouring of some t €
St} (A), A € Phe(n)}. We refer to Sections 2 and 3 for the technical definitions.

Perhaps most importantly, our isomorphism allows one to pass information back and forth between
these two diagrammatic categorifications for the first time. Combining our result with [BK09] allows
one to import Soergel calculus to calculate decomposition numbers directly within the setting of the
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symmetric group (and more generally, within the cyclotomic Hecke algebras). For instance, the key
to the counterexamples of [Will7] is the efficiency with which one can calculate “intersection forms”
controlling decompositions of Bott—Samelson bimodules; in light of our isomorphism, this can be seen
simply as a shorthand for James’ classical bilinear form on Specht modules of k&,, and the efficiency
merely arises by way of the idempotent truncation (in particular, the Gram matrices of these forms
are equal). In other words, by virtue of our isomorphism, one can view the current state-of-the-art
regarding p-Kazhdan—Lusztig theory (in type A) entirely within the context of the group algebra of
the symmetric group, without the need for calculating intersection cohomology groups, or working
with parity sheaves, or appealing to the deepest results of 2-categorical Lie theory. In Subsection 7.3
we will explain that the regular decomposition numbers of cyclotomic Hecke algebras are tautologically
equal to p-Kazhdan—Lusztig polynomials, simply by the categorical definition of these polynomials.

Theorem B. The isomorphism of Theorem A maps each choice of light leaves cellular basis to a
cellular basis of ff, (HG/HenHS) ff,. Thus the Gram matriz of the intersection form associated
to the fibre of a Bott-Samelson resolution of a Schubert variety coincides with the Gram matriz of
James’ bilinear form on the idempotent truncated Specht module f;,Sk(X\) for X € Py o(n).

In the other direction: Soergel diagrammatics is, at present, confined to regular blocks — whereas
quiver Hecke diagrammatics is not so restricted — we expect our isomorphism to offer insight toward
constructing Soergel diagrammatics for singular blocks. In particular, our isomorphism interpolates
between the (well-understood) LLT-style combinatorics of KLR algebras and the (more mysterious)
Kazhdan—Lusztig-style combinatorics of diagrammatic Bott—Samelson endomorphism algebras.

Symmetric groups. For £ =1 our Theorem A has the immediate corollary of reproving the famous
result of Riche-Williamson (and later Elias-Losev) which states that regular decomposition numbers
of symmetric groups are equal to p-Kazhdan—Lusztig polynomials [RW18, EL]|. However, our proof is
a dramatic simplification on both the existing proofs (which are 180 and 130 pages in length) which
both depend on the heavy machinery of 2-categorical representation theory (in particular, Rouquier’s
“control by K" results [Rou, Section 5]). Once one has developed the appropriate combinatorial
framework, our proof simply verifies that the two diagrammatically defined algebras are isomorphic
by checking the relations. We state the simplified version of Theorem A now, for ease of reference.

Corollary A. Fork a field of characteristic p > h+1, we have an isomorphism of graded k-algebras,

o (K80 /KGw (L ee,. <o, DK ) i 2 End e 417 (Pueame) Bu)

and in particular the decomposition numbers of symmetric groups labelled by partitions with at most
h < p—1 columns are tautologically equal to the p-Kazhdan—Lusztig polynomials of type Ap_1\Ap_1.

Blob algebras and statistical mechanics. The (generalised) blob algebras first arose as the trans-
fer matrix algebras for the one-boundary Potts models in statistical mechanics. In a series of beautiful
and prophetic papers [MS94, MW00, MWO03], Paul Martin and his collaborators conjectured that these
algebras would be controlled by non-parabolic affine Kazhdan—Lusztig polynomials and verified this
conjecture for level £ = 2. It was the advent of quiver Hecke and Cherednik algebras that provided
the necessary perspective for solving this conjecture [Bow]. This perspective allowed Libedinsky—
Plaza to push these ideas still further (into the modular setting) in the form of a beautiful conjecture
which brings together ideas from statistical mechanics, diagrammatic algebra, and p-Kazhdan—Lusztig
theory for the first time [LP20]. For h = 1 our Theorem A verifies their conjecture, as follows:

Corollary B (Libedinsky—Plaza’s categorical blob conjecture). Let o € Z* be such that 1 < |o;—0;| <
e—1 for0<i+#j </l Fork arbitrary, we have an isomorphism of graded k-algebras,

frta (HZ/nghHg) f?j,a = Endpgsgh’@(ggil) (@QEA(TL,J)BH) fO?“ €h = Z €i1,i2,...,in
1o=11+1

and in particular the decomposition numbers of generalised blob algebras are tautologically equal to the
p-Kazhdan—Lusztig polynomials of type Ap_1.
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Weightings and gradings on cyclotomic Hecke algebras. Recently, Elias—Losev generalised
[RW18, Theorem 1.9] to calculate decomposition numbers of cyclotomic Hecke algebras. However, we
emphasise that our Theorem A and Elias—Losev’s work intersect only in the case of the symmetric
group (providing two independent proofs of [RW18, Theorem 1.9]). In particular, Elias-Losev’s work
does not imply Libedinsky—-Plaza’s conjecture (as explained in detail in Libedinsky—Plaza’s paper
[LP20]). This lack of overlap arises from different choices of weightings on the cyclotomic Hecke
algebra, we refer the reader to [LP20, Bow, LPRH] for more details.

The structure of the paper. Sections 2 and 3 introduce the combinatorics and basic definitions
of quiver Hecke and diagrammatic Bott—Samelson endomorphism algebras in tandem. We provide a
dictionary for passing between standard tableaux (of the former world) and expressions in cosets of
affine Weyl group (of the latter world) by means of coloured paths in our alcove geometries. We subtly
tweak the classical perspective for quiver Hecke algebras by recasting each element of the algebra as
a morphism between a pair of paths in the alcove geometry.

One of the core principles of this paper is that diagrammatic Bott—Samelson endomorphisms are
simply a “condensed shorthand” for KLR path-morphisms; Section 4 details the reverse process by
which we “dilate” simple elements of the KLR algebra to construct these path-morphisms. Section 4
also provides a translation principle by which we can see that a path-morphism depends only on the
series of hyperplanes in the path’s trajectory, not the individual steps taken within the path.

In Section 5, we recast the generators of the diagrammatic Bott—Samelson endomorphism algebra
within the setting of the quiver Hecke algebra; this allows us to explicitly state the isomorphism, W,
of Theorem A. In Section 6 we verify that ¥ is a graded Z-algebra homomorphism by recasting the
relations of the diagrammatic Bott—Samelson endomorphism within the setting of the quiver Hecke
algebra. Finally, in Section 7 we match-up the light leaves bases of these algebras under the map ¥
and hence prove that ¥ is bijective and thus complete the proofs of Theorems A and B.

In Appendix A we provide a coherence theorem for weakly graded monoidal categories which allows
us to relate the classical Bott-Samelson endomorphism algebras to certain breadth-enhanced versions
which are more convenient for the purposes of this paper. For the convenience of the reader we provide
three tables summarising the notation used throughout the paper in Appendix B.

Acknowledgements. The first and third authors thank the Institut Henri Poincaré for hosting us
during the thematic trimester on representation theory and the first author thanks Oberwolfach Insti-
tute for hosting him during the mini-workshop “Kronecker, Plethysm, and Sylow branching Coefficients
and their Applications to Complexity Theory”. The third author was funded by the Royal Commis-
ston for the Ezhibition of 1851. We would also like to thank Jon Brundan and Martina Lanini for
entertaining € informative discussions.

2. PARABOLIC AND NON-PARABOLIC ALCOVE GEOMETRIES AND PATH COMBINATORICS

From now on we fix integers h, ¢ € Z~q and e > h¢ and fix the charge o € Z* of our Hecke algebra
so that h < |0y — 0| <e—h for 1 <i# j <{. We say that such a charge is (h, e)-admissible. (This
condition will ensure that the empty partition will not lie on any hyperplane of our alcove geometry.)

2.1. Compositions, partitions, residues and tableaux. We define a composition, A, of n to be a
finite sequence of non-negative integers (A1, Ag, . ..) whose sum, |A| = A;+Xa+..., equals n. We say that
A is a partition if, in addition, this sequence is weakly decreasing. An ¢-multicomposition (respectively
(-multipartition) A = (A, ... A1) of n is an f-tuple of compositions (respectively of partitions)
such that [AQ] 4+ ... + [\D| = n. We will denote the set of f-multicompositions (respectively /-
multipartitions) of n by Cg(n) (respectively by Z(n)). Given A = (AO XD AE=D) ¢ 2,(n), the
Young diagram of A is defined to be the set of nodes,

{(re;m) [ 1< e <A™, 0 < m < ¢}

We do not distinguish between the multipartition and its Young diagram. We refer to a node (r, ¢, m)
as being in the rth row and cth column of the mth component of \. Given a node, (r,c¢,m), we
define the residue of this node to be res(r,c,m) = oy, + ¢ —r (mod e). We refer to a node of residue
i € Z/eZ as an i-node. We let Cy, ¢(n) (respectively &, ¢(n)) denote the subset of -multicompositions
(respectively f-multipartitions) with at most A columns in each component.
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Given A € Cy(n), we define a tableau of shape A to be a filling of the boxes of A with the numbers
{1,...,n}. If further A € P(n), we define a standard tableau of shape A to be a tableau of shape A such
that entries increase along the rows and down the columns of each component. We let Std(\) denote
the set of all standard tableaux of shape A € &, 4(n). We let & denote the empty multipartition.

2.2. Alcove geometry. For each 1 < ¢ < h and 0 < m < £ we let gpy,4; denote a formal symbol,
and define an £h-dimensional real vector space

Ep,e = @ Reham+i
1<i<h
0<m<¥

and Ej, ¢ to be the quotient of this space by the one-dimensional subspace spanned by

Z Ehm+i-

1<i<h
os<m</t

We have an inner product (, ) on Ep, given by extending linearly the relations

(Ehpris Ehgrj) = 0i,i0pq

for all 1 <4,5 < h and 0 < p,q < ¢, where 0; ; is the Kronecker delta. We identify X € Cj¢(n) with
an element of the integer lattice inside [E; , via the map

A—> Z AN ey

1<i<h
o<m<t

where (—)7 is the transpose map. We let ® denote the root system of type Ap,_1 consisting of the
roots

{ehm+i — €nt+j 1 1 <4, < hand 0 <m,t < £ with (i,m) # (j,t)}
and ®g denote the root system of type Ap_1 X --- X Ap_1 consisting of the roots

{€hm+i — €hm+j 1 1 < 4,7 < hand 0 <m < £ with ¢ # j}.

We choose A (respectively Ag) to be the set of simple roots inside ® (respectively @) of the form
€t — €¢41 for some t. Given r € Z and a € ® we define s, to be the reflection which acts on Ej, ¢ by

Sare =2 — ((z,0) — re)a

The group generated by the s, o with o € ® (respectively a € @) is isomorphic to the symmetric
group Sy (respectively to &5 := &), x --- x &), while the group generated by the sq e with o € @
and r € Z is isomorphic to éhg, the affine Weyl group of type Apo—1. We set ag = epp — €1 and
II=AU{ap}. The elements S = {sq0:a € A} U {sq,.c} generate She-

Notation 2.1. We shall frequently find it convenient to refer to the generators in S in terms of the
elements of 11, and will abuse notation in two different ways. First, we will write so for sqa0 when
a € A and sq, for Sag.e. This is unambiguous except in the case of the affine reflection sq, ., where
this notation has previously been used for the element so . As the element sq,0 will not be referred
to hereafter this should not cause confusion. Second, we will write a = €; —e;41 in all cases; if i = he
then all occurrences of i + 1 should be interpreted modulo hé to refer to the index 1.

We shall consider a shifted action of the affine Weyl group @he on [y, ; by the element
p:=(p1,p2,...,p¢) €Z" where p;:=(0i+h—1,0i+h—2,...,0;) €Z"

that is, given an element w € S he, we set w-x = w(x+ p) — p. This shifted action induces a well-defined
action on Ehl; we will define various geometric objects in [Ej ¢ in terms of this action, and denote the
corresponding objects in the quotient with a bar without further comment. We let E(«, re) denote
the affine hyperplane consisting of the points

E(a,re) ={z € Eps | Sare - = x}.
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Note that our assumption that o € I* is (h, e)-admissible implies that the origin does not lie on any
hyperplane. Given a hyperplane E(a, re) we remove the hyperplane from Ej, o to obtain two distinct
subsets E” («, re) and E<(a, re) where the origin lies in E<(«, re). The connected components of

Eh,ﬂ \ (Ua€q>0E(Ot, 0))

are called chambers. The dominant chamber, denoted EZ,@ is defined to be

=+ =<
Ehl = ﬂ E (a,O)
acdg
The connected components of
Ene\ (UacorezE(a,re))

are called alcoves, and any such alcove is a fundamental domain for the action of the group éhg on
the set Alc of all such alcoves. We define the fundamental alcove Ay to be the alcove containing the
origin (which is inside the dominant chamber). With this choice we have that for all A € Cp, ¢(n) the
element A is in the dominant Weyl chamber if and only if A € 22, 4(n).

We have a bijection from (‘ASM to Alc given by w — wAg. Under this identification Alc inherits
a right action from the right action of & on itself. Consider the subgroup

Sr =6, x6 X ... XG}LS@M.

The dominant chamber is a fundamental domain for the action of & on the set of chambers in Eh’g.
We let &7 denote the set of minimal length representatives for right cosets & f\@ ne- So multiplication
gives a bijection G5 x & — @hg. This induces a bijection between right cosets and the alcoves in our
dominant chamber. Under this identification, the alcoves are partially ordered by the Bruhat-ordering
on &/. (This is the opposite of the FLOTW dominance ordering, <, on multipartitions belonging to
these alcoves.)

If the intersection of a hyperplane E(a,re) with the closure of an alcove A is generically of codi-
mension one in Ehvg then we call this intersection a wall of A. The fundamental alcove Ag has walls
corresponding to E(a, 0) with o € A together with an affine wall E(ap, e). We will usually just write
E(a) for the walls E(«,0) (when o € A) and E(a, e) (when o = ). We regard each of these walls
as being labelled by a distinct colour (and assign the same colour to the corresponding element of S).
Under the action of éhg each wall of a given alcove A is in the orbit of a unique wall of Ay, and thus
inherits a colour from that wall. We will sometimes use the right action of éhg on Alc. Given an
alcove A and an element s € S, the alcove As is obtained by reflecting A in the wall of A with colour
corresponding to the colour of s. With this observation it is now easy to see that if w = s7 ... s; where
the s; are in S then wAjq is the alcove obtained from Ag by successively reflecting through the walls
corresponding to s; up to si.

If a wall of an alcove A corresponds to E(a,re) and A C E” (a, re) then we call this a lower alcove
wall of A; otherwise we call it an upper alcove wall of A. We will call a multipartition o-regular (or
just regular) if its image in El,l lies in some alcove; those multipartitions whose images lies on one or
more walls will be called o-singular.

Let A € Eh,g. There are only finitely many hyperplanes E(«, re) for a € II and r € Z lying between
the points A € Ej;, 4 and the point @ € Ej, o. We let £, (\) denote the total number of these hyperplanes
for a given a € II (including any hyperplane upon which A lies).

2.3. Paths in the geometry. We now develop the combinatorics of paths inside our geometry.
Given a map p: {1,...,n} = {1, ..., hf} we define points P(k) € E} ¢ by

P(k) = > &)
1<i<k
for 1 < i < n. We define the associated path of length n by
P= (o =P(0),P(1),P(2),...,P(n))
and we say that the path has shape m = P(n) € E; . We also denote this path by
P= (5p(1), o ,5p(n)).
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Given A € Cpe(n) we let Path()\) denote the set of paths of length n with shape A\. We define
Pathy, ¢(A) to be the subset of Path(\) consisting of those paths lying entirely inside the dominant
chamber, EZ ¢+ in other words, those P such that P(i) is dominant for all 0 < i < n.

Given a path P defined by such a map p of length n and shape A we can write each p(j) uniquely
in the form p(j) = hmj + cj where 0 < mj; <[ —1and 1 < ¢; < h. We record these elements in a
tableau of shape AT by induction on j, where we place the positive integer j in the first empty node
in the ¢jth column of component m;. By definition, such a tableau will have entries increasing down
columns; if A is a multipartition then the entries also increase along rows if and only if the given path
is in Pathy, ¢(\), and hence there is a bijection between Pathy ¢(A\) and Std(X). For this reason we
will sometimes refer to paths as tableaux, to emphasise that what we are doing is generalising the
classical tableaux combinatorics for the symmetric group.

Notation 2.2. Given a path P we will let P71 (7, epmaic) with 0 < m <1 —1 and 1 < ¢ < h denote
the (r,c)-entry of the mth component of the tableau corresponding to P. In terms of our path this is
the point at which the rth step of the form +ecpmyc occurs in P. Given a path P we define

res(P) = (resp(1),...,resp(n))

where resp(i) denotes the residue of the node labelled by i in the tableau corresponding to P.

€1

%az

€3

1735 7]s]9]11]12[13[15]16]1821][22[23]24]26]27]28[30] -
461425
10[17]19]20[29

FIGURE 1. An alcove path in E;l in Pathy, ¢(3°,1'%) and the corresponding tableau in Std(3°,119).
The black vertices denote vertices on the path in the orbit of the origin.

Example 2.3. We will illustrate our various definitions with an example in E;;l with e = 5. This
space 1is the projection of R® in two dimensions, which we shall represent as shown in Figure 1.
Notice in particular that €1 + €2 + €3 = 0 in this projection, as required. Only the dominant chamber
is illustrated, with the origin marked in the fundamental alcove Agp.

The affine Weyl group @3 has generating set S corresponding to the green and blue (non-affine)

reflections s.,—.,0 and s., ., o about the lower walls of the fundamental alcove, together with the
(affine) reflection s., ., 5 about the red wall of that alcove. Recall that we will abuse notation, and
refer to these simply as s.,—c, , S-,—-,, and s.,—.,. The associated colours for the remaining alcove

walls are as shown.
Given A = (3°,1') we have illustrated a path P from the origin to A with a black line. Recall that

we embed partitions via the transpose map, and so the final point in the path corresponds to the point
(20,5,5) € E31. The corresponding steps in the path are recorded in the standard tableau at the bottom
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of the figure, where an entry i in column j of the tableau (again, note the transpose) corresponds to
the ith step of the path being in the direction €. This is an element of Pathy ¢(X) as it never leaves
the dominant region.

The path passes through the sequence of alcoves obtained from the fundamental alcove by reflecting
through the walls labelled R then G then B then R then G then B, and so the final alcove corresponds
to the element Sc,— - Sco—z,Scyc0ySeq—e,Sey—e,8-4—c,A0. If 0 = (0) then we have

E3—€19€2—€19€3
res(P) =(0,1,4,0,3,4,2,1,0,2,4,...,1).

Given paths P = (gp01), .-, €pm)) and Q = (g4(1),- - -,Eq(n)) We say that P ~ Q if there exists an

Q= Eahti — Ebh+j € P and r € Z and s < n such that

€ for1<t<s

P(s) € E(a, re) and Eq(t) = { SZ(;;(t) for s+1<t<n.
In other words the paths P and Q agree up to some point P(s) = Q(s) which lies on E(«,re),
after which each Q(t) is obtained from P(t) by reflection in E(«,re). We extend ~ by transitivity
to give an equivalence relation on paths, and say that two paths in the same equivalence class are
related by a series of wall reflections of paths. We say that P = (g,(1),...,&p(n)) is a reduced path if
lo(P(s+1)) = £oP(s)) for all 1 < s < n and o € II . There exist a unique reduced path in each
~-equivalence class.

Lemma 2.4. We have P ~ Q if and only res(P) = res(Q).

Proof. Let a = €qhts — €phyj- We first note that a path of shape A lies on E(a,re) if and only if
the addable nodes in AT in the ith column of the ath component and in the jth column of the bth
component have the same residue. (This is straightforward from the definition of the inner product,
see for example [BC18, Lemma 6.19].) Also sqet = ¢; for all ¢ ¢ {ah +i,bh + j} and s, permutes the
elements of this set. So if two paths coincide up to some point and then diverge, but have the same
sequence of residues, then the point where they diverge must lie on some E(a, re) and the divergence
must initially be by a reflection in this hyperplane. From this the result easily follows by induction
on the number of hyperplanes which the two paths cross. O

2.4. Alcove paths. When passing from multicompositions to our geometry Ej;, many non-trivial
elements map to the origin. One such element is § = ((h), ..., (h)) € P e(IL). (Recall our transpose
convention for embedding multipartitions into our geometry.) We will sometimes refer to this as the
determinant as (for the symmetric group) it corresponds to the determinant representation of the
associated general linear group. We will also need to consider elements corresponding to powers of
the determinant, namely 6, = ((h"), ..., (k")) € Pe(nhl).

We now restrict our attention to paths between points in the principal linkage class, in other words
to paths between points in GABM -0. Such points can be represented by multicompositions y in éhe -0p
for some choice of n.

Definition 2.5. We will associate alcove paths to certain words in the alphabet
SU{l}={sa |acTTU{D}}

where sy = 1. That is, we will consider words in the generators of the affine Weyl group, but enriched
with explicit occurrences of the identity in these expressions. We refer to the number of elements in
such an expression (including the occurrences of the identity) as the degree of this expression. When

we wish to consider a particular expression for an element w € Gpy in terms of our alphabet we will
denote this by w.

Our aim is to define certain distinguished paths from the origin to multipartitions in the principal
linkage class; for this we will need to proceed in stages. In order to construct our path we want to
proceed inductively. There are two ways in which we shall do this.

Definition 2.6. Given two paths
P = (gis€ips---,€i,) € Path(p) and Q= (gj,,€j,,...,€j,) € Path(v)
we define the naive concatenated path
PXQ = (€iy,€in,-++E€ip)Ej1sEjar - - -+ E4,) € Path(p +v).
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There are several problems with naive concatenation. Most seriously, the product of two paths
between points in the principal linkage class will not in general itself connect points in that class.
Also, if we want to associate to our path the coloured sequence of walls through which it passes, then
this is not compatible with naive concatentation. To remedy these failings, we will also need to define
a contextualised concatenation.

Given a path P between points in the principal linkage class, the end point lies in the interior of an
alcove of the form wAq for some w € éhg. If we write w as a word in our alphabet, and then replace
each element s, by the corresponding non-affine reflection s, in &pp to form the element W € Sy
then the basis vectors ¢; are permuted by the corresponding action of W to give ez(;), and there is an
isomorphism from Eh,l to itself which maps Ay to wAg such that 0 maps to w - 0, coloured walls map
to walls of the same colour, and each basis element &; map to &g(;). Under this map we can transform
a path Q starting at the origin to a path starting at w - 0 which passes through the same sequence of
coloured walls as Q does.

More generally, the end point of a path P may lie on one or more walls. In this case, we can choose
a distinct transformation as above for each alcove wAy whose closure contains the endpoint. We can
now use this to define our contextualised concatenation.

Definition 2.7. Given two paths P = (i, €iy, .. .,€i,) € Path(u) and Q = (ej,, €55, ..., ¢5,) € Path(v)
with the endpoint of P lying in the closure of some alcove wAgy we define the contextualised concatenated
path

P ®w Q = (51'1752'27 e 75ip> X (Sﬁ(jl)“gﬁ(jz)? . ,8@(]~q)) < Path(u + (w . y))
If there is a unique such w then we may simply write P ® Q. If w = s, we will simply write P ®4 Q.
Our next aim is to define the building blocks from which all of our distinguished paths will be

constructed. We begin by defining certain integers that describe the position of the origin in our
fundamental alcove.

Definition 2.8. Given o« € Il we define by, to be the distance from the origin to the wall corresponding
to o, and let by = 1. Given our earlier conventions this corresponds to setting

Deriyj—enivjn = 1
for1<j<hand0< i</ and that

bEhi*EhiJrl :O'i+1—0'¢—h—|—1 behefgl —e—o01+o0;+h—1
for 0 <@ < l—1. We sometimes write o, for the element &, . Given o, 3 € I we set bog = ba + bjs.

Example 2.9. Lete=5, h=3 and { =1 as in Figure 1. Then b., ., and b., ., both equal 1, while

bey—c, =3 and by = 1.

Example 2.10. Lete =7, h=2 and { =2 and o = (0,3) € Z*. Then b., ., and b., ., both equal
1, while be,—c, =3, b =2, and by = 1.

We can now define our basic building blocks for paths.

Definition 2.11. Given o = ¢; — ;41 € II, we consider the multicomposition Sq, - 6o with all columns
of length be, with the exception of the ith and (i + 1)st columns, which are of length 0 and 2b,,
respectively. We set

Mi = (El, -~75i—1;€i75i+17 ...,Ehg) and Pi = (+€i)

where . denotes omission of a coordinate. Then our distinguished path corresponding to so 18 given
by
Po = M)* K P, € Path(sqa - da).

The distinguished path corresponding to 0 is given by
Po = (e1,---,€i-1,Ei,Eit1, ---,€ne) € Path(d) = Path(sy - J)
and set Py = (Py)b>. We will also find it useful to have the following variant of M,. We set

MiJ = (81,. 3 Ei—1584,85+15 - - - 75j7175ja5j+17 e 75h€)-
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Given all of the above, we can finally define our distinguished paths for general words in our
alphabet. There will be one such path for each word in our alphabet, and they will be defined by
induction on the length of the word, as follows.

Definition 2.12. We now define a distinguished path Py, for each word w in our alphabet S U {1}
by induction on the length of w. If w is sy or a simple reflection sq we have already defined the
distinguished path in Definition 2.11. Otherwise if w = sqw’ then we define

Py :=Po ®a Py

If w is a reduced word in éhl, then the corresponding path P, is a reduced path.

Remark 2.13. Contertualised concatenation is not associative (if we wish to decorate the tensor
products with the corresponding elements w). As we will typically be constructing paths as in Defini-
tion 2.12 we will adopt the convention that an unbracketed concatenation of n terms corresponds to
bracketing from the right:

QU®RIWR - Q=U®(QRRQ3®(--®Qp)---)).

We will also need certain reflections of our distinguished paths corresponding to elements of II.

Definition 2.14. Given o € II we set

P?X = M?O‘ X P?"‘ = Mgo‘ Ra Pf—?—l = (+e1, ..., +€i-1, i&‘\i, +&it1, -0, +€h4)b°‘ X (Ei)ba
the path obtained by reflecting the second part of Py in the wall through which it passes.
Example 2.15. We idllustrate these various constructions in a series of examples. In the first two
diagrams of Figure 2, we illustrate the basic path P and the path P?X and in the rightmost diagram of
Figure 2, we illustrate the path Py. A more complicated example is illustrated in Figure 1, where we
show the distinguished path Py, for w = S., - 8co—c, 8-y cyScq—c,Sc0—2,5-4—c, as in Example 2.5. The
components of the path between consecutive black nodes correspond to individual Py s.
Definition 2.16. We say that a word w = s,q)...S,) in either of the alphabets S or S U {1} has
breadth

breadthy (w) = > by

1<i<p
which we denote simply by by, when the context is clear. We let A(n, o) (respectively AT (n, o)) denote
the set of words w in the alphabet S U {1} (respectively the alphabet S) such that breadth,(w) = n.
We define
Pha(n,o) ={X € Py(n) | there exists P, € Std(X),w € A(n,0)}.

Example 2.17. We can insert the path Py = (4¢€1,+¢e2,+¢€3) into the path in Figure 1 at seven
distinct points to obtain a new alcove path. For example, we can insert two copies of this path (in two
distinct ways) to obtain Py, and P, for

W = SpSPSey—c) Sy 582, 0 Sey—ey Sey—e552, o W = Sy o) 8PSy cy8c, 0808251 Seyes5e, o
respectively. Then we have
res(Py) = (0,1,2,4,0,1,3,4,2.3,1,2,0,4,3,0,2,1,0,1,4,3,4,2,3,1,2,0,4,3,0,2,1,0. 1,4)
res(Py) = (0,1,4,0,3,4,2,1,0,2,3,4,4,1,0,4,0,3,2,3,4,3,4,2,3,1,2,0,4,3,0,2,1,0, 1,4)

For any A € 2, 4(n), we define the set of alcove-tableaux, Std, ,()), to consist of all standard
tableaux which can be obtained by contextualised concatenation of paths from the set

{Po | e M} U{P’, | a € TI} U{Py},

And similarly we define the set of strict alcove-tableaux, Std;’ ,()), to consist of all standard tableaux
which can be obtained by contextualised concatenation of paths from the set

{Poa| e M} U{P, | o € II}.
Example 2.18. The tableau of shape (3°,1') in Figure 1 is the strict alcove tableau given by
Pa O P'y ®'y P,B ®,H Pa Ra P'y ®’y P,H-
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&%

FIGURE 2. The leftmost two diagrams picture the path P, walking through an a-hyperplane in EL,,

and the path PEX which reflects this path through the same a-hyperplane. The rightmost diagram
pictures the path Py in EI& We have bent the latter path slightly to make it clearer.

Clearly any such (strict) alcove tableau terminates at a regular partition in the principal linkage
class of the algebra. By definition, we have that there is precisely one alcove-tableau P,, for each
expression w in the simple reflections (and the emptyset). Similarly, we have that there is precisely
one strict alcove-tableau P,, for each expression w in the simple reflections.

Example 2.19. Leth=3 and{ =1 and e =5 and o« = €3 — 1. We have that b, = 3. We have that

Pag = (€1,€2,€1,€2,€1,€2,€1,61,€1) ® (€1,€2,€3,€1,€2,€3,€1, €2, €3)

are both dominant paths of shape (33,23,13).

81752)81752751752751581581553752)61753752751753582581)

Poa = (€1,€2,€3,€1,€2,€3,€1,62,€3,€1,€2,€1, €2, €1, €2, €1, €1, €1)

2.4.1. Permutations as morphisms between paths. We now discuss how one can think of a permutation
as a morphism between pairs of paths in the alcove geometries of Section 2.

Definition 2.20. Let A € Cy(n). Given a pair of paths S, T € Path(\) we write the steps in S and
T in sequence along the top and bottom edges of a frame, respectively. We define w% € 6, to be the
unique step-preserving permutation with the minimal number of crossings.

Example 2.21. We consider k&g in the case of p="5. We set a« =e3 —e1 € II. Here we have that
b
Py = (c1,€2,€3,€1,€2,€3,€1,62,63) and Py, = (g1,62,€1,€2,€1,€2,€3,€3,€3)

and the unique step-preserving permutation of minimal length is given by

E1 €2 €3 €1 €2 €3 €1 €2 €3

Py
P
il | /oK =y

€1 €2 €1 €2 €1 €2 €3 €3 €3 «

w

Notice that if two strands have the same step-label, then they do not cross. This is, of course, exactly
what it means for a step-preserving permutation to be of minimal length.

When we wish to explicitly write down a specific reduced expression for w% for concreteness, we
will find the following notation incredibly useful.

Definition 2.22. Given t an integer, we let r(t) denote the remainder of t modulo he. Now, given
p,q = 1 such that rpe(p) # 1 and o = ; — ;41 € 11, we set

a(p) =P (Lrne(p))  and  0(g) = Py (L, rhe(q))

This notation allows us to implicitly use the cyclic ordering on the labels of roots without further ado.

The classical combinatorics of tableaux for symmetric groups coincides with our step-preserving
paths for Ty; the path corresponding to the usual “superstandard” tableau (in which we fill the
successive rows with the integers 1,...,n in order). Here the step-preserving condition is equivalent
to the condition that the entries increase along columns and the dominant path condition is equivalent
to the condition that entries increase along the rows.
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Convention 2.23. Throughout the paper, we let o = &; — €;41, 3 = €j — €j41, ¥ = €k — €k+1,

= €m — Em+1- We will assume that 3,7,0 label distinct commuting reflections. We will assume
throughout that 3 and o label non-commuting reflections. Here we read these subscripts in the obvious
cyclotomic ordering, without further ado (in other words, we read occurrences of hf +1 simply as 1).

3. THE DIAGRAMMATIC ALGEBRAS

We now introduce the two protagonists of this paper: the diagrammatic Bott—Samelson endomor-
phism algebras and the quiver Hecke algebras — these can be defined either as monoidal (tensor)
categories or as finite-dimensional diagrammatic algebras. We favour the latter perspective for aes-
thetic reasons, but we borrow the notation from the former world by letting ® denote horizontal
concatenation of diagrams — in the quiver Hecke case, we must first “contextualise” before concate-
nating as we shall explain in Subsection 3.3.2. (We refer to [BS17] for a more detailed discussion
of the interchangeability of these two languages.) The relations for both algebras are entirely local
(here a local relation means one that can be specified by its effect on a sufficiently small region of the
wider diagram). We then consider the cyclotomic quotients of these algebras: these can be viewed as
quotients by right-tensor-ideals, or equivalently (as we do in this paper) as quotients by a non-local
diagrammatic relation concerning the leftmost strand in the ambient concatenated diagram. (We
remark that the cyclotomic relations break the monoidal structure of both categories.) We continue
with the notation of Convention 2.23.

3.1. The diagrammatic Bott—Samelson endomorphism algebras. These algebras were defined
by Elias—Williamson in [EW16]. In this section, all our words will be in the alphabet S.

Definition 3.1. Given o = ¢; — €541 we define the corresponding Soergel idempotent, 1, to be a
frame of width 1 unit, containing a single vertical strand coloured with ov € II. For w = s, 1)...5,»)
an expression with o € II simple roots, we set

ly=1,0®1,2® - ®1,p»

to be the diagram obtained by horizontal concatenation.
Example 3.2. Consider the colour-word from the path in Figure 1. Namely,
W= Sey—c;Seg—es8c,—c0Sey—c1 Seg—e352, =, € B3,

The corresponding Soergel idempotent is as follows

1, =

Definition 3.3. Given w = s,1)..-5,),W = Sg0)---Sg0) € Gne, a (w,w')-Soergel diagram D is
defined to be any diagram obtained by horizontal and vertical concatenation of the following diagrams

their flips through the horizontal axis and their isotypic deformations such that the top and bottom
edges of the graph are given by the idempotents 1,, and 1, respectively. Here the vertical concatenation

of a (w,w)-Soergel diagram on top of a (v,v')-Soergel diagram is zero if v # w'. We define the degree
of these generators (and their flips) to be 0,1,—1,0, and 0 respectively.

Example 3.4. Ezamples of (w,w’)-Soergel diagrams, for
W = Seg3—¢1Se0—e38c1—e28e3—618e2—e38¢1 —e28¢1 —e2)

I
W = Se3—£18e3—e3521—e25e3—e15ep—e35e; —e

. RN

are as follows
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We let * denote the map which flips a diagram through its horizontal axis.

Definition 3.5. We define the diagrammatic Bott—-Samelson endomorphism algebra, .#(n,o) to be
the span of all (w,w’)-Soergel diagrams for w,w’ € A(n,c), with multiplication given by vertical
concatenation and subject to isotypic deformation and the following local relations: For each colour
(i.e. each generator so for oo € I1) we have

L, -

along with their horizontal and vertical flips and the Demazure relation

| A ' : .

along with their flips through the horizontal and vertical axes. We also have the cyclicity relation

% %& h
and the two-colour barbell relations

RN | R

for ® of rank greater than 1 (or double the righthand-side if ® has rank 1). For commuting reflections
53,5, € Gpe we have the following relations

along with their flips through the horizontal and vertical axes. In order to picture the three-colour
commuting relations we require a fourth root ss € Spy which commutes with all other roots (such that
558a = 8055, S553 = S385, S55 = 5485) and we have the following,
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Finally, we require the tetrahedron relation for which we make the additional assumption on ~ that it
does not commute with o. This relation is as follows,

(S8)

Definition 3.6. We define the cyclotomic diagrammatic Bott—Samelson endomorphism algebra,

Fhe(n,0) = Endpane 4 an () (Puedma) Bu)

to be the quotient of .#(n, o) by the relations
1o®1,=0 and I ®1y, =0 (S9)

for v € Il arbitrary, o € 11 corresponding to a wall of the dominant chamber, and w any word in the
alphabet S.

3.2. The breadth-enhanced diagrammatic Bott—Samelson endomorphism algebra. We now
use the notion of a weakly graded monoidal category (see Appendix A) to introduce the breadth-
enhanced diagrammatic Bott—Samelson endomorphism algebra. On one level this definition and
construction is utterly superficial. It merely allows us to keep track of occurrences of the identity
of @hz in a given expression. The occurrences of sy = 1 are usually ignored in the world of Soergel
diagrammatics and so this will seem very foreign to some. We ask these readers to be patient as this
extra “blank space” will be very important in this paper: each occurrence of sy corresponds to adding
h{ additional strands in the quiver Hecke algebra or, if you prefer, corresponds to “tensoring with the
determinant”. For this reason, in this section all our words will be in the alphabet S U {1}.

Definition 3.7. Given o = ¢; — ;41 we define the breadth-enhanced Soergel idempotent, 1., to be a
frame of width 2b,, with a single vertical strand coloured with o € 11 placed in the centre. We define
the breadth-enhanced Soergel idempotent 1y to be an empty frame of width 2. For w = s, a)...5,p) an
expression with o) € TLU {0}, we set

ly=1,0%1,2® - ®1,»

to be the diagram obtained by horizontal concatenation. In order that we better illustrate this idea, we
colour the top and bottom edges of a frame with the corresponding element of TLU {0}.

Example 3.8. Continuing with Figure 1 and Example 2.9. For
/
W = 5¢SpSes—e1Sea—e38c1 —e28e3—1Sea—e3521 —22) W = Se3-—21809Sea—e38c1—c250Se3—c1Se0—e351—¢2

the breadth-enhanced Soergel idempotents are as follows

(3.1)

Ly =

[ay
[S
Il
e —
S —
e —

Definition 3.9. Let w € Sy and suppose w = s, 1) ...5,) andw' = S3(1) .- for ol ) e mu{n}
are two expressions which differ only by occurrences of sy within the word. We define the corresponding
Soergel adjustment 1%/, to be the diagram with 1, along the top and 1, along the bottom and no
crossing strands. B
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Example 3.10. Continuing with Example 3.8, we have that

1y = I
B [

Definition 3.11. Given w = 5,1)...8,0), W = Sg0)---840) for o, 3U) € MU{B}, a breadth-enhanced
(w, w')-Soergel diagram D is defined to be any diagram obtained by horizontal and vertical concatena-
tion of the following gemerators

i | | | | 1
I : , { (3.2)
| e \ | | (] |

and their flips through the horizontal axes such that the top edge of the graph is given by the breadth-
enhanced idempotent 1, and the bottom edge given by the breadth-enhanced idempotent 1,,. Here the
vertical concatenation of a (w,w’)-diagram on top of a (v,v')-diagram is zero if v # w'. The degree
of these generators (and their flips) are 0,0,0,1,—1,0, and 0 respectively. When we wish to avoid
drawing diagrams, we will denote the above diagrams by

l. 1y 1%  SPOTS  FORKSS, — HEXD%) and  COMMY.

afa

These diagrams are known as “single strand”, “blank space”, “single adjustment”, “spot”, “fork”,
“hexagon” (in order to distinguish from the symmetric group braid) and “commutator”.

Definition 3.12. We define the breadth-enhanced diagrammatic Bott—Samelson endomorphism alge-
bra, .7 (n, o) (respectively, its cyclotomic quotient LS’,EZ(TL,U)) to be the span of all (w,w’)-breadth
enhanced Soergel diagrams for w,w' € A(n,o), with multiplication given by vertical concatenation,
subject to the breadth-enhanced analogues of the relations S1 to S8 (plus the additional cyclotomic
relation S9, respectively) which are explicitly pictured in Section 6, the adjustment inversion and
naturality relations pictured in Figures 3 and 4 and their flips through the horizontal axis.

! : -9

FIGURE 3. The adjustment-inversion relations and the naturality relation for the spot diagram (we
also require their flips through horizontal axis).

I
—
\--
|
i
h
N
I

l.-‘.

FIGURE 4. The remaining naturality relations (we also require their flips through horizontal axis).

We are free to use the breadth-enhanced form of the diagrammatic Bott—Samelson endomorphism
algebra instead of the usual one because of the following result. We let ¢ : Up<im<n AT (m, o) < A(n, o)
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denote the map which takes w € At (m, o) to (sp)" ™w € A(n,o). We refer to the image, im(¢) =
AT(< n,0), as the subset of left-adjusted words in A(n,c) and we define an associated idempotent

IR R

weA (<n,0)
Proposition 3.13. We have the following isomorphisms of graded k-algebras,

L5”(7170-) = 1;ber(n7a_)1:;o_ yhf(n? U) = 1:{,0‘5422(”7 U)lrto‘

Proof. This is the one point in the paper in which we require the notions from Appendix A and all
references within this proof are to the appendix. Thus for this proof only, we briefly switch perspectives
and think of the algebras above as categories . and . and use the notation in Appendix A. The
category . (resp. .#P*) has objects given by expression in the alphabet S (resp. S U {1}) and Hom-
spaces given by 1,,.7(n,0)1ly (resp. 1,7 (n,0)l,y) for some sufficiently large n (resp. for some n).
We will establish the first isomorphism; the second isomorphism is similar. Let b: Ob() — Zxg
be a monoidal homomorphism given by b(s,) = by for all a € II. We now apply Theorem A.3 to
show that .#""(n, o) is isomorphic to the weak grading of .#(n, o) concentrated in breadth b. Most of
the hypotheses of this result follow by design. For example, since .7 is already defined by generators
and relations, it’s enough to add breadth-enhanced versions of the relations to ensure the composition
and tensor product axioms in the theorem. Also, adjustments on objects are defined monoidally, so
the weak grading axioms (WG2) and (WG3) automatically hold. Finally (WG1) follows from the
adjustment inversion and naturality relations above. O

3.3. The quiver Hecke algebra. We now introduce the second protagonist of our paper, the cy-
clotomic quiver Hecke or KLR algebras. Given i = (i1, ...,i,) € (Z/eZ)" and s, = (r,r+1) € &,, we
set ST@) = (il, PN ,ir—l, ’i,«+1, iT, 2}4.2, ey 7,n)

Definition 3.14 ([BK09, KL09, Rou]). Fiz e > 2. The quiver Hecke algebra (or KLR algebra), H,,
1s defined to be the unital, associative Z-algebra with generators

{ei | l: (ilu 7Zn) S (Z/ez)n} U {?/1, ayn} U {¢1) "'awn—l}a
subject to the relations
eiej = 0ijei  Diczjemyn € = L. Wrei=eyr  Yrei=esithr  yys =ysyr  (R1)

for allr,s,i,j and

¢Ty8 = ySd}T fOT S # T‘,’I" + 1 ’I;Z)T¢S f wswr fof," |fr~ — S| > 1 (RQ)
yrbres = (g1 = iy ipya )€ Yrrtre; = (Uryr + 01y, s (R3)
(0 if iy = lr41,
, e e
Urihpe; = 4 J%H#%W ’ (R4)
(Yr41 — Yr)€s if tpy1 =0 + 1,
(yr - ?/r+1)61' if tpp1 =1, — 1
(wr+1¢rwr+1 - 1)63' Zf i = ir+2 = ir+1 + 1,
Vriprp1thr = (wr+1¢r¢r+1 + 1)63' if ip = ipp2 = tpy1 — 1 (RS)
Yrp1¥rbrire; otherwise

for all permitted r, s,i,j. We identify such elements with decorated permutations and the multiplication
with vertical concatenation, o, of these diagrams in the standard fashion of [BK09, Section 1] and
illustrated in Figure 5. We let x denote the anti-involution which fixes the generators (this can be
visualised as a flip through the horizontal axis of the diagram).

Definition 3.15. Fiz e > 2 and 0 € Z*. The cyclotomic quiver Hecke algebra, HZ, is defined to be
the quotient of Hy, by the relation

ﬁ{am|am:i1,1<m<€}

Y] ei=0 forie (Z/eZ)". (3.3)
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As we see in Figure 5, the y; elements are visualised as dots on strands; we hence refer to them as
KLR dots. Given p < ¢ we set

wg = SpSp+1---8¢g—1 wg = S8q—1---Sp+1Sp ’Lﬂg = ¢p¢p+1...wq_1 ng = wq—l'--wp—l—lwp-
and given an expression w = s;, ...s;, € &, we set Py, = ¥y ..., € Hy. Finally, we define the

degree as follows,

P
2 if iy =iy

deg(ei) =0 deg(yr) =2 deg(iﬁr%) =41 i, =ipp1 1.
0 otherwise

v L ST AL

i1 tp—1  Gp  dpt1 g2 Gg—1 lg g1 in

FIGURE 5. The element y19he; for 1 < p < ¢ <

Definition 3.16. Given a path S € Path(\) we let es denote the KLR idempotent whose residue
sequence is given by res(S). Given a pair of paths S, T € Path(\), and a fized choice of reduced

expression for w% = 8, Siy - - - 8, we define w% = esi Viy - - i €T

Remark 3.17. Setting e = p and o = (0) € Z' we have that k&,, is isomorphic to HS by [BK09,
Main Theorem| and we freely identify these algebras without further mention.

FI1GURE 6. The element ¢|§f for k&g in the case p =5 and o = g3 — &1 € II (see also Example 2.21).

3.3.1. Our quotient algebra and regular blocks. A long-standing belief in modular Lie theory is that we
should (first) restrict our attention to fields whose characteristic, p, is greater than the Coxeter number,
h, of the algebraic group we are studying. This allows one to consider a “regular” or “principal block”
of the algebraic group in question. For example, the diagrammatic Bott—Samelson endomorphism
algebras categorify the endomorphisms between tilting modules for the principal block of the algebraic
group, GL,,(k), and this is the crux of the proof of [RW18, Theorem 1.9]. Extending this “Soergel
diagram calculus” to singular blocks is a difficult problem. As such, all results in [RW18, AMRW19]
and this paper are restricted to regular blocks. In the language of [RW18, AMRW19] this restricts
the study of the algebraic group in question to primes p > h.

What does this mean on the other side of the Schur-Weyl duality relating GLy (k) and k&,,? By
the second fundamental theorem of invariant theory, the kernel of the group algebra of the symmetric
group acting on n-fold h-dimensional tensor space is the element

D g, <6, 58n(9)g € k&,

which can be rescaled to be an idempotent providing p > h + 1 and, indeed, in terms of the quiver
Hecke algebra presentation, this idempotent can be written in the form

eh=" D Cin.in) (3.4)

ipp1=1k+1
1<k<h
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where this is the idempotent whose quotient kills precisely the simple modules labelled by partitions
with strictly more than h columns. The quotient of k&,, by this idempotent is the Ringel dual of
the Schur algebra of GLj (k) and the numerical version of the main theorem of [RW18] calculates the
decomposition numbers of this algebra indexed belonging to regular blocks.

There is a canonical manner in which the above situation generalises to the reflection groups
(ZJlZ) ! &, and their Hecke algebras. Of course, the symmetric group appears ¢ distinct times in
(Z/0Z) Sy, (and this is why the representations of (Z/¢Z)S,, are labelled by ¢-tuples of partitions).
Thus the first thing we must do is restrict to the subcategory quotient algebra whose representations
have simple composition factors labelled by &7, ¢(n). The kernel is generated by an idempotent if and
only if o € Z* satisfies the (h, e)-admissibility condition in which case it is generated by e, as in 3.4
and we consider the quotient algebra HS/H7epH.

Remark 3.18. In [HM10, 4.1 Lemma]| it is proven that relation 3.5 is equivalent to e; = 0 for any
i # res(S) for some S € Std(\) with A € Py(n). In HS/HTepHS we have that e; = 0 for any i # res(S)
for some S € Std(\) with X € &, ¢(n). For more details, see [ BCHM, Proposition 1.16].

3.3.2. The Bott—-Samelson truncation. In the previous section, we defined the Bott—Samelson endo-
morphism algebra and its breadth-enhanced counterpart. The idempotents in the former (respectively
latter) algebra were indexed by expressions w in the simple reflections (respectively, in the simple re-
flections and the empty set). We define

frta = Z €s fn,a = Z es
sestd;t ,(A) S€EStdn, s (A)
AEP), o(n) AEPp 4(n)
and the bulk of this paper will be dedicated to proving that
f;a(HZ/HZehHZ)f;U and  f, o (Hy/HoenHy )fno

are isomorphic to the cyclotomic Bott—Samelson endomorphism algebra and its breadth-enhanced
counterpart, respectively. For the most part, we work in the breadth-enhanced Bott—Samelson endo-
morphism algebra where the isomorphism is more natural (and we then finally truncate at the end of
the paper to deduce our Theorem A).

3.3.3. Concatenation. We now discuss horizontal concatenation of diagrams in (our truncation of) the
quiver Hecke algebra. First we let X denote the “naive concatenation” of KLR diagrams side-by-side
as illustrated in Figure 7. Now, given two quiver Hecke diagrams wg and wgl, we define

P P’ P
¢Q ® ’ng/ = 6P’®Q/ o wP%QQ/ o 6P/®Ql.

We refer to this as the contextualised concatenation of diagrams (as the the residue sequences appearing
along the bottom of the diagram are not obtained by simple concatenation, but rather from considering
the residue sequence of the concatenated path).

FiGUrE 7. Continuing with Example 2.21, we picture the naive concatenation wgf’ X wgf’ .

4. TRANSLATION AND DILATION

In this short section, we prove a few technical results for certain KLR elements which will appear
repeatedly in what follows. The reader should feel free to skip this section on first reading. We
continue with the notation of Convention 2.23.
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FiGure 8. Continuing with Figure 7, we picture the contextualised concatenation wgf ®¢Ef . Notice

that the residue sequence along the bottom of the diagram is given by the residue sequence of the
path Pba ® Pba which is not the same as repeating the residue sequence of PZ twice.

4.1. The translation principle for paths. Our first result of this section says that our choice of
distinguished path P, in Definition 2.12 for w = ajas...q, was entirely arbitrary (the only thing
that matters is that the path crosses the hyperplanes a, o, ... a; in sequence).

Lemma 4.1. Let P denote any path which terminates at a regular point and let r € 7/eZ. Then

epMepn, =0.

Proof. The result follows from Remark 3.18 in light of the proof of Lemma 2.4. U

N AN A N\ AN
NS \E &/ \&

FIGURE 9. A series of paths P, Q, R, S, T and U. The paths P,Q, U are a-crossing paths.

For o € I1, we say that a path P of length n is an a-crossing path if (i) there exists 1 < p; < pa <n
such that P(k) € E(«) if and only if k € [p1, p2] and (i7) P(k) € E(3, se) # E(«) for any 1 < k < n.
We say that P is an (-crossing path if P(k) is a regular point for all 1 < k& < n. We say a path is
a-bouncing if it is obtained from an a-crossing path by reflection through the a-hyperplane.

Example 4.2. Lete =5, =1, h =3, and o = €3 — 1. For the paths in Figure 9, we have that
res(P) =(0,1,4,0,3,4,2,1,0,2) res(Q)=1(0,1,4,0,3,4,2,1,2,0) res(R)=(0,1,4,0,3,4,2,2,1,0)
res(S) = (0,1,4,0,3,4,2,2,1,0) res(T) =(0,1,4,0,3,2,4,2,1,0) res(U)=(0,1,4,0,2,3,4,2,1,0)
and we have that

resp(P71(1,e3)) =2 and resp(P71(3,61)) =3 resp(P '(4,61)) =2 resp(P71(5,¢1)) = 1.
It is not difficult to see that the elements ¢8, wg, wg, 1/}-?-, and wﬁ have 0, 1, 2, 3, 3, crossings of
non-zero degree respectively. We will see that 1p = wgwg = zﬁwg = wﬁwg.

Remark 4.3. Given P and U two (ac-crossing) paths, we can pass between them inductively, this lifts
to a factorisation of wﬁ as a product of Cozeter generators. An erample is given by the sequence
of paths P, Q, R, S, T and U in Figure 9 (for example w-sr = (6,7)). The degree of each of these
crossings is determined by whether we are stepping onto or off-of a wall. For example, the elements
wg = erYzeqQ; 1/}% = egirer, and ¢ST = eTyges have degrees 1,—2, and 1 respectively.

Proposition 4.4. Fiz o € ITU{D}. Let P,Q be a pair of cc-crossing/bouncing paths of length n from
g€ Ag to A € sq,Ag. We have that

wgz/}g =ep and wgwg =eq. (4.1)
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Proof. The av = () case is trivial, and so we set a = & — g;41. We fix P = (gj,,...,¢;,) and
Q = (€kys---,€k,). Recall that wg is minimal and step-preserving and that the paths P and Q
only cross the hyperplane o € II. This implies, for any pair of strands from 1 < z < y < n to
1< wg(y) < wg(ac) < n whose crossing has non-zero degree, that €;, = €;41 and ¢;, = &; and
P(y) € sa Ao and Q(wg(y)) € Ap (one can swap P and Q and hence reorder so that 1 < y < z < n).
We let 1 < y < n be minimal such that P(y) € sqAg and we suppose that resp(y) = r € Z/eZ. We
let Y denote this r-strand from y to wg(y).

We recall our assumption that P and Q cross the a-hyperplane precisely once. This implies that
there exists a unique 1 < z < n such that P~1(2,&;41) € [p1,p2]. We have that resp(P~1(z,5,41)) =
r+1, resp(P1(z 4+ 1,6,41)) = 7, and resp(P~1(2 + 2,6;41)) = r — 1. The Y strand crosses each of
the strands connecting the points P~%(z,;11), P71(2 + 1,;11), and P~(z 4+ 2,£,41) to the points
Q Yz,ei11), Q7 1z + 1,8i11), and Q7 1(2 + 2,6;41) and these are all the crossings involving the
Y -strand which are of non-zero degree. We refer to these strands as Z1, Zg, Z_1.

We are ready to consider the product wgwg. We use case 4 of relation R4 to resolve the double-
crossing of the Y and Z,; strands, which yields two terms with KLR-dots on these strands. The
term with a KLR-dot on the Z,; strand vanishes after applying case 1 of R4 to the like-labelled
double-crossing r-strands Y and Zjy. The remaining term has a KLR-dot on the Y strand. We next
use R3 to pull this KLR-dot through one of the like-labelled crossings of Y and Zj. Again we obtain
the difference of two terms, one of which vanishes by applying case 1 of R4. This remaining term has
the r-strands Y and Zj crossing only once. We then pull the Z_;-strand through this crossing using
the second case of relation R5, to obtain another sum of two terms. The term with more crossings
is zero by Lemma 4.1, while the remaining term has no non-trivial double-crossings involving the Y
strand. As the Y strand was chosen to be minimal, we now repeat the above argument with the next
such strand; we proceed until all double-crossings of non-zero degree have been undone. U

Remark 4.5. More generally, given P and Q two a- and [3-crossing/bouncing paths, we can apply
Proposition 4.4 to any local regions SQP ® T and S® Q® T of a wider pair of paths. The proof
again follows simply by applying the same sequence of relations as in the proof of Proposition 4.4.
Indeed, P and Q can be said to be “translation-equivalent” if the non-zero double-crossings in wgwg
are precisely those detailed in the proof of Proposition 4.4 (and so are in bijection with the crossings
of non-zero degree in Example 4.6).

Example 4.6. We now go through the steps of the above proof for the product wﬁlj}g = €(0,1,4,0,3,4,2,1,0,2)
from Example 4.2.

.
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0140342102

The first and second equalities hold by case 4 and case 3 of relation R4. The first term in the second
line and the second term in the third line are both zero by case 1 of relation R/j. Thus the third equality
follows by relation RS and the fourth equality follows from case 1 or relation R5. The first term in
the fourth line is zero by Lemma 4.1 (the partition (23) does not have an addable node of residue 1).
The second term in the fourth line is equal the term in the fifth line by case 2 of relation Rj.

4.2. Good and bad braids. Given w € &,,, we define a w-braid to be any triple l <p<qg<r<n
such that w(p) > w(q) > w(r). We recall that an element w € &,, is said to be fully-commutative if
there do not exist any w-braid triples. We define a bad w-braid to be a triple 1 < p < ¢ < r < n with
ip = ip = ig = 1 such that w(p) > w(q) > w(r). We say that a w-braid which is not bad is good. We
say that w is residue-commutative if there do not exist any bad-braid triples.

Lemma 4.7. Suppose that w is residue-commutative and let w be a reduced expression for w. Then
Yy 15 independent of the choice of reduced expression and we denote this element simply by 1.

Proof. If w is fully-commutative then any two reduced expressions differ only by the commuting
Coxeter relations see [BJS93, Theorem 2.1] (in particular, one need not use the braid relation). Thus
the claim follows by the second equality of R2. An identical argument shows that if w is residue-
commutative, then any two reduced expressions differ only by the commuting Coxeter relations and
good braid relations. The condition for a braid to be good is precisely the commuting case of relation
R5. Thus the claim follows by relation R2 and R5. O

4.3. Breadth dilation of permutations. We will see later on in the paper that the commutator
and hexagonal generators of equation (3.2) roughly correspond to “dilated” copies of transpositions
and braids in the KLR algebra. Similarly, the tetrahedron relation roughly corresponds to the equality
between two expressions for a “dilated” copy of (1,4)(2,3). In this section, we provide the necessary
background results which will allow us to make these ideas more precise in Sections 5 and 6. Given
b > 1, we define the b-dilated transpositions to be the elements

(4,4 + 1)p = Sbi(Sbi—15bi+1) - - - (Sbi—b+18bi—b+3 « - - Sbi—b—3Sbi-+b—1) - - - (Sbi—15bi+1)Sbi
for 1 < i < n. (The examples in Figure 10 should make this definition clear.) Now, we note that
Sn = ((t,i+ 1)y | 1 <i<n) < By, We remark that (7,7 + 1), is fully commutative. Given any
permutation w € G,, and w an expression for w € G,,, we let w;, denote the corresponding expression in
the generators (i, i+ 1), of this b-dilated copy of &,, < &p,. Weset B = (—1,—2,...,—b)" € (Z/eZ)"
and we let ¢, ep denote the corresponding element in <€B¢(i,i+1)b€B |1<i<n) CHI.

2K

-1 -2 —1 -2 —1 -2 -3 -1 -2 -3 -1 -2 -3 —4 -1 —2 -3 —4

F1GURE 10. The 2- 3- and 4- dilated elements 631/)(1’2%63 for b=2,3,4.

We fix w a reduced word for w € &,,. We say that D € H7 is a quasi-b-dilated expression for w if
for each 1 < r < b, the subexpression consisting solely of the —r-strands and —(r + 1)-strands from
D forms the 2-dilated element ¢y, e, _,_1)». It is easy to see that a quasi-b-dilated element for w
differs from 1, simply by undoing some crossings of degree zero. In particular, all quasi-b-dilated
expressions for w (including 1y, itself) have the same bad braids (in the same order, modulo the
commutativity relations).
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-1-2-3 -4-5-1-2-3-4-5-1-2-3-4-5 -1 -2 -3 -4 -1-2-3 -4

FIGURE 11. The 5-dilated element ept) (s 3);(1,2)5(2,3);¢B for B =5 and a quasi-4-dilated expression
for (1,2). The latter is obtained from the final diagram of Figure 10 by undoing a degree zero crossing.

Finally, we define the nibs of a permutation w to be the nodes 1 and n and w=1(1) and w=!(n)
from the top edge and the nodes 1 and n and w(1) and w(n) from the bottom edge. We define the
nib-truncation of w to be the expression, nib(w), obtained by deleting the 4 pairs of nibs of w and then
deleting the (four) strands connecting these vertices. Similarly, we define nib(¢wei) = Pnibw)enib(i)
where the residue sequence nib(i) € (Z/eZ)*™* is inherited by deleting the 1st, nth, w(1)th and
w(n)th entries of ¢ € (Z/eZ)™. See Figure 12 for an example.

-1-2-3 -4-5-1-2-3-1-2-4-3-5-4-5 -2 -3 -4-1-2-3-2-4-3-5-4

FIGURE 12. A quasi-5-expression element for w = (23)(12)(23) and its nib-truncation. The latter
diagram is a subdiagram of the hexagonal generator in Figure 20. Conjugating the left diagram by the
invertible element (zplozplgngwl11/;10)@(_1,_27_37_47_5)3 we obtain the left diagram in Corollary 4.10.

4.4. Freedom of expression. We now prove that the quasi-dilated elements and their nib-truncations
are independent of the choice of reduced expressions. For 0 < ¢ < b, we define the element vy, ;7 which
breaks the strands into two groups (left and right) according to their residues as follows

Yppg = H < H %SIE) where epip g € e(—1,—2,.. —b)n Hp€(—1,-2,....—q)"B(—g—1,...,—b)" -

0<p<n M 1<igq

We remark that ¢, 0 = Yy = 1 € Gpy.
Lemma 4.8. We have that epy(1 2y, (1,2),¢8 =0 for b > 1.

Proof. For b =1 the result is immediate by case 1 of relation R4. Now let b > 1. We pull the strand
connecting the strand connecting the 1st top and bottom vertices to the right through the strand
connecting the (b+ 2)th top and bottom vertices using case 4 of relation R4 and hence obtain

6B¢[b,b—1] ((@0(1,2)1,,13/21)—2711(1,2)17,1 X ¢(1,2)¢(1,2)) - (¢(1,2)b,1¢(1,2)b,1 X ¢(1,2)y1¢(1,2))>¢[*b7b_1}63
and the first (respectively second) terms is zero by the (b — 1)th (respectively 1st) inductive step. O

Proposition 4.9. Let 1 <b <e. The elements epi; ;i12),eB and nib(ep)(; ;19),eB) are independent
of the choice of reduced expression of (i,i+ 2)p € Gpy,.

Proof. For ease of notation we consider the i = 1 case, the general case is identical up to relabelling
of strands. We first consider epi(q 3),ep, as the enumeration of strands is easier. We will refer to two
reduced expressions in the KLR algebra as distinct if they are not trivially equal by the commuting
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relations (namely, the latter case of R2, case 2 of relation R4 and case 3 of relation R5). There are
precisely b+ 1 distinct expressions, €y, of ety 3),€p as follows

Qq = eBYPpq (Va2),Y23),0012), sy, Y02), Y3, ,) Vg eB (42)

for 0 < ¢ < b. See Figures 13 and 14 for examples. We remark that Qo = ept)(23),¥(12),¥(23),€5 and
W = ep2),¥(23),Y12),e5- We will show that g = Q41 for 1 < ¢ < b and hence deduce the result.

-1 -2 -1 -2 -1 -2 -1 -2 -1 -2 -1 -2 -1 -2 -1 -2 -1 -2

FIGURE 13. The 3 distinct expressions, €2g, 21, and 29 for h(1,3),- The b+ 1 distinct expressions for
¥(1,3), are determined by where the central “fat strand” is broken into “left” and “right” parts.

-1 -2-1-2-1-2 -1 -2 -1 -2 -1 =2 -1 -2 -1 =2 -1 =2 -1 -2 -1 -2 -1 =2

FIGURE 14. The 4 equivalent expressions for €2y of Figure 13. These differ only by applications of
case 3 of relation R5 (and in particular the bad braids are all the same).

Step 1. If ¢ = 0 proceed to Step 2, otherwise we pull the (—g)-strand connecting the (b + ¢)th
northern and southern nodes of €2, to the right. We first use relation R5 to pull (—¢)-strand through
the crossing of (1 — ¢)-strands connecting the the (¢ —1)th and (2b+ ¢ — 1)th top and bottom vertices.
We obtain two terms: the first is equal to

eBYlb,q) (Viga—1) (V(12)0-1P23),1 P (12),-1 BV (12)23)12)) Vg.g—11 BV 23),_ Y120, V(23) o) Vg (43)

and an error term of strictly smaller length (in which we undo the crossing pair of (1 — ¢)-strands). If
g = 1, the error term contains a double-crossing of (r — ¢)-strands and so is zero by case 1 of relation
R4. If ¢ > 1, then we apply relation R5 to the error term to obtain two distinct terms; one of which
is zero by Lemma 4.8 and the other is zero by case 2 or relation R4 and the commutativity relations.

Step 2. The output from Step 1 has a subexpression 1(12)(23)(12) Which we rewrite as 1 (23)(12(23)
using case 3 of relation R5 (as the three strands are all of the same residue, —q € Z/eZ). We also
have that ¥, g1¥g.q-1) = Ypg—1)(Iug,_, B ¥p_gi1,1))- Thus 4.3 is equal to
Dibg) (P(12)g-1 P (23) 1 Y (12)g—1 B Vip—g41,1 (V23)12)23) B ¥ (23)y_ V(1200 V(23)s ) Vb q1.1]) Vb
Now, by the mirror argument to that used in Step 1, we have that this is equal to
Viba—1) (P12)y1¥(23)g1Y12) 1 D@82 Y120 g V(@8 g0) Viog—1)

as required. The argument for nib(e BY@1,3),€ p) is identical (up to relabelling of strands) except that
the ¢ = 0 and ¢ = b cases do not appear. O

Corollary 4.10. Let x be any expression in the Coxeter generators of S,. Any quasi-b-dilated
expression of x is independent of the choice of expression x. Similarly, the nib truncations of these
elements are independent of the choice of expression x.
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Proof. By Lemma 4.7 it is enough to consider the bad braids in v¢,. If z = w; for some w € &,,, then
we can resolve each bad braid in 1, and nib(v;) using Proposition 4.9. Now, if 1, is quasi-b-dilated
then 1), and nib(1);) are obtained from v, and nib(+y, ) by undoing some degree zero crossings (thus
introducing no new bad braids) and the result follows. O

5. RECASTING THE DIAGRAMMATIC BOTT-SAMELSON GENERATORS
IN THE QUIVER HECKE ALGEBRA

We continue with the notation of Convention 2.23. The elements of the (breadth-enhanced) di-
agrammatic Bott-Samelson endomorphism algebras can be thought of as morphisms relating pairs
of expressions from Gpy. We have also seen that one can think of an element of the quiver Hecke
algebra as a morphism between pairs of paths in the alcove geometries of Section 2. This will allow
us, through the relationship between paths and their colourings described in Section 2, to define the
isomorphism of our Theorem A. In what follows we will define generators

Ba

3
spot?  fork2%, comfyg hex,

for o, 3,7 € II. The hyperplane labelled by a (respectively [3) is a wall of the dominant chamber if
and only if P, (respectively Ps) leaves the dominant chamber. By the cyclotomic KLR relation, one
of the above generators is zero if (and only if) one of its indexing roots labels a path which leaves the
dominant chamber. However, one should think of these as generators in the sense of a right tensor
quotient of a monodical category. In other words, we still require every generator for every simple
root (even if they are zero) as the left concatenates of these generators will not be zero, in general.

In order to construct our isomorphism, we must first “sign-twist” the elements of the KLR algebra.
This twist counts the number of degree —2 crossings (heuristically, these are the crossings which
“intersect an alcove wall”). For w an arbitrary reduced expression, we set

Ty = (_1)ti{l<p<q<n|w(p)>w(q),ip=iq}eﬁ/@ew(i)_

While KLR diagrams are usually only defined up to a choice of expression, we emphasise that each
of the generators we define is independent of this choice. Thus there is no ambiguity in defining the
elements Tg for wg without reference to the underlying expression. In other words: these generators
are canonical elements of H?. Examples of concrete choices of expression can be found in [BCHM,
Section 2.3]. In various proofs it will be convenient to denote by T and B the top and bottom paths
of certain diagrams (which we define case-by-case).

5.1. Idempotents in KLR and diagrammatic Bott—Samelson endmorphism algebras. We
consider an element of the quiver Hecke or diagrammatic Bott—Samelson endomorphism algebra to
be a morphism between paths. The easiest elements to construct are the idempotents corresponding
to the trivial morphism from a path to itself. Given « a simple reflection, we have an associated path
P«, a trivial bijection wgz =1¢€ &, and an idempotent element of the quiver Hecke algebra

EPy ‘= €res(Py) € /Hga'

Given o« a simple reflection, we also have a Soergel diagram 1, given by a single vertical strand
coloured with the hyperplane . We define

(1) = ep,.. (5.1)

More generally, given any w = s,1)S,() - -- S,k any expression of breadth b(w) = n, we have an
associated path P, and an element of the quiver Hecke algebra

CP,, = Cres(Py,) = CP_ ) ® P ) ® - ®ep ) € Ho e
and a (w,w)-Soergel diagram
ly=1,0®1le) ® - ®1,m
given by k vertical strands, coloured with a®, a@ . a® from left to right. We define

U(1y) =ep,. (5.2)



24 CHRIS BOWMAN, ANTON COX, AND AMIT HAZI

Example 5.1. Recall the following words from Example 2.17

’
W = S5¢5pSe3—e1Se0—e35e1—c28e3—e1Sea—e35e1—e W = Sez—e150Sea—e35c1—c280Se3—e1Se0—e35e1—22

which came from “inserting determinants” into the path in Figure 1. We have that

U(ly) = €0,1,4,0,3,4,2,1,0,2,3,4,4,1,0,4,0,3,2,3,4,3.4,2.3.1,2,0,4,3,0,2,1,0,1,4-
Remark 5.2. For two paths S and T, we have that S ~ T if and only if res(S) = res(T). Therefore
if S~ T then e = eseT = es.

5.2. Local adjustments and isotopy. We will refer to the passage between alcove paths which
differ only by occurrences of sy = 1 (and their associated idempotents) as “adjustment”. We wish to
understand the morphism relating the paths P, ® Py and Py ® P,.

Proposition 5.3. The element wgq‘;w is independent of the choice of reduced expression.

Proof. There are precisely three crossings in wggf of non-zero degree. Namely, the r-strand (for
some 7 € Z/eZ) connecting the P;1(1,¢;)th top vertex to the P_L(1,&;)th bottom vertex crosses
Do af

each of the strands connecting Pa;(q,5¢+1)th top vertices to the P;é(q,5¢+1)th bottom vertices for
q=ba—1,bn,bo +1 (of residues r + 1, r, and r — 1 respectively) precisely once with degrees +1, —2,
and +1 respectively. Thus ¢g;@ is residue-commutative and the result follows from Lemma 4.7. [

Thus we are free to define the KLR-adjustment to be
o) Pa@
adjy,, = TPoa
which is independent of the choice of reduced expression of the permutation. The sign is —1 because

there is precisely 1 crossing of degree —2 in the KLR diagram (see the proof of Proposition 5.3). For
W = $qSg with a, v € II two (equal, adjacent, or non-adjacent) simple roots, we set

Ag%(Q) = Pq@ ®Pa ® P(b.yfq)(i)
for 0 < ¢ < by and we set

adjg%(Q) = eAg%(q_‘_l) (epqm & adjga@ ® €P(b17q71)®> eAg%(q) adjg‘; = adjg(;(ba/—l)adjg(;(l)adjg(;(())

€1 €2 €3 €4 €5 €6 €1 €2 €4
0246 810111 5 7
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FIGURE 15. Welet h=1,¢=6,e =12, 0 =(0,2,4,6,8,10) and o« = £3 — £4. The adjustment term
adj@a% is illustrated. The steps of the path P, and Py are coloured pink and black receptively within
both P, (along the top of the diagram) and Py, (along the bottom of the diagram).

Proposition 5.4. We have that
adjg‘(’z‘, oep,_, © adjg‘g = ep,,, and adjé"g oep,, © adj?f‘@ =ep,,

and so adjustment is an invertible process.

Proof. The paths P4 and Py, satisfy the conditions of Proposition 4.4 and so the result follows. [
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5.3. The KLR-spot diagram. We now define the spot path morphism. Recall that
Py = (1, .-, €i-1,E4s Eit1, ...,ehg)b" PZ = (&1, -+, Ei-1,E4s Eit1, ...,6hg)b°‘ X (ei)ba
The permutation wgz is fully-commutative and so we are free to define the KLR-spot to be the element
spot?, := TEZ

which is independent of the choice of reduced expression. We wish to inductively pass between the
paths PZ‘ and Py by means of a visual timeline (pictured in Figure 16). This allows us to factorise
the KLR-spots and to simplify our proofs later on. To this end we define

Sqa =P q0 X Mba X Pba 1= (61,62, ...,Ehg)q X (61, ...,81‘_1,5‘;’,8i+1, ...,Ehg) "1 K ( )ba—q
for 0 < ¢ < bn and we notice that Sg o = Pb and Sy, o = Py. We define spot?,(¢) to be the element

S

spot? (¢) = wsq“ " for 0 < ¢ < by, and we factorise spot?, as follows

spot?, := ep, 0 spot? (b — 1) 0 -+ o spot?, (1) o spot? (0) o epa g,

FIGURE 16. An example timeline for the KLR spot. Fix f =1 and h=3 and e=5 and o« = €3 — &1
(so that b, = 3). From left to right we picture Sg o = Sa/(3) = Py, S1,a, So,0 = PZL. We do not picture
the k = 2,1,0 copies of the path (41, +e2, +e3) at the start of each path, for ease of readability.

€1 €2 €3 &1 &2 €3 €1 &2 &3

01 2 4 01 3 40 res(Ss.a) = res(Py)

res(Sg,q)

o _
spoty, =

res(S1.a)

res(So o) = res(P?)

01 40 3 4 2 10

€1 €2 €1 &2 &1 &2 €3 £3 &3

FIGURE 17. The element spot?, of Example 5.5. We have added the step labels on top and bottom
so that one can appreciate that this element is a morphism between paths. However, we remark that
while a necessary condition for a product of two KLR diagrams to be non-zero is that their residue
sequences must coincide, the same is not true for their step labels (see Remark 5.2).

Example 5.5. Let h=3 and £ =1 and e =5 and o = e3 — 1. We have that b, = 3. We have that
P>, = S()a = (e1,€2,€1,€2,€1,€2,€3,€3,€3)
= (e1,€2,€3) X (e1,€2,¢€1,€2,€3,€3)
= (e1,62,e3) X (e1,€2,e3) W (€1,¢€2,€3)
(

Py = SSa = (e1,69,¢e3) M (e1,€2,€3) W (e1,€2,€3)
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which are depicted in Figure 16. Of course, S3.o = Sa.« in this case, but this is only because o is the
affine root €3 — €1 with 3 = he.

Remark 5.6. In the notation following Figure 5, we have that wga’q“ = wl?g;ibquﬂ for0 < q < by,

a,q

where the sub and superscripts correspond to
Seala+1le) =qht+i  S_l| (q+1,&)=bahl —bs+q+1

and so one can think of the spot morphism as successively removing each +¢; step from the latter path
and adding it to the former.

Remark 5.7. The element es,_,, ., spotd,(q)es, ., is of degree 1 for ¢ =0 and degree 0 for 0 < q < bq,.
The terms with 0 < q < by are invertible by Proposition 4.4. Thus one can think of the ¢ = 0 term
as the real substance of spot?,. One should intuitively think of this degree contribution as coming from
the fact that the path So o steps onto and off of a hyperplane but S1 o does not touch the hyperplane
at any point. The diagram spot,,(0) has a crossing involving the strand from the 557,11(1, g;)th node on
the bottom edge to the Si}x(l, gi)th node on the top edge and the strand from the Si}x(ba7 €i+1)th node

on the bottom edge to the Sa}l(ba,siﬂ)th node on the top edge. See Figure 16 for a visualisation.

5.4. The KLR-fork diagram. We wish to understand the morphism from P, ® Pba to Pg®Pq. The
Ps®Pqo

Pe oPb is not fully commutative and so we must do a little work prior to our definition.

permutation w

P¢®Pa and ¢Ea®P¢

Pr Py, b wpy, AT independent of the reduced expressions.

Proposition 5.8. The elements

Pa®@Pqo

b
b crossings of strands with the same residue label: Namely for each 1 < ¢ < Zzg)t?lae strand connecting
the top and bottom vertices labelled by the integers

Poa(q,e)) =qht+i  (Pa ®PL) " (q,6;) = bohl + (g — 1)(hl — 1) + (i + 1)

crosses the strand connecting the top and bottom vertices labelled by the integers
Pol(ba +q,ci1) =bahl+(q—1) (e —1) +a(i+1)  (Pa®@P%) " (ba + ¢ 6i41) = bohl —ba +q.
The gth of these like-labelled crossings forms a braid with a third strand if and only if this third
strand connects a top and bottom node labelled by the integers
Pod(ba+p,gj) = bahl+(p—1)(ht—1)+a(j) (Pa®@P%)  (ba+p cj) = bahl+(p—1)(hé—1)+a(j)
for a(j) Za(i+1)and 1 < p < qgorp=gqand a(j) < a(i+ 1). None of the resulting braids is bad;

thus ¢E‘”2‘;‘;‘ is residue-commutative and the result follows. O

AR

FIGURE 18. An example of a timeline for the KLR fork. Fix £ = 1 and h = 3 and e = 5 and
o = g3 —¢1 (so that by, = 3). From left to right we picture the paths Fo 4o = P ®a Pfl, Figas F2.0a,
F3.6a = Pga. Notice that we do not picture the ¢ = 0,1, 2, 3 copies of the path (41, +¢2, +¢3) at the
start of each path, for ease of readability.

Proof. We focus on the former case, as the latter is similar. The element w contains precisely

Thus we are free to define the KLR-forks to be the elements

oo, __ Ps®@Pa ag Pa®Pgy
forkl o == TPO@% forkos, = TF’K@Pa
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which are independent of the choice of reduced expressions. We wish to inductively pass between
the paths P, ® P?, and Py, (respectively P’, ® P, and P,4) by means of a visual timeline (as in
Figure 18). This allows us to factorise KLR-forks and to simplify our proofs later on. To this end we
define

Fooa = PP RME ®PY 90 M TIRPh Fy oy = Mb> RIPY 7RI M "9 ) PYs 0, PP
and we remark that
Fosa =Pa®@P%  Fhga =Py ®@Pa Foao = P2 ®@Pa Fhoap = Pa @ Py
We define fork2% (q) = TE:’J‘:’;& and forkS? (q) = TEZ’JZ"”W for 0 < k < b, and we factorise the
KLR-forks as follows
forkf?, = ep,, o fork3%, (bo — 1) o -+~ o fork2%, (1) o forki2, (0) 0 ep  ops
forkge = ep., o forkga, (ba — 1) o -+~ o forkg?, (1) o forkga,(0) o eps op,. -
Example 5.9. Let h=1,{=3,e=6, 0 = (0,2,4) € Z3 and o« = g9 — 3 (thus by, = 2). We have
Po © Py, = (e1,€3,21,63,63,63) ® (€1,€3,€1,63,69,6) = (€1,63,61,63,€3, €3, €1, €2, €1, €2, 3, 3)
Psa = (€1,€2,€3,€1,€2,€3,€1,€3,€1,€3,€3,€3)
are both dominant paths terminating at (1* | 12| 1) € 92, 3(12). The KLR-fork diagram is as follows

€1 €2 €3 €1 €2 €3 €1 €3 €1 €3 &3 &3

0 24 5 1 3 4 2 3 10 5

fork?2% =

res(F1 ga)

b
0 4 5 351433105 PP

€1 €3 €1 €3 €3 €3 &1 €2 €1 &2 &3 €3

The following proposition allows us to see that these two elements are essentially the same.

Proposition 5.10. Let o € II. We have that fork$?, = adjg5forks, .

Proof. We note that AS%(ba) = Py @ Po = Fo, g and AS5(0) = Po ® Py = Fp og. We claim that
adjg2(q — 1) 0 TR0 o fork?? (g — 1) = TR D (5.3)

for b, = q > 1. The result follows immediately from Proposition 5.8 once we have proven the claim.

We label the top and bottom vertices of the lefthand-side of equation (5.3) by the paths T, = A%%(q)

and B, = Fy 4 respectively. We remark res(F, 40) = res(Fqaq) (as these paths are obtained from

each other by reflection) and so this labelling makes sense.

We now prove the claim. There are two strands in the concatenated diagram which do not respect
step-labels. Namely, the rg-strands (for some r, € Z/eZ) connecting the T (¢, &;) and B! (bs +
q,€i+1) top and bottom vertices and the strand connecting the T;l(ba + ¢q,€i+1) and B;l(q,ei) top
and bottom vertices. There are four crossings of non-zero degree in the product, all of which involve
the former, “distinguished”, rq-strand. Namely, the distinguished r,-strand passes from Tq_l(q, £i)
to the left through the latter r,-strand and then through the vertical (1, + 1)-strand connecting the
T Ybe + q,€i41) and B71(by + q,ei11) vertices before then passing back agin through both these
strands and terminating at B(;l(ba +¢q,2i+1). (The distinguished strand crosses several other strands
in the process, but the crossings are of degree zero and so can be undone trivially using case 2 of
relation R4.) Using case 4 of relation R4, we pull the distinguished r4-strand rightwards through the
(rq — 1)-strand and hence change the sign and obtain a dot on the r4-strand (the term with a dot on
the (rqy + 1)-strand is zero by case 1 of relation R4 and the commutativity relations). Using relation
R3, we pull the dot on the distinguished strand rightwards through the crossing of r,-strands and
hence undo this crossing, kill the dot, and change the sign again (the other term is again zero by case
1 of relation R4 and the commutativity relations). The resulting diagram has no double-crossings and
respects step labels and thus is equal to the righthand-side of Proposition 5.8, as required. U
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5.5. The KLR hexagon diagram. We now define the hexagon in the KLR algebra. We let o, 3 € 11
label non-commuting reflections. We assume, without loss of generality, that j = ¢ + 1. We have two
cases to consider: if b, > bz then we must deform the path P,z into the path Py_; ® Psnp and if
b < bz then we must deform the path P,_; ® P, g, into the path Pz, g, where here ¢ — o := ()be—bs,
afBo Cmd ,¢)PO—¢®Paﬁa

6—s®Psas Pgas
duced expressions for by, = bg and bg = b, respectively.

Proposition 5.11. The elements 1/),2 are independent of the choice of re-

afa

s @P ey ATC precisely

Proof. We consider the first case as the second is similar. The bad triples of w::
the triples labelled by the integers

P—l

afa

-1 -1

(q7 gi) < Paﬁa(baﬂ + q + 17 Ei+2) < Paﬁa(ba + q, €i+1)

for 1 < ¢ < ba, where the first and third steps have residue 7, € Z/eZ and the second has residue
Tq+1 = rq F 1 € Z/eZ. Thus it is enough to consider the subexpression, 1, formed from the union
of the (rq,7¢+1)-strands for 0 < g < b, enumerated above. We set T = P,3, and B = Py_g @ Poga
and we let

ti(q) = T ge) tivi(q) =T (0o +q,6i41) tis2(q) = T Hbap + ¢, €it2)

bi(q) =B '(g,e) bit1(q) =B (ba + q,€i41) bit2(q) = B H(bas + q,€i12)
for 0 < g < by + 1. We have that

ti(g) <ti(g+1) <tiya(q) <tiya(g+1) < tiy1(q) < tivi(g+1)

bi(q) > bi(q+1) > biya(q) > biya(qg+1) > bir1(q) > bit1(q+1)
for 1 < g < b, and

ti(l) < ti+2(0) < ti_;,_l(l) ti(ba) < ti+2(ba + 1) < ti+1(ba)
bl(l) > bH_Q(O) > bi—l—l(l) bl(ba) > bi+2(ba + 1) > bi—i—l(ba)-
Thus the subexpression 9, is the nib truncation of a quasi-(b, + 2)-expression for w = (13) € &3,
which is independent of the choice of expression by Corollary 4.10. Thus the result follows. O

We are now free to define the KLR-hexagon to be the element

aBa ,_ ~Papa aBa ,_ Ps-s®Paga
hexﬂaﬁ = Tp, P s or hexﬁaﬁ = TP[jaﬁ

for b, = bg or b, < bj respectively, which are independent of the choice of reduced expressions. See

Figure 20 for an example. We wish to inductively pass between the paths P,go and Py_y ® Pgag

by means of a visual timeline (as in Figure 19). This allows us to factorise the KLR-~hexagon and to

simplify our proofs later on. First assume that b, > bg. We define

bo bor bg—q bs q ba—q ba
Poo IM;* RIP @ My, " RIPL, 9 My, 0 M TIPS, 0<qg<bs
o ba - b < b baf [e%
Hy.ape = 4§ Poo & M?e ) Pisi " ®a Py @p M,/ M P?+1 bp < ¢ < ba
. N e N —ba,
Py MY RIPS ™ o Py p MG, ®PY ) KIPY bo < q < bag

This is demonstrated in the first 5 paths in Figure 19. We now come from the opposite side to meet
in the middle. We define

bp—q bs bo— boe  ~ bs bs
P ™M, X Mg,i—l-l X Pifl—Q op MR Pit1 ®a Miiq X P

itz 0<q<bp

— —b b bs ba— o b b
Hopas = { Po M7 RIM,  BIPY, ©p M I RIPY) g MY RIPY, by < g < ba
b

a—bp bs o pMa—ba bo ap—4q bs
P@ X Mi X Pi+2 X3 Mi,i—i—? X Pi+1 Rea Mi—i—l X Pi+2 bo < q< baﬁ

This is demonstrated in the final 5 paths in Figure 19. While the definitions seems technical, one
can intuitively think of this process as “flattening” the path layer-by-layer by means of the timeline
depicted in Figure 19. We see that Hy_, apa = Po—o W Hs_, sas-
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FIGURE 19. An example of a timeline for the KLR hexagon. Mutating from P,z3, to Py_s ® Paags
for b > bg (again we do not picture the determinant paths). Steps in the procedure should be
read from left-to-right along successive rows (the paths are Hy osa, H1,a80: H2,a805 H3.080, Hi,08q,

Hyasa = Pp W Hygas, H3 gass Ha sas, Higas, Hosas)-

We now assume that b, < bz. We define

bee bee bg—q b ~ ba— ba
Py B M KP5) @a M7 T RIPY, @ MY ;o RIMTIRIPY) 0<¢g<ba
b - —ba b o _ba
Hyapa = 4 Po RIMp* RIPYS; @0 MY RIMY LS RIPY, @ Mi5,, BIPE, P ba Sq<bp
ba ba — b —ba b < ba ba _ba
Py I My~ BP0 o MG " BIPYy 0 My, BPS, BIPY bg < q < bap

We now come from the opposite side to meet in the middle. We define

2

bs— bg bo— o b b
Pgo X Mif—l "X qu,z'+1 L P'i2 ©p M TR P?+1 O Mz‘il X Pii2 0<q<ba

b —q b , ba baﬁ—q bﬁ
Hosap = § P BIMGY T RIMY BIP, cop Py @a MiFT 7 RIP, ba < q<bp
—b bas— by bos— b
Py M BMITT P, 0 Pl o0 M URPY, by << bas

\
With our paths in place, this allows us to define

Hot1,8a8
He,Bas

Hq,aﬁa

afa
hex ( Ho 1 oo

=7 hexsas(q) = T

and we set
hex®® = [ hex®™(q)  hexgap= ][ hexpas(a)

bop>q=0 0<q<bas

which allows us to factorise the hexagon generators as follows

BaB (epvzsﬂa ® hexaﬁa)hex5a5 for ba < b@ #Baf oo

he@fe _ hex®?*(epo—o @ hexgaps) for ba = by T hex(LS  if bo < bs
ep, ® hexﬁaﬁ if bo, > b

the latter notation will be useful when we wish to consider products of such hexagons without assuming
bo = b or vice versa. Finally, the following shorthand will come in useful when addressing some of
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the relations in Section 6. Recall that adjustment is invertible. With this in mind, we set

oBas woafow  AnvBafws
saPa ® epg)ad vafBoaws Tgaﬁago

h vBaBws d-y[’*}a[‘%ycﬁ
vafows vo[Fafw

(epg ® hex
where the second equality follows by removing the resulting double-crossings using Proposition 4.4 in
each case. Independence of the reduced expression follows from residue-commutativity of adjustment.
Alternatively, the reader is invited to make minor modifications to the proof of Proposition 5.11.

€1 €2 €3 €1 &2 &3 £2 &3 2 €2 €1 &2 €1 €2 &1 &2 &2 &2 €1 &2 €1

0 1 2 4 0 1 4 0 3 2 3 1 2 0 1 4 3 2 0 1 4

™

\V]

€1 €2 &1 €2 &1 €2 &1 €1 €1 €9 &1 €9 €2 &3 E£9 &3 €9 &3 &9 €2 &9
. BaS
FIGURE 20. Let h=3,/=1,e=5and o« = e3—¢1, 3 = €1 — 2. We depict the element hexfl%fl and

highlight the dilated word nib(1, 3)5 in bold. The reader should compare the highlighed strands with
rightmost diagram in Figure 12. (We have drawn all bad-crossing so that they bi-pass on the right.)

5.6. The commuting strands diagram. Let ~, 3 € II be roots labelling commuting reflections (so
that |k — j| > 1). We wish to understand the morphism relating the paths Py @ P35 to Pg @ P,. We
suppose without loss of generality that b, > bg.

B

Proposition 5.12. The element wﬁgggw

1s independent of the choice of reduced expression

Proof. There are precisely b,g like-labelled crossings. The first b, of these connect the P;é(q,sj)th
and P;é(b.yjtq, €j+1)th northern vertices to the P;,i (g,e5)th and P[;l/(bﬂ +q,€j41)th southern vertices
for 1 < ¢ < b,. The latter bg of these connect the P;é(bﬁ + ¢, €k+1)th and P;é(q,ek)th northern
vertices to the P[;ly(bg + ¢, €k+1)th and P[_,},ly(q, ek)th southern vertices for 1 < g < b,.

For k # h{ (respectively k = h{) each of the first 1 < g < by (respectively 1 < g < by) like-labelled
crossings forms a braid with precisely one other strand, namely that connecting the P;é (b@-i—q, €p+1)th
top vertex to the P[;lr(bﬂ + ¢, ex4+1)th bottom vertex for 1 < ¢ < by (respectively 1 < ¢ < by). This

strand is of non-adjacent residue (by our assumption that v and 3 label commuting reflections). The
latter bg cases can be treated similarly.

Thus each of the braids involving a like-labelled crossing (either totalling bg~ if k,j # ht or bg, — 1

otherwise) is residue-commutative. Thus 1[),2;: is residue commutative and the result follows. (]

Thus we are free to define the KLR-commutator to be the element

v3 . ~~P~®Pgs
Comﬁ,y = Lpoepr,

which is independent of the choice of reduced expression. We wish to inductively pass between the
paths Py, ® Pg and Pg ® P, by means of a visual timeline (as in Figure 21). We define

b

My R Py @M BIPY for ¢ = —1
C17 = My 0, M7 RPYL RPY for ¢ =0
P ®My YoM RIMPTIRPY KP for 0 < g < b
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(PoosMI " RIMY BIMy I RPY P, for by > q > by
bp—a by—q b b
Coiy = Pap M g ML BIMT T RIPSRIPY - for bs 2> 0
b 7 -
! Mo aME = P Pl for ¢ = 0
MY &P oMy RPYL, for g = —1

and we note that Cp g, = Cb%7P (to see this, note that the definition of the former contains a
tensor product ®- and the latter contains a tensor product ®s and this explains the differences in
the subscripts). We now define

a3 _ ~CaB _ ~Cat1.8v
com = Tcgh148 comg gy = TCWV .
This allows us to factorise
8 _ o 7e; 8 _ 9,73 —
com/ = com””comgy com™” = com comg., = comyg 3.
—1<q<bp by>g>—1

The following notation will come in useful in Section 6

comﬁggi =ep, ® com%gi ®ep,.
AN —) _) —)

o Lo : +€5+1
| +ek ({—H—%H

+€j

\

e

FIGURE 21. An example timeline for the KLR commutator. We mutate from P7” to Ps, for by, =
4,b5 = 3. Reading from left-to-right along successive rows the paths are p—178, pos pLys p2ys
P377 =Py 5, P13+, Pogy, P—1,3,. We draw paths in the projection onto R{e; + €41,k + €41}

5.7. The isomorphism. Finally, we now explicitly state the isomorphism. Our notation has been
chosen so as to make this almost tautological at this point. We suppose that o and 3 (respectively
(3 and ) label non-commuting (respectively commuting) reflections. We define

U I, 0) — foo (HG/HG e ) fro
to be the map defined on generators (and extended using horizontal /vertical concatenation) as follows

U(la) =ep, U(lg) =ep, ¥(1°%)=ad’y W(SPOTY) = spot,

W(FORKS?,) = forkl%, W(HEX[)) = hex % W(COMJ) = com

and we extend this to the flips of these diagrams through their horizontal axes.
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6. RECASTING THE DIAGRAMMATIC BOTT-SAMELSON RELATIONS
IN THE QUIVER HECKE ALGEBRA

The purpose of this section is to recast Elias—Williamson’s diagrammatic relations of Subsection 3.1
in the setting of the quiver Hecke algebra, thus verifying that the map ¥,, is indeed a (graded) Z-
algebra homomorphism. We have already provided timelines which discretise each Soergel generator
(which we think of as a continuous morphism between paths with a unique singularity, where the
strands cross). We will verify most of the Soergel relations via a similar discretisation process which
factorises the Soergel relation into simpler steps; we again record this is a visual timeline. We check
each relation in turn, but leave it as an exercise for the reader to verify the flips of these relation
through their vertical axes (the flips through horizontal axes follow immediately from the duality, *).
We continue with the notations of Convention 2.23. Our relations fall into three categories:

e Products involving only hexagons, commutators, and adjustment generators. Simplifying such
products is an inductive process. At each step, one simplifies a non-minimal expression (in the con-
catenated diagram) to a minimal one without changing the underlying permutation. This typically
involves a single “distinguished” strand which double-crosses some other strands; these double-
crossings can be undone using Proposition 4.4. (This preserves the parity of like-labelled crossings.)

e Products involving a fork or spot generator. Such generators reflect one of the indexing paths in an
irreversible manner. Simplifying such products is an inductive process. At each step, one rewrites
a single pair of crossing strands (in the concatenated permutation) which do not respect step-labels
of the refiected paths. By undoing this crossing using relation R3, we obtain the scalar —1 times a
new diagram which does respect the new step-labelling for the reflected paths. (Thus changing the
parity of like-labelled crossings and also changing the scalar +1.)

e Doubly spotted Soergel diagrams (such as the Demazure relations) for which we argue separately.

In each of the former two cases, we will decorate the top and bottom of the concatenated diagram
with paths T and B (which we define case-by-case) and use the step-labelling from these paths to keep
track of crossings of strands in the diagram.

6.1. The double fork. This first relation is incredibly simple and so we find that there is no need
to record this in a timeline. For o € II, we must verify that

_ T

B :
v i =V i L (6.1)
&
I I
Thus we need to check that
(ep, @ forkl?) o (forkSs @ ep,,) = (forkGs @ ep,) o (ep, ® forkSa) . (6.2)

The permutation underlying ep,, ® fork2? is the element wy indexed by the pair of paths

T=P,®P,®P, and B=P,®P’, P,

which differ only by permuting the final (b, h¢+ b, ) steps. The permutation underlying forkjy ® ep,,
is the element wg,/ indexed by the pair of paths

T=P,®P, ®P, and B =P, ®P,® Pa,.

which differ only by permuting the first (boah? — by) steps. These elements of Ggp_ ke commute as
they permute disjoint subsets of 1,...,3bohf. Thus the elements forkjy ® ep, and ep, ® forkg g
commute by relation R2 (and the result follows immediately).

Remark 6.1. The reader might wonder why the element wg appears to permute a greater number
of strands than w;. This is because our distinguished choice of Py, has a total of (bohl — by) steps

below (or on) the ac-hyperplane and b,, steps above the hyperplane.
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6.2. The one-colour zero relation. For o € II, we must verify that
N

= fork& o forkG S =0 (6.3)

N

For b, > q > 1 the paths F, 4o and F;_1 4 are concatenates of a single a-crossing path and and a
single a-bouncing path. By Proposition 4.4 we have that

e

fork?,e, (@)er, 1 oo fOrkGe (4) = €F, o
for 1 < g < b,,. We apply this from the centre of the product
fork?7, o fork = epoaforkl, (ba — 1) - - - forkf%, (0)epaa o epaaforkis (0) - - - forkGs (be — 1)epoe
until we obtain
forkge, o forkgs = ep,, forki?, (ba — Ve, _, . forkgs (ba — 1)ep,,, . (6.4)

We cannot apply Proposition 4.4 to the pair of paths Fy,_ _1 4o and F; _2 4. because the former path
passes through the a-hyperplane once, whereas the latter passes through/bounces the a-hyperplane
twice. There is a pair of double-crossing r-strand (for some r € Z/eZ) between the P (ba,;)th and
P;é(baa, €;+1)th top and bottom vertices in the diagram

forkg‘g(ba - 1)6p¢a
This double-crossing of r-strands is not intersected by any strand of adjacent residue. Therefore the

product is zero by the commutativity relations and the first case of relation R4, as required (see
Figure 22 for an example).

[4]
epﬂaforka% (ba - 1)6Fba71,¢a

€1 €9 €3 €1 €9 €3 €] €3 €1 €3 €3 €3 €1 €9 €3 €1 €2 €3 €] €3 €] €3 €3 €3
0 2 4 5 1 3 4 2 3 1 0 5 02 4 5 1 3 4 2 3 1 0 5

Mﬁ L

SOCCH, N

02 4513 42 3105 02 4513 42 3105
€1 €2 €3 €1 €2 €3 €1 €3 €1 €3 €3 €3 €1 €2 €3 €1 €2 €3 €1 €3 €1 €3 €3 €3

Il
Simplifies by Proposition 4.4

FIGURE 22. Let h = 1, £ = 3, 0 = (0,2,4) and e = 6. The lefthand-side is fork’ fork3s; we
apply Proposition 4.4 to undo the highlighted strands (compare these highlighted strands with the
highlighted strands of the first diagram in Example 4.6). The thick double-crossing of strands in the

rightmost diagram is zero by the first case of relation R4 (after applying the commutativity relation).

6.3. Fork-spot contraction. For « € II, we now consider the fork-spot contraction relation

: "

(spota ® epa> oforkGy =¥ t

l

=y =ep, D ep, (6.5)

For 0 < g < by, we define the spot-fork path to be
FSga = Py BIME™ @ P29 0 MU 79 R Pl = P20 [ MY (3 Pl () MY~ ) Pbe

)

which is obtained from F, 4o by reflection by s, (see Figure 23). We note that FS;_ o =Py ® P =
Spe,o @ P and so the result will follow immediately once we prove the following proposition.
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e o0

FIGURE 23. An example of a timeline for the KLR spot-fork relation, with £ =1, h = 3, e = 5 and
o = e3—¢1. From left to right we picture the paths FSg o = PZ‘ ®Pa, FS1.a, FS2,a, FS3.0 = Py ® P

Proposition 6.2. For o € Il and 0 < ¢ < b, we have that

Sq,a®Pa S a®Pa
(spot?,(¢) @ ep,,) 0 TRL™TT™ o forkgs (g) = Tgal =7, (6.6)

Proof. We first note that the righthand-side is residue commutative (one can reindex the proof of
Proposition 5.8). We decorate the top and bottom edges of the concatenated product on the lefthand-
side of equation (6.6) with the tableaux T, = Sy o ®P and By = FS, , respectively for 0 < ¢ < b,. For
each 0 < ¢ < by, the product on the lefthand-side of equation (6.6) has a single pair of strands which
do not respect the step-labels: Namely, the strand (1 from connecting the Bgl(q + 1,&;)th bottom
node to the T;l(ba +q+1,e;41)th top node and the strand Q2 connecting the B;l(ba +q+1,ei41)th
bottom node to the T;l(q + 1,;)th top node. The strands (1 and @2 are both of the same residue,
rq € Z/eZ say, and they cross each other exactly once. This crossing of rs-strands is bi-passed on
the left by the (r, + 1)-strand connecting the Bq_l(ba + ¢, ;)th bottom node to the T;l(ba +q,¢;)th

top node. We pull the (ry — 1)-strand through this crossing, using relation R5. We hence obtain two
terms: the term in which we undo this braid is equal to the righthand-side of equation (6.6) and the

other term is equal to zero by Lemma 4.1. See Figure 24 for an example. U
E1 €2 €3 &1 €9 €3 &1 €3 €1 €3 €3 €3 €1 €2 €3 €1 €9 €3 €1 €3 €1 E3 €3 €3
0 2 45 1 3 4 2 3 105 0 245 1 3 4 2 3 1 0 5

e N

0 245 13 4 2 3 10 5 0 2 4513 4 2 3 105

€1 €2 €3 &1 &2 €3 €1 €3 &1 &3 €3 €3 €1 €2 €3 €1 &2 &3 €1 €3 €1 &3 £3 €3

FIGURE 24. Let h=1, e =6, and { = 3 and o = (0,2,4). The lefthand-side is (spot?, ® ep,, )forkS .
The equality follows by Proposition 6.2. We highlight the braid which is “undone” using Proposi-
tion 6.2 (on the righthand-side we do not undo this braid, but leave it as an exercise for the reader).

6.4. The spot and commutator. Let 3,~ € II label two commuting reflections, we check that

’ ) P®P; 3 e
com L (spot. @ ep. ) = Tp p = (ep, @ spot)adily (6.7)
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where the righthand equality is immediate. We now set about proving the lefthand-equality. We
assume that bg < b, (the other case is similar, but has fewer steps). We define

P, BIM{ "7 M, BIM IRIPY RIPY for by > > by
PoRM I RM . BIM IRPY RIP) for by > >0
b b b

MY RM) P RPY for ¢ =0

M”B XPY, KM, RP), for g = —1

chﬁv =

which is obtained from C, 3 by reflection through sz. We invite the reader to draw an example of
the timeline by reflecting the final four paths of Figure 21 through sg5.

Proposition 6.3. For 0 < g < bg, we have that

SC
compy (q) 0 T }’,5& o (spot; (¢) @ ep,) =Yg "7 0h (6.8)

(note that TSCO Vap, = comgy (1)) and for bs < q < by, we have that

SC SC
coms,(q) 0 Tp ! = Tp tp . (6.9)

Proof. All these elements are residue commutative (by reindexing the proof of Proposition 5.12). We
prove equation (6.8) and (6.9) by induction on 0 < ¢ < b, (the ¢ = —1 case is trivial). Label the top
and bottom frames of the concatenated diagrams on the lefthand-side of equation (6.8) and (6.9) by
the paths Ty = SCy11,34 and Bgy1 = Sgy1,6 ® P,. The concatenated diagram on the lefthand-side
of both equation (6.8) and equation (6.9) has a single crossing which does not preserve step labels.
Namely the strands connecting the T;l(q +1,¢5)th and T;l(bﬁ + g+ 1,ej41)th top vertices to the
B, (¢+1,¢;)th and B, *(bz + ¢+ 1,;41)th bottom vertices form an r4-crossing, for some rq € Z/eZ
say, and these strands permute the labels +¢; and +¢;41. This crossing is bi-passed on the left by a
strand connecting the Tq_l(bﬁ +¢,€j41)th top and B;l(bﬁ +¢,€j+1)th bottom vertices. We undo this
triple using case 2 of relation R5 and hence obtain the righthand-side of equation (6.8) and (6.9). O

In order to deduce that equation (6.7) holds, we observe that

SChy. 5y ~Pr@PY

3
com”” o (com/h(spoté ®ep,)) = com?? oYy PP, = Lp,ap,

as the lefthand-side of the final equality is minimal and respects step-labels.

6.5. The spot-hexagon. For «, 3 € II labelling two non-commuting reflections, we must check that

[
| |

®
7 = + U (6.10)

? ?

|
& | | | |

(and we leave it the reader to check the reflection of this relation through its vertical axis). In other
words, we need to check that
oBa

safa

(ep, ® spotg ® ep,,,)hex

is equal to

adjgz‘;;é(epmﬁ ® spot?) + ep, @ (fork®%, © spot’) )adj2%2 (ep,, ® spot; @ ep,,)).
We set j =i+ 1 sothat « = ¢; — €441, B = €41 —€i+2. We will begin by considering the lefthand-side
of the equation. In order to do this, we need to use the reflections of the braid H, s.s-paths for
0 < ¢ < bap through the first 3-hyperplane which they come across (namely the hyperplane whose
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strand we are putting a spot on top of) and we remark that this path will have the same residue
sequence as the original H, 5, 3-paths, but different step labelling. We define

PoRMZIRIMI,, | RPY

ba— ba bg bs
i+l L BPL RIMPTIRPY @0 MY RIPY, 0<g<by

i+1

N

SHypas = P,RMIP IMY, | ®PY

ba—q ba . b bs
i1 WP BIM TPy @0 My BIP L, bs < ¢ < ba

q=b b —ba bo bap—q b
Py RIM; 7 RIP, RIMETS MPyE) o MZY " RIPL, ba < q < bap
for bo > bs (the by < bs case is similar). See Figure 25 for an example.

FIGURE 25. An example of the tableaux SH, o5 for 0 < ¢ < b, 3. The reader should compare these
reflected paths with the final five paths of Figure 19.

Proposition 6.4. We have that

(%] gz)ﬂa,[i _ quaﬁ
(ep, @spot); @ ep,,,) hex = TpyesH, oo (6.11)
Proof. First, we remark that the righthand-side of equation (6.11) is residue-commuting and so makes
sense. For 0 < g < bas, we claim that
& Pu®Sq,5@Papy  oBaB( \ _ yPs®Se+1,68Pas
and we will we label the top and bottom of these diagrams according to the paths T = Py ® S¢41.5 ® Pog
and By = Py ® SHy41 80 respectively (with the convention that S, 3 = P, for ¢ > bg). Again, this
element is residue-commuting and so there is no ambiguity here. In the concatenated diagram on the
lefthand-side of equation (6.12), there is a single pair of strands, @ and Q' (of residue r, € Z/eZ, say)
which do not preserve step-labels; these strands connect the
T, (ba+aq+1,8i01) Ty (bap+q+1,6i42) B, (ba +q+1,ci11) By (bap +q+1,2i12)
top and bottom vertices and cross one another. This crossing of rg-strands, @ and @', is bi-passed on
the left by the (rq + 1)-strand from T;l(baﬁ + q,&i42) to B;l(baﬁ +q,€i12)-
Applying case 2 of relation R5 to the concatenated diagram we obtain two terms: the term with
the crossing is bi-passed on the right is zero by Lemma 4.1; the term in which we undo the crossing is
equal to the righthand-side of equation (6.12) (since we have undone the unique step-label-violating

crossing and the resulting diagram is minimal). An example is given in Figure 26. (]
€1 €9 €3 €4 €5 €1 €2 €4 €5 €3 €1 €3 €4 €5 E1 €2 €3 €4 €5 €1 €2 €4 €5 €3 €1 €3 €4 €5
024638915 73824E¢6 02468915 738246
02463 8915 784¢6 3 2 0246389157846 3 2
€1 €2 €3 €4 €5 €1 €2 €4 €5 £1 €4 €5 €3 €3 E1 €2 €3 €4 €5 €1 €9 €4 €5 €1 €4 €5 €3 €3

FIGURE 26. The product (spotg (0) (Xnepaﬁ)hexﬁo‘[j (0) in the proof of Proposition 6.4 for h =1, £ =5,
k= (0,2,4,6,8), e = 10 and o« = g3 — €3, 3 = €3 — €4. The top path is S; o ® My and the bottom
path is SHy 545 ® My (the prefix P, and the remainder of the postfix P, = M5 X P} would not fit).
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We now wish to show that

Pssas

P@@SHbMﬁwhexwﬁa = adjgﬁaﬁ(epmﬂ ®spot?) +ep, @ (fork% @ spot’) )adj 22 (ep,, @ spot}; @ep,, ).

aBs

In what follows, we assume that b, > bs. In order to consider the first term, we use the reflections
of the Hy o 5q-paths for 0 < ¢ < b, through the final a-hyperplane which they come across (namely
the hyperplane whose strand we are putting a spot on top of) and we remark that this path will have
the same residue sequence as the original H, ,sn-paths but with a different step labelling. We define

o4 o b— b bo— o
Pgo X M?= ) P?+1 Oa Mif—lq M P;o 0 MY, M @, Pi')+1 0<qg<bs
o o1 pbas— b b bo— N
SaHgapa = { Pa BIM™ RPT @a Py 5 M7, IM 79 @q PR, bp < q < ba
be bap—q bs bs be —ba
Po RIM;* RIPYT " @a Py 0 My ®a Py KPY ba < q < bap

In order to consider the second term, we need the reflections of the Hy onpga-paths for 0 < g < bap
through the first 3-hyperplane which they come across.

P BMY ®PYs @, M TRPY RMY,, IRMP TR Pl 0<q<by

i+1 i+2 1,042
be bas—q b b bo— be
SH, 00 = Pgp RIM;* RIPY T g Py RIMGG o RIM T RPe, bs <4< ba
o bap— b b o —be
Py RMY RIPSY ™ o P, RM]G,, KPPl RPY bo < ¢ < bap

See Figure 27 for an example of the SoH, o3, Paths. We leave it as an exercise for the reader to
draw the SgH paths. Finally, for the purposes of the proof we will also need the following “error
path”

q’aﬁa

bs—1

- bg—1 b
eSiH, 5, = Py X MY @ Py BM; 0 KIP,,, K Mo K Pb X P;”

which one should compare with the final path (the b,sth case) above. One should repeat the above
definitions for the b, < bg case.

FIGURE 27. An example of the paths SoH, o ga for bas = g > 0.

Proposition 6.5. We have that

pr,m _ Po®Po@Pa®Ps Ps®Py®P%, QP

Ps@SHy,, ;5 80 heXoaa Ps®Pa®Ps®P, Ps@Pa®PL®P. (6.13)

Proof. First, we remark that both terms on the righthand-side of equation (6.13) are residue-commuting.
We suppose b, > bg as the other case is similar. We observe that

. . P¢®P®®PZ®P%
Po®SHb, 5,808 — ~Po®Sabb, 5508 P¢®S;3Hbaﬁﬁaﬂ

P(Ay)aﬂ P(A®Pm®Pa®Pﬂ

as the underlying permutations (and residue sequences) are all identical. We set

Ta =Py ®Pa®Ps  Tg =Py, ® P ®PY Bya = Po ® SaHyi1.am0 Bys = Py ® SsH

q7aﬁa
for bns > q > 0. We first consider the ¢ = b,z — 1 case. The concatenated diagram

Pose,
ThoosH,, , san (Pa © NeXapa(bas — 1))

contains a single like-labelled crossing of rp,, ,—1-strands connecting the pair

T (bapa +Lieir1) = T3 (bap + Le) T3 (2bas + 1 cit2) = T3 (bapa + 1,61+1)
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of top vertices to the pair of
B, (260 + 1,6i12) = B (bapa + Lgit1) B (bapa + 1,€i11) = B (bap + 1,&:)

These p,,,—1-crossing strands are bi-passed on the left by the 7, ,-strand connecting the

T (2bas,civ2) = T5' (2bap, civ2)  BL'(2bas, €ita) = B (2bags, €iva)
top and bottom vertices. We apply case 2 of relation R5 to the this triple of strands and hence obtain

Ps®Ps®Po®Ps Ps®Ps®P%,®P%  Ps®eSsH,, 5,

Pgmaﬁ —
T hexsapo (bas — 1) = pr®saHbaﬁ_maﬂ Po®eSoH,

Ps®SHs, 5,800 (6.14)

B Pﬂ@s@Hbaﬁ—l,ﬁa[j

where in the first term we have undone the triple-crossing and in the second “error” term the ry_ -
strand bi-passes the crossing to the right (and is labelled by the “error path”). We are now ready to
consider the b,3 —1 > g > 0 cases — which we do separately for o and 3, in turn.

Case . We first consider the first term on the righthand-side of equation (6.14). We claim that
Ps®Ps®Po®P Pos®@Pa®P
TP@SEH(I+LQ[§L hexsapa(q) = TP?Z@SQHQ,&ZQ (6.15)
for bz —1 > q > 0. For each by > g > b, the concatenated diagram in equation (6.15) contains a
single like-labelled crossing of rg-strands (for some r, € Z/eZ say) connecting the pair

T;1(2b[3 4 3ba — q, 5i+1) T;1(3bg 4+ 3ba — q, z’:‘i_:,_g)
of top vertices to the pair of
5;1(35[3 + 3bo, — q,€i42) B;1(3bﬁ + 3bo — q,€i41)

bottom vertices, respectively. For b,z —1 > g > b, the aforementioned (unique) pair of crossing
rg-strands in
Pys®P o @P Pys®P o @P
TPZ@%aHifam hexoaﬁa(@) = Pi@éaH?,aia

is bi-passed on the left by the r,41-strand connecting T 1(3bs + 3ba — q¢ — 1,&,42) and B (3bs +
3bo, —q—1,€i42) top and bottom vertices. Applying case 2 of relation R5 we undo this triple crossing
(the other term is zero by Lemma 4.1) as required. Now for b, > ¢ > 0 the concatenated product on
the lefthand-side of equation (6.15) is both minimal and step-preserving and so the claim follows.

Case 3. We now consider the second term on the right of equation (6.14). We have that

P@@ESQH P@®eS[jH
P,®S:H hexsapa(q) = Tp es, n

afBa

g+l,afBox

afBa

T

g, aBax

for bos —1 > q > b, as the lefthand-side is minimal and step-preserving. Now, we claim that

Ps®P,@P%,®P% | Ps®eSsH Ps®P, P, QP

apfa _1) =
PQ@eS/jHa[ja P,‘j®S[ija7aﬁa hex(ﬁaﬁa(ba 1) - P“)@S/@Hbafl,a[ja (616)
and that
Ps®P,®P% ®PY, Ps®Ps®P%, QP
Po®5aH 411,608 heXpapa (9) = Po®SsH, o pa (6.17)

for b, —1 > ¢ > 0. For each b, > g > 0 the concatenated diagram on the lefthand-side of equa-
tion (6.16) and (6.17) contains a crossing pair of r4-strands connecting the

T ' bp+q+1le) T (2bg+ba+q+1ei2) B (205 +ba+q+1ei2) B'(bs+q+1,e)

top and bottom vertices, respectively (note that this crossing does not respect step labels). This
rq-crossing is bi-passed on the right by the (1, — 1)-strand connecting the

Tl bp+q+2,6)  Bi'(bp+q+2,e)

top and bottom vertices. We undo this triple-crossing using case 1 of relation R5 (the other term is
zero by Lemma 4.1). The concatenated product is minimal and step-preserving, as required. U

Finally, in order to deduce equation (6.10), we observe that

Pus®P?, ®P53
Psa®P%,®Pa

Pysa®Pgs

3D
ad.]@ojzﬁ(epoaﬁ ®Sp0t§) = TP¢QH®PE1

30 ep, @((forkd2,@spot;))adiass (ep, ®spot)i@ep,, ) = T

as the concatenated diagrams are minimal, step-preserving, and residue-commutative.
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6.6. The fork-hexagon. The aim of this section is to show that

(ep,, @ hexgggg)(epm ® forki, @ ep,,,, )(ep, @ adjal ®ep, . )(ep,, © hexgggg) (6.18)
is equal to
adj e 2 (6P ® forky)) (cp, @ hex] (20 ® ep,)adjfns 07 (6.19)

Unlike earlier sections, we find that neither of 6.18 or 6.19 is of minimal length. We again set j = i+ 1.
First assume that b, > bs. For 6.18, we must simplify the middle of the diagram. We define

Pgp B M7 X Py B M?ﬁq X P?i2 DM, My~ 5 PYsy 0<¢q<bg
bas— bs . aab - N
FHq,aﬁa = Pq@ X Mz)a & Pz o X sz—Q e Mi§+2 X Mf 7 X P?+1 bﬁ < q < ba
bes— b aqab —be,
P, X Mb X P*” q@Pif_Qs‘gMisz&Pfil&Pgb bo < q < bag

We have that FH, o350 ~ Hg apa because the former is obtained from the latter by reflection through
the first a-hyperplane it crosses, this is depicted in Figure 28. Similarly, we define

Po R M IR MY

bs . ba—q be bs . pbs
i+l pir1 P s My TP o Ml @5 Py 0S¢ <

_ -b b b bo— S bs . b
FHgas = Q Po MY 77 RIM]T RIPYY, 0 M TRIPY: @0 MY g Py bs < g < ba

q—bg bg q—ba be bap—q _ bs
P, XM, &Pi+2 ®g |\/|i,iJr2 ®Pi+1 Ra Mi+1 Qg PiJr2 bo < q<bap

We have that FH, 503 ~ Hg 303 because the former is obtained from the latter by reflection through
the final 3-hyperplane it crosses. We note that FHy_ , oga = Pg—s K FHp_, 5as. One can define the
paths FH, osa and FH, 5, for b, < bg in an entirely analogous fashion.

a3

FIGURE 28. An example of the tableaux FHy o0 for bas>¢>0. We note that FH,_ ; aga = FHo_ ; sas-
The reader should compare these reflected paths with the first five paths of Figure 19.

Pogspas

Proposition 6.6. The element T
Psapsa®

pb is independent of the choice of reduced expression.
B

Proof. We proceed as in the proof of Proposition 5.11. We set T = P 45545 and B = P65, ® Pbﬁ.
We set

ti(q) = T Hbap +.6)  tix1(@) = T (baa + @6i01)  tiva(q) = T (bapa + ¢, €i42)

bi(q) = B~ (bap + ¢,€it1) bi+1(¢) = B~ (bacvar + @, €it1) bi+2(q) = B " (basa + ¢, cit2)
for 0 < g < by + 1. We have that

ti(g) <ti(g+1) <tiya(q) < tiya(g+1) <tiy1(q) < tiv1(g+1)

bi(q) > bi(q+1) > biya(q) > biya(qg+1) > bir1(q) > bit1(g+1)
for 1 < g < by and

ti(l) < ti+2(0) < ti_;,_l(l) ti(ba) < ti+2(ba + 1) < ti+1(ba)
bz(l) > bi+2(0) > bi+1(1) bz(ba) > bi+2(ba + 1) > bi+1(ba).
Thus the subexpression 1, is the nib truncation of a quasi-(b, + 2)-expression for w = (13), which is
independent of the choice of expression by Corollary 4.10. Thus the result follows. O

Proposition 6.7. We have that

JeLeTe] @ 1ot safay _ ~Pogspas
(ePVWJ ® hex@aﬁa)(epww ® forka(lll & epﬁa)(epvi ® adJCX?Z; ® ePa[ﬂa)(era ® hexgaﬁaﬁ) - priﬁ;ﬁa@P%
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Proof. For 0 < ¢ < bae, we claim that

P@ ®H afSa
(ep, ©hexoapa () (ep, @ forkd? @ ep,, ) (adjnd ® ep,.. ) (e, © hex™™ *(q)) = Tp " et | (6.20)

and the statement of the proposition will immediately follow. We now prove our claim. We set
Ty = Pug @ hexapa(q) and By = Pay ® FHy o 5. We consider the strand, @, from T;l(ba/q +q,¢;)
on the top edge to Bq_l(baga + q,€i+1) on the bottom edge of the diagram

(ep, ® hexapa(q)) o (forkd% @ ep, ) o (ep,, ® hex™7(q))

for 0 < ¢ < bop. We wish to consider the non-zero degree crossings of the rg-strand @ within the
diagram. These are with the strands 2y, @, 23, 24, D5, Zg, 27 connecting the

Toi(bap +a—1e) T asa +a.civ1) To(bapa +a+Lem) Tih(basa + 4+ 2,€i1)

Tt (bapas +a+Lema) To(bapas +a+2ei42) Toh(bapas + ¢+ 3,€ir2)
top vertices (which are ordered in increasingly from left to right) to the

B,;,}l(baﬁ +q,€) B;_&l(baﬁa +q,€i41) B;h(baﬁ +q+1,¢) B;&l(baﬁa +q+2,641)

Byt1(bapap +a+Lieiva) Bili(bapas +q+2.€ir2) Bili(bapaps + ¢+ 3,cit2)
bottom vertices, respectively. The residues of these strands are rq + 1,74 + 1,74,74 — 1 for the first
row and and r4 + 1,74,74 — 1 or the second row. We have that

Tq_il(baﬂ +q—1,¢g)< Tq_il(baﬁa +q,€i4+1) B;j1(baﬂ +q,5) > B;_&l(baﬂa +q,€i41)

and so the pair of strands 2; and 2, form a crossing of (4 + 1)-strands. The strand @ crosses 24
and 25 exactly once each. The remaining 5 strands are all vertical lines (in other words their top
and bottom vertices coincide). The strand @ crosses each of these vertical strands twice. (Thus the
total degree contribution of these crossings is zero.)

We undo the crossing of ) with the triple of strands 25, Z¢, 27 as in the proof of Proposition 4.4.
Pull the @ strand through 2, using case 4 of relation R4 at the expense of acquiring a dot on @ (the
other term is zero by case 1 of relation R4) we then pull the dot on @ upwards through the crossing
of @ and 25 using relation R3 and obtain two terms: the first term, in which the dot has passed

through the crossing, is zero by case 1 of relation R4; in the second term, in which we undo one (of
®®Hq afBa
®FHg gap

Now suppose by < ¢ < bap. The ry-strand connecting the B™1(4by, + 2bs — ¢, €i41) and T 1(4by, +
2bs — ¢,€i+1) top and bottom nodes double-crosses the (ry + 1)- r4- and (ry — 1)- strands connecting
the T~ (4b,, + 3bs —q—1,ei42), T (4be + 3bs — q,€it+2), T 1(4bs + 3bs —q+ 1,ei42) top vertices
to the B_1(4ba + 3()/@ —q—1, 8i+2), B_1(4ba + 3b[3 — q,5i+2), B_1(4ba + 3bﬁ —-q+ 1,6i+2) bottom
vertices. We undo these double-crossings as in the proof of Proposition 4.4. O

the two) crossings between @) and 23, is equal to (S as required.

Proposition 6.8. We have that

000303 oBa3 doaBaB _ ~~Posssas
adj ¢¢[’1a0[‘3(ep¢s¢ﬁa ® forkﬁﬂ)(epa ® hex(mﬁa ® ep )adjqjawaﬁ TPMZ‘Z[M@P%. (6.21)
Proof. For 0 < q < by, we claim that
P BapB _ P sBaB
szg‘Hq,oaaa(@Pﬁ (ep, ® hexgapal(qg+1) ® 6pﬁ) = sz%Hq,eaﬁa®Pﬁ' (6.22)

We decorate the top and bottom edges of the concatenated diagram in equation (6.22) by the paths
T = Pygupap and By = P,z, ® Hy+1,0608a @ Pg. Foreach 0 < g < bj the strand (of residue ry € Z/eZ,
say) connecting the top T (bas+¢, €i41))th and B! (bas +¢, €i41)th bottom vertices (both of which
are equal to (bas+q)hl+0(i+1)) of the concatenated diagram has double-crossings of non-zero degree
with three strands of residues r4+1, 7, and r,—1 connecting the T*I(bgaﬁ —1+q,&;42)th, T-! (b@aﬁ +
q,€i+2)th, and Til(bgag + q + 1,&;42)th top vertices to the B;l(bﬁaﬁ — 14 q,ei42)th, qul(bﬁaﬁ +
q,€i4+2)th, and B;l(bﬁaﬂ + g+ 1,e;42)th bottom vertices respectively; we undo these crossings using
Proposition 4.4. Now, for bg < ¢ < bops the claim is immediate as the concatenated diagram is
step-preserving and has minimal length. Finally, we substitute equation (6.22) into equation (6.21)
and the resulting diagram is again step-preserving and has minimal length and the result follows. [
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6.7. The tetrahedron relation. We now check that the image of the tetrahedron relation holds in
the quiver Hecke algebra. Our aim is to show that

BapyaBess
BayBaPeos

ayoaBayses
ayBafysss

YoyBaysos

ayBaffyo00 afyayPess aBayoPBsss
ayaBayses o hex o hex

afyayBeds aBayaBose BaByaBsss © COM

hex o hex o com

is equal to

Bayafagrs
BayBaLods*

ByoyBosss
sPlayaBasds

~YBaByoasss
ByoyBosss

YyaBayoapss
BafByoasdsy

afyayeeey
rapBayasss

YyoyBaysss

YyoByoaysos © hex

com o hex o hex o com o hex

YayBaysss

is independent of the choice of reduced expression.
BayBafPsss

Proposition 6.9. The element ¢E

Proof. For notational ease, we let j =¢+ 1 and k£ = ¢ — 1 and we decorate the top and bottom edges
with T = Pyaqysayess and B = Psaqpa8e0s respectively. For each bg < g < bop + 1, we consider the
collection of permutations w, formed from the rg-strands connecting each of the
Bi—1(q) =B '(q,ei-1)  Bi(q) =B (by +q,&)
Bit1(q) = B (bary + q,€i41) Bi+1(q) = B! (bapy + ¢, €i42)
bottom vertices to
Tiilg) =T Hgeim1)  Tilg) =T by +q,)
Tit1(q) = T (bay + ¢,€i41) Tir1(q) = T (bapy + ¢, €is2)
top vertices respectively. By definition 7y = rq41 + 1 for bg < ¢ < bop + 1. We let w denote the
subexpression consisting of all strands from (the union of) the wg-subexpressions for bg < ¢ < bopg+1.
One can verify, simply by looking at the paths T and B (and their residue sequences) that any bad-
crossing in w belongs to ¥y, w). We have that
Bi—1(q) <Bi—1(g+1) < Bit2(q) < Big2(¢+1) <Biy1(q) < Biyi1(g+1) < Bi(q) < Bi(g+1)
Ti—i(q) > Tici(g + 1) > Tiga(q) > Tiga(g +1) > Tixa(q) > Tixa(g+1) > Ti(g) > Ti(g + 1).
for bg < g < bap. In other words, the rq-strands for bg < ¢ < bap form a ¥(q 4(2,3), braid (and thus
this subexpression is quasi-dilated and of breadth b,). We now restrict to the case ¢ = bg, as the
q = bos + 1 is similar. We have that
Bi—1(bs +1) < Bit2(bg) < Biya(bs +1) < Biy1(bs) < Biy1(bs +1) < By(bs + 1)
Ti_l(bﬁ + 1) > Ti+2(b/{j) > Ti_l,_z(b/ﬁ + 1) > Ti+1(b[j> > Ti+1(b[3 + 1) > Ti(bﬁ + 1)
(We have not considered the strands connecting B;_;(bg) and T;—1(bg) or B;(bs) and T;(bs) as these

were removed under the nib truncation map.) Thus 9y, is independent of the choice of expression
by Corollary 4.10 and the result follows. See Figure 29 for an example. O

2 €4 &4 €3 €4 E1 E4 &4 &2 &1 &4

€2 €3 €4 E2 &2 €3 &4 €3 E£3 &1 &4 €3 E3 &2
1 2 3 0 4 1 2 0 4 0 1 3 2 3 0 4 1 3 0 2 1 2 3 0

o1 3 2 4 1 2 0 4 0 1 3 2 3 04 1 3 4 2 0 1 3 2

€1 €2 €4 €4 &1 €4 E3 E4 €4 E2 €3 &4 &4 €1 E3 E3 &4 E3 E2 £3 &4 €3 &2

P [ (a3
FIGURE 29. The element wP; “’Z ;ZZZ forp=5h=3/¢=1and o =ey—e3, 3 =¢e3—¢c4,7 = €2—¢1.
avyBa

The thick black 4-strands form a w = s3s9515352s3 braid. Together with the wiggly strands, these
form a subexpression niby),, containing all bad crossings.
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Proposition 6.10. We have that TP vavsarases o equal to both

P[ja'y/ﬁa,@@(zﬂz‘(b

ayBafBysss
afByayBoss

ofyoyBoss aBayaBoss BapByoBoss

~YoyBaysos ayaBaysps
o hex aBayaBopd © hexﬁaﬁ'ya,@ﬁﬁ(ﬁ © Comﬁa'yﬁaﬂtzﬁwﬁ

ayaBayosss ayBoalBysss © hex

hex ocom

and

BavyaBagss
BayBapess”

ByayBosss
sLBayaBasds

YBaByosss
ByayBagss

YaBayosss
BaByasssy

afByoaysssy
YyaBayopss

YyayBoyses

YyaByoaysos o hex

com o hex o hex ocom o hex

Proof. We set k =i —1, j =i+ 1. We will prove the first equality as the second is very similar (for
more details, see Remark 6.11). We proceed from the centre of the diagram, considering the first pair
of hexagons (on top and bottom of a pair of commutators), the second pairs of hexagons (on top and
bottom of the previous product) and then finally the last commutator (below the previous product).

Step 1. We add the first pair of hexagonal generators symmetrically as follows

ayafayosss ~YBaBy afByayBesd _ APavapaysss (6 23)

hexa’Yﬁaﬁ’YWMf (ep, ® COM 3y o3 & epww)hexocﬁavaﬁ(éw " " Papayapsss’

The only points worth bearing in mind are (i) double-crossings strands of non-adjacent residue can

ayaBaysps

be undone trivially and (éi) that the implicit adjustments in the definitions of hex and

ayBafBysps
hexgglzlg%ﬁ will give rise to (a total of |bo, — bg| + |ba — by| 4+ |bg — b4|) double-crossings which can
be undone as in the proof of Proposition 4.4.

Step 2. We now add the next pair of hexagonal generators symmetrically to the diagram, TEZ;‘:i Z;Z’:‘;,

output by the previous step in the procedure. We first note that

_ P¢®H0,a1a®Pﬂaﬂya¢)

-P¢®H0,a'yoc®P,Ha'y0¢ o TPa'yaﬂa'ymAw oa -Paﬂaﬂya,ﬂm&a
Paﬂa'yaﬂxzwua JP¢®H0,01[%04®P'704[—7¢¢ Pw’®HO,aﬂa®P—yaH¢¢

Pa'yaﬁa'ywm)
again by (a total of |bs — b, | applications of) Proposition 4.4. We claim that

(hex™ () @ ep,y.. 0, ) Trlon 1 ap 77 (heXonia(a) © b, 0,) = Tplon' 17007777 (6.24)
for 0 < ¢ < max{bg, by} + bs. For 0 < ¢ < bn + |bg — by| the concatenated diagram on the lefthand-
side of equation (6.24) contains a distinguished strand connecting the T~!(min{bg, by} +q+1,¢;) top
and B~!(min{bg, by} + ¢+ 1,&;) bottom vertices. For 0 < g < by + |bg — b-| the distinguished strand
passes from left to right and back again, thus admitting a double-crossing with each of the (ry — 1)-,
rq-, (rq + 1)-strands connecting the

T_l (min{bﬁa b’7}+ba+Qa 5i+1) T_l(min{bﬁv b7}+ba +q+1, 5i+1) T_l (min{bf}? b7}+ba+Q+2a 571-1-1)
top vertices to the
B~ (min{bs, by} +ba+q,ci11) B (min{bg, by} +bat+q+1,6:01) B (min{bg, by} +bo+q+2,8i41)

bottom vertices. For |bs — b,| < ¢ < bo + |bg — by| the distinguished strand also admits a double-
crossing with each of the (14 — 1)-, 74-, (rq + 1)-strands connecting the

T! (min{bﬁ, b.y}—l-baﬁ—i—q, 8i+2) T_l(min{bﬁ, b.y}—i-baﬂ—i-q—}—l, 5i+2) T_l(min{bﬁ, b‘y}—i-ba@—i-q—l-Q, E/L'+2)
top vertices to the
B! (min{bs, by }+bas+q,cir2) B H(min{bs, by }+bast+qt1l,ei02) BT H(min{bg, by} +bastqt2, site)

bottom vertices. Note we have broken these strands into two triples. For 0 < ¢ < by + |bsz — b,| we
undo the double-crossing of the distinguished strand with the former triple using a single application
of Proposition 4.4. For |bs —b,| < g < by + |bz — b,| we undo the double-crossing of the distinguished
strand with the latter triple and then the former triple as in the proof of Proposition 4.4. Thus
equation (6.24) follows. If bz > by (respectively by > bz) we must now multiply on the bottom
(respectively top) by the remaining terms to obtain a minimal, step-preserving diagram. We hence
deduce that

Pavyapavysss Hba7,¢a7a®Pﬁavww

(heX¢a7a & epﬁa"rﬂw)TPa[ja_ya[ngQ) (hex(ﬁaﬁa & qua[ﬁﬂﬂ) = Hbaﬁ,aaﬁ(x@PvaBQ)Q).

We now multiply on the top and bottom by the other “halves” of the hexagonal generators to get

~YoyBoyses Pawa,@a’vmaw hexa,@a’ﬂlﬂﬂ@ﬁ _ prawﬁaww’tw (6 25)

hex =
€ ayafBaysss Paﬁawa[ﬂ;&mﬁ BapyaBess P,Baﬁvoc[immé
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where here the hexagonal terms are minimal and step-preserving, but we must again undo any double-
crossings arising from adjustments as in the proof of Proposition 4.4. We emphasise that the righthand-
side of equation (6.25) is independent of the choice of reduced expression, which can be shown in a
similar fashion to Proposition 6.9.

Step 3. For 0 < g < bg, we claim that

b tr P @ O D P) = T L vy, (620
and for bgy > g > 0, we claim that
TEILET (ep 0 ® COMo3(q) ® ep, ) = Tpl“Le00 : (6.27)
Ba®tq, B8RP, 5444 B v aBeos Psa®Cypa(g 1)®€Pa[3¢¢¢

We consider the former product, as the latter is similar. If b, > bg, then the concatenated diagram
is minimal and step-preserving. If b, < bg then the r,-braid connecting the strands

T g+ 1,e21) T oy +g+1e) T ooy +q+1Leir1) T (bapy +q+1,6i42)

B '(g+1,6i-1) B by +qg+1,6) B bay+q+1,6i01) B (bapy +q+1,6i12)
top and bottom vertices form the non-minimal expression (s2s1535253)s3 (the bracketed term belongs

to the multiplicand TE;Z;’S Zgzzz and so can be chosen arbitrarily, we have chosen the simplest form
for what follows). The rg-strand with label &; double-crosses the (ry — 1)-strand connecting the
T Y(bary + g + 2,6i41) and B7L(bory + ¢ + 2,2:41) top and bottom vertices. We undo this double-
crossing at the expense of placing a KLR dot on the rg-strand (the other term is zero, by case 1 of
equation (R4)). We then pull this dot through the r,-crossing labelled by the ¢; and e;42 strands
and hence undoing the bottommost crossing (the other, dotted, term is zero, again by case 1 of
equation (R4)). Thus our 74-braid now forms the non-minimal expression ss1535253. The rg-crossing

of strands connecting the
T boy +q+1ei01) T lbs+g+1le) B ' bg+qg+1,e) B (bay+q+1 i)

top and bottom vertices is bi-passed on the left by the (r,+1)-strand connecting the T~ (ba-y +¢, £i+1)
and B™1(bay+4q, €i41) vertices. We pull this (r,+1)-strand through this crossing using relation R5 and
hence obtain the diagram in which the crossing is undone (at the expense of another term, which is
zero by Lemma 4.1). Thus our rq-braid now forms the minimal expression s2s1s3s2, and the diagram
is minimal and step-preserving, as required. O

Remark 6.11. The reader should note that in equation (S8), the righthand-side is obtained by first
flipping the lefthand-side through the horizontal and vertical azes and then swapping the [3 and -~
labels. The “very similar” proof of the second equality in Proposition 6.10 amounts to rewriting the
above argument but with indices of the crossing-strands determined by the horizontal and vertical flips
and recolouring (swap mentions of bg and by ) of the indices in the proof above.

6.8. The three coloured commutativity relations. We now verify relation S7. Namely,

pafBa oBas oBad3 eBéaB_ -80BaB __ safBa saBia padBa_ -odaBa pafa
hexwaﬁ COM 5,5 3COM 550, 3COM,, BaﬁadJ sho = COMy L 55,COMy 55, com C!ﬁaadj mﬁahex 080
By Boévy By By B Bo~y

comﬁ Vcom Bvcom ~3 :com%@ comﬁ ,ycom ~3

afa

We prove that both sides of the former/latter equality are equal to T(AQ,B of and T~ E};Y 3 One can check
that the former diagrams is independent of the expression by generalising Proposition 5.11 and that
the latter diagram is residue-commutative by generalising Proposition 5.12. These commutativity
relations are easy and so we suppress the explicit factorisation.

Consider the lefthand-side of the first equality. For 1 < ¢ < bs the strand connecting the
P;;ﬂ ws(a,e5) and P_;ﬁ «3(¢;€;) northern and southern vertices double-crosses the strands connect-
ing each of the P;iﬁa (bs + p,ej+1) and P_Q}ﬁaﬁ(bg + p,€j+1) northern and southern vertices for
p=q—1,q,g+ 1. Now consider the righthand-side of the first equality. For 1 < ¢ < bs the strand
connecting the P;éga (bapa+q,€5) and P_;ﬁaﬁ(baﬁa + ¢, €;) northern and southern vertices double-
crosses the strands connecting each of the P(;(iﬁa (bapas + p,ejr1) and Pjﬁaﬁ(baﬁaﬂ + p,gjv1)
northern and southern vertices for p = ¢—1,q,q+ 1. For each 1 < ¢ < bs we can undo these crossings
using Proposition 4.4.
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Consider the lefthand-side of the second equality. For 1 < ¢ < min{bg, b;} the strand connecting the
Pg,ly (g,er) and Pi} 3 (g, &) northern and southern vertices double-crosses the strands connecting each
of the P;% (by +p,ek+1) and Pjﬁ(ba, + p,€g+1) northern and southern vertices for p =q¢—1,¢,q+ 1.
Now consider the righthand-side of the second equality. For 0 < ¢ < min{bg, bs} the strand connecting
the P[;ly (b5 —q, €x) and Pjﬁ (bs~s —q, k) northern and southern vertices double-crosses the strands
connecting each of the P[;ly (bay~s —Ds €k+1) and P_aiﬁ(bﬁ‘w —p, €k+1) northern and southern vertices
for p=¢+1,¢q,9—1. For each 0 < ¢ < min{bg, b5} we can undo these crossings using Proposition 4.4.

Thus we obtain the desired equalities and the image of relation S7 holds.

6.9. The fork and commutator. We have that

3 3 P -Bo 3
(ep, ® forkﬁ’;:’y)(comfyg ®ep.)(ep, ® comfyg) = Tpf‘g’%@% = (adjg[‘,3 ®ep.)(ep, ® comfyg)(fork?;',yy ®ep,)
as the righthand and lefthand sides are both minimal, step-preserving, and residue commutative (after
undoing any double-crossings of non-adjacent residue using the commutativity relations).

6.10. Naturality of adjustment. For each generator, we must check the corresponding adjustment
naturality relation pictured in Figures 3 and 4. For the unique one-sided naturality relation, (spot? ®
ep,)adjss = ep, ® spot?,, this follows by a generalisation of the proof of Proposition 5.10. The
remaining relations all follow from Proposition 4.4.

6.11. Cyclicity. Given «, 3 € II labelling a pair of non-commuting reflections, we must show that

v =T . (6.28)

The lefthand-side of equation (6.28) is equal to

(ePrype @ (spot; ® epﬁ)forkgg) (ep, ® hexgggi ®ep,)((adjaa(ep, ® (forkgS (ep, ®spoty)))) ®ep,, ;)

asdBaBo
L1 1eLe%6)
of reduced expression by simply re-indexing the proof of Proposition 5.11). The righthand-side of

equation (6.28) is equal to

which is minimal and step-preserving and so is equal to T (which is independent of the choice

a3 3 .Baf3
adjgen e (ep, @ hex( 55 ® ep, ) (ep,, © adi,515). (6.29)
It will suffice to show that
B30 Heo, 5.805®Pp
(hex5a5 & ep@)adngaﬁ = T@(Z)a%a (6.30)

as bg applications of this will simplify equation (6.29) so that it is minimal and step-preserving. The
lefthand-side of equation (6.30) contains an r-strand from H;}wa(q +1,6i41) to Pa;aﬁa (g+1,ei+1)
which double-crosses the strands connecting the top and bottom vertices

Ho oo (ba +q+1,5) H !

(bo +q,6:) H ! 7B

g,aBa (ba +q+2, 51’)

-1

Pal (ba + q, gi) P@Qjaﬁa

saSa (ba+Q+1751) Pal (ba+q+275i)>

saLa
Taqbﬁa,ﬂw

respectively. We undo these double-crossings as in the proof of Proposition 4.4 to obtain T Bog
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6.12. Some results concerning doubly-spotted Soergel diagrams. The remainder of this sec-
tion is dedicated to proving results involving the “doubly-spotted” Soergel diagrams. These proofs
are of a different flavour to the “timeline” proofs considered above. We shall see that each Soergel
spot diagram roughly corresponds to “half” of a KLR dotted diagram. This idea is easiest to see
through its manifestation in the grading (Soergel spots have degree 1, whereas KLR dots have degree
2). We have that

?

O

v

ght+-i bahl—ba+q+1
6P¢< II wbahz—ba+q+1>€Pa< IT o )epQ, (6.31)

ba>q=0 0<g<ba

= ep, (Youht—nero(i+1) = Yi)er, (6.32)

by relation R4; this is easily seen from the fact that the only crossings of non-zero degree are a
double-crossing of strands which begin and end at the Py (ba,eivr1) = (bohl — he + B(i + 1)) and
Py ! (1,&;) = i points on the top and bottom edges of the diagram (and application of case 3 of relation
R4). Arguing similarly, one has that

T bahl—bn 1 hl+i
= 6Pa ( H wth.l,_z +q+ >6P¢ ( H ,(bgahziba-‘rq-‘rl) 6P(l (633)

’ 0<q<be bo>q=0
o .

v

= CP, (ybahéfbafh€+1+a(i+1) - ybahéfbaJrl)ePa- (6.34)

Proposition 6.12. Let o = ¢; — €41, = € — €41 € L with by, > 1 and 0 < q¢ < by. We have that

Y0(i+1)Pgy = Yhe-+0(i+1)CPyy Yo(i)€Pgy = Ynt+0(i)EPoy (6.35)
Yntin(i+1)CPy, = YB(i+1)CPy,  Yhtt~(i)CPy, = Y0(i)CPy., (6.36)
Yq(ht—1)4~(i41) Py = Y(q+ 1) (hi—1) v (i+1)EP>  Ya(hl—1)+~v(5)€Py = Y(q+1)(hi—1)+~ (i) EP~ (6.37)

whenever the indices are defined (cross reference Definition 2.22).

Proof. We prove both cases of equation (6.35), the other pairs of cases are similar. Our assumption
that b, > 1 implies that the residues of the ith and (i 4+ 1)th strands are non-adjacent and similarly
that the (h¢ + 0(i))th and (hf + 0(i + 1))th strands are non-adjacent (this is not true if b, = 1).
Therefore we have that

he+0(i+1 (i+1
0= Yhppiepyy Uy = (y; — Yht+i)€Pgy = Py Z+1l e P@th:@ )Z+1) (Yi — Yneri)epy,
where in each case the first and second equalities follow from Lemma 4.1 and case 4 of relation R4. [

Proposition 6.13. Let o =¢; —€j41,7 = € — €41 € Il with bo, =1 and 0 < q¢ < by. We have that

(Yi — Yit1)eryy = (Yne+i — Ynerit1)epy, (6.38)
(yh€+'y(i+1) - ’yMJr»y(i))er7 = (Yit1 — Z»/i)fipm7 (6.39)
(yq(hﬁ—l)ﬂ(i) - yq(h€—1)+’v(i+1))€Pw = (y(q+1)(h€—1)+~/(i) - y(q+1)(h€—1)+’7(i+1))eP7 (6.40)

whenever the indices are defined (cross reference Definition 2.22).

Proof. We prove equation (6.38) as the other cases are similar. Since b, = 1, we have that 0(i) = ¢
and (i + 1) =i+ 1 (in other words, i # hf) and are of adjacent residue. We have that
(Yhe+it1 — Yneti)epyy = er¢hﬁz+l¢%E+1ePwm

_ hl+i+1y, ) hé+i,i+2 hl+i
= (ePyy Ut J¥its ¢he+i(¢he+z+1epm)

(
= (eppy Uit UMD Wi 1thithirn + Yitbin1 ) (T 0Ly epgy)
(eP@@ whgifl@b%;ﬂ)wl%le (%ﬁﬁﬁﬁfﬂ €Pyy )
= (epyy ity 1 VIS i1Vt (Uit i1 Vieryy)

= (epm%%ﬁf“)%ﬁi,l?ﬁhwi—l%Lﬁri_lW%Ifﬂwepm)

(

_ it hl+i+1 R YA hi+i—1,)
= (ePyyVitlhiri—1)Vheti Vheri—1Vhelig (Vi1 Yiepy,)
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= (epyyVilhti 1) (1 + Ynesio1¥neriVnerio1) (U1 Piep,,)
i+1 hl+i—1

= (epmwiwﬂ;ﬂ—l)(wﬂjz viepy,)

= epy,Yithiepy,

= epy, (Yir1 — Yi)epy,
where the first equality holds by the third case of relation R4, the second holds by the second case
of relation R4 (the commuting version), the third holds by case 2 of relation R5, the fourth holds by
Lemma 4.1, and the fifth to the seventh by the second case of relation R4 (the commuting version),

and the eighth by the first case of R5, and the ninth by Lemma 4.1, the tenth by the second case of
relation R4 (the commuting version), and the eleventh by the third case of relation R4. (]

6.13. The barbell and commutator. For 3, € II labelling two commuting reflections, we check
that

Il
=

Y a8 “
-

X (6.41)
3

In other words,
3 . 3 .
(spotgspoté) ®ep., = adj5)(ep, ® (spotgspoté))adjgs.
This relation is very simple to check. We have that

adjS ) (ep, ® (SPOt?;SPOtg))ade = adj52 (U, he—her0(4+1) — Ysynets)adidsep,,

_ .(7)'7 .7(7)

= (yb.yﬁhé—h€+1—b.\,+'y(j+1) - yb,yhu»y(j))3djwadjmepw
= (yb7[;h£7h€+1fb-,+7(j+1) - yb-ythr'y(j))ePo—y

= (Ybsht—he+0(i+1) — Yj)€P.,

where the first equality follows from equation (6.34), the second equality follows from the commuting
cases of relations R3 and R2, the third equality follows from Proposition 4.4, the fourth equality
follows from applying Propositions 6.12 and 6.13. Again by equation (6.34), we have that

3
(spot;spot,) ® ep, = (Y hene0(j+1) — Uj)P.,

as required.

6.14. The one colour Demazure relation. For « € II, we must check that

] 4 8
7 ? + U ? =20 : . (6.42)

O \@

In other words, we must check that

(spotfspoty) ® ep,, + adjag (ep,, ® spotlspoty)adjss = 2(ep, ® spotg spot?,)

Substituting equation (6.32) and (6.34) into the above, we must show that

€P e (Ybaht—ne+0(i+1) — Yi + adjos (Yoo he—he-+0(i+1) — Ybohtti)adj5n ) €p,.

(6.43)
= 26P, 0, (Yboo h—bo—hl+1+c(i+1) — Ybaahl—bo+1)EP 0 -
This leads us to consider the effect of passing dots through the adjustment terms.
Proposition 6.14. Let a € II. We have that
adj2 S Y he+iadJG8 = Ybooht—ba+16Pun (6.44)

adj5g (o — 2)...adjog (0)¥b, o he—ne+o(i+1)adjg (0)...adjag (ba — 2) = Yb,, o he—he40(i41)0Pya - (6.45)

Proof. By the commuting case of relation R2, we have that the lefthand-sides of equation (6.44)
and (6.45) are equal to Yy, ne—b.+13djagadige and vy, pe—nesoi+1)ading (ba — 2)...adjog (ba, — 2) re-
spectively. The result then follows by Proposition 4.4. O
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In equation (6.45) we pulled the dot through most of the adjustment term; in equation (6.46) below,
we pull the dot through the final adjustment term. Equation (6.47) has an almost identical proof and
so we record it here, for convenience.

Proposition 6.15. Let o« € II. We have that
adjﬂ‘aybahu@(iﬂ)adjgf = (Ui + Yboht—bat1+0(i+1) — Ybaht+hli—bat1) €Py., (6.46)
adjﬂ‘aybahe_baﬂadja"f = Ybo htthl—ba+1€Pg,, - (6.47)

Proof. We first prove equation (6.46). The dotted strand in the concatenated diagram on the left of
equation (6.46) connects the ¢ = Pw_ot(l, gi) top and bottom vertices, by way of the bohl + (i + 1) =

P;é(l, g;+1) vertex in the centre of the diagram. We suppose this dotted strand is of residue r € Z/eZ,
say. This dotted strand crosses a single strand of the same residue: namely, the strand connecting
the Paal (ba + 1,€441)th vertices on the top and bottom edges. By relation R3, we can pull the dot
upwards along its strand and through this crossing at the expense of an error term. We thus obtain

.0 .al) Popo 1 Pa Pyp®So,a ;1 S1,a®Pg Py,
adJaa@ybah£+@(i+1)adJ®aa = ePaV) (ylwpz@ wp@f)epaﬂ + epa@ (flpsf),a@P@ wS(),a@Png@f)ePa@ (648)

(we note that S, = P?). The first term in equation (6.48) is equal to yiep,, by Proposition 4.4
(and this is equal to the leftmost term on the righthand-side of equation (6.46)). We now consider
the latter term. We label the top and bottom edges by T = Py ® P?, and B = Py ® P,. There is a
unique crossing of strands of the same residue in the diagram

P@®So,a sl,a®P@ Pa

eP@a (wSLa@P@ o wSO,Q@P@ ° wp@f)epﬂ)a

namely the r-strands connecting the i = T71(1,&;) and B~'(by + 1,£;41) vertices on the top and
bottom edges of the diagram. This crossing of strands is bi-passed on the left by the (r + 1)-strand
connecting the T~!(by,ei11) = B (ba, &i11) top and bottom vertices. We pull this (r + 1)-strand to

the right through the crossing r-strands using case 2 of relation R5 (and the commuting relations).
We hence undo this crossing and obtain

P®®SO,& Sl,a®PQ)
ep(?)a (ws1,a®P@ ¢P@®So,a)epwa
(the other term depicted in equation (R5) is zero by Lemma 4.1). Now, this diagram contains a
double-crossing of the r-strand connecting the (Py @ P?)~(bo + 1,€;+1) top and bottom vertices

and the (r — 1)-strand connecting the (Py ® P%,)7(2,¢;) top and bottom vertices. We undo this
double-crossing using case 4 of relation R4 (and the commutativity relations) to obtain

Py, (Yoo h—bot14cu(i1) — Ybahl+hl—ba+1)€Py, (6.49)
and so equation (6.46) follows. Regarding the enumeration above, we note that
(Pg@P°)  (bo + 1,6i41) = bahl —bo +1+a(i+1)  (Py@P°)"12,e;) = bohl 4+ hl — by + 1.
Now we turn to equation (6.47). We push the KLR-dot upwards along its strand using R3 to obtain
Poe P Pe®S0,0 51,0 ®P Pe
Py (ybahZ—ba+1+a(z‘+1)¢Pg@¢P@f)eP@a ~ Py (@bsf),a@oP@ ‘bs;,a@Pg © @Z’P@f)e%a- (6.50)

The first term is equal t0 Yy ne—b,+1+a(i+1)€Py. (again this follows by Proposition 4.4). The second
term is identical to the second term in equation (6.48) and so is equal to equation (6.49) but with
negative coefficient. Thus we can rewrite equation (6.50) in the form

€Pya (ybahf—ba-I—l-i-a(i—‘rl) - (ybahe—ba+1+a(i+1) - ybah£+hé—ba+1)) €Pyn
and equation (6.47) follows. O

We now gather together our conclusions from Propositions 6.14 and 6.15 (shifting the indexing
where necessary) in order to prove equation (6.42). We have that (spot?spot) ® ep,, is equal to

€P o (Ybaht—he+(i+1) — Yi)€P,q
and adj5 (ep,, @ spotfspotd)adjSs is equal to

—€P o Ybpohl—bo+1€Pys T €P (ybahé—hé—i—i F Yboa hl—bo—hl+1+a(i+1) — Yberoehl—be+1) EP e
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By Propositions 6.12 and 6.13, we have that

Yba hl—he4+-0(i+1)CPga = Ybaahl—bo—hl+1+a(i+1)EPya
for b, > 1 and by Proposition 6.12 we have that
Yi€Pyo = Ybahb—hl+i€Pyq
for b, > 1 (we note that this latter statement is vacuous if b, = 1 as the subscripts are equal). The
former pair of terms sum up and the latter cancel, so we obtain
(spotgspoty) ® ep,, + adjog(ep,, ® spotgspoty)adiss = 2ep, (Yoo ht—he40(i+1) = Yoaahl—bat1)€Po

Hence equation (6.43) holds by a further application of Propositions 6.12 and 6.13.

6.15. Two colour Demazure. For «, 3 € Il labelling two non-commuting reflections, we must check
I

_ —_—

|
LG I - ' =y : - ‘

!

We assume that the rank of ® is at least 2. The reader is invited to check the rank 1 case separately

(here the scalar 2 appears due to certain coincidences in the arithmetic).

Proposition 6.16. Let o« € II. If by > 1, we have that

(6.51)

Yoo hl+ht+0(i+1)CPyng = (yl+y®(z+1) ybah€+he—ba+1)€P@a@

Ybo R+ hi+i€Pyy = Ybo hl-+heEPy g = Ybahl+hl—bo+1€Py g
and if bo, = 1 we have that

(Ybahttheti — ybahé+h£+@(i+1))eP@a@ = (2Ubahttht—bot1 — Yi — y@(i+1))eP@aw-

Proof. We check the b, > 1 case as the other is similar. The second equality follows as in the proof
of Proposition 6.12. We now consider the first equality. We momentarily drop the prefix Py to the
path Py,p for the sake of more manageable indices. Since b, > 1 we can pull the vertical strand
connecting the bohl + 0(i + 1) top and bottom vertices leftwards until we reach a strand of adjacent
residue (namely the (boh¢ — by + 2)th strand) as follows

o — wbahéﬂi) (i+1) ¢bahz bat3
Pao = CPap Yoo hb—ba+3 Fboht+0(i+1) Pas

we can rewrite the centre of the diagram which using the braid relation as follows,

bo hl+0(i+1 o hl—bo+3
w0V b ba+3)(¢bahe boeA2Wbo hl—bo+1Ub o h—bo 42— Vb hl—b e +1 Vb hl—b o +2 Vb hi— ba+1)wbahg+@(z+1)ePa@

where the latter term is zero by Lemma 4.1 and so this simplifies to

bah€+® Z+1 Z ba+2
a@wbahz ba+2 (’l/}bahf—ba+l)wbah€+®(z+1)epa0

now we use the non-commuting version of relation R2 together with case 1 of relation R4 to rewrite
the middlemost crossing as a double-crossing with a KLR-dot,

b hl-+0(i+1) hl—bey+2
0 oo ht—bo+2 (wbahéfba+1ybahéfba+1¢bah£fba+1)wbah4+@(z+1)ePa@7

we pull the dotted strand leftwards through the next strand of adjacent residue (namely the ((bo —
1)(h —1) + (i + 1))th strand) using the commutativity relations and case 4 of relation R4 to obtain

bohe+0(i+1) behl—bo+2 (ba—1)(he—=1)+(i+1)\ | bohl—bo+2
€P o0 Vo h—bo +2 (y(ba—l)(hé D+o(i+1) +wba 1) (h—1)+a(i+1) %ahe ba+2 )wbahu@ (i+1)€Pao

where the first summand is zero by case 1 of relation R4 and the latter term is equal to

b hA-+0(i+1) (bo—1) (Rl—1)+ox(i+1)
am¢ be—1)(Rl—1)+a( z+1)¢bahe+®(i+1) €Pog-

Now we concatenate on the left by Py and then multiply by v het-netp(i+1) to obtain

_ ba hl+he+0(i+1) bahl—bo+1+a(i+1) 6.52
Yoo ht+he+0(i+1)€Pgog = ybahf+h€+@(i+1)epwawwbahé ba+1+a(z+1)¢bahe+he+@ (i+1)  €Poao (6.52)

which by relation R4 is equal to

bo he+he+0(i41) bo hb+-he+0(i41) ) b hl+hl—be+1 bo hl—bo+1+c(i+1)
€Pyap W’bahe bo+14a(i+1) Ybahl—ba+1+a(i+l )TV hetht—bo+2 Voo ho ba+1+a(i+l )¢bahé+hi+®(z’+1) €Pgag -
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We consider the first term in the sum first. By the commuting relations, this term is equal to

ba hl+he+0(i+1) 1 hl+i
€Pgao (¢h£+z‘ yh4+l¢bah£+hz+w(z‘+1))eP@aw

and by Proposition 6.12 this is equal to

bo hl+he+0(i+1) he4+0(i+1)
€Ppap (¢h€+z wbahé—i-hz—i-w z+1))epwam

and now, having moved this KLR-dot a total of hf strands leftward, we can apply the commutativity
relations again to obtain

' bahlthe+0(i+1) bahl—bo+1ta(itl) o
Yi€Pyagp (wbahe bo+1+a(it+1) wbah£+h£+®(i+1) €Pyop) = YiCPyoy (6.53)

where the final equality follows by equation (6.52). We now turn to the second term in the above
sum, namely

e ¢bah6+htf+® (i+1) ¢bah€+h£ bo+1 ¢bah£fba+1+a(i+1)e
Pood Yo hl+hl—bo+2 Vbohl—ba+14c(i+1) Y bohl+he+0(i+1) Poan*

This has a crossing of like-labelled strands (of residue r € Z/eZ) connecting the (boht + 0(i + 1))th
and (bohl — be, + 1)th top and bottom vertices. This crossing is bi-passed on the right by the (r —1)-
strand connecting the (boh¢ — by + 2)th top and bottom vertices. We undo this braid using case 1 of
relation R5 to obtain

bo hl+h+0(i41) | bo hl+hl—bo+1 bahl—bo+1+a(i+1) | bohb+hl—bo+2
eraw(¢bahe+hz—ba+2 wbahe—ba+1+a(i+1))(¢bah€+h€—ba+1 wbahf-l—h@-f—@(i‘f'l))epwo‘@

where the other term in relation R5 is zero by Lemma 4.1. This diagram contains a single double-
crossing of adjacent residues, which we undo using case 4 of relation R4 (and we undo all the other
crossings using the commutativity relation) to obtain

Py (Uba hl—ba-t14a(it1) = Ybahl—bat1)eP g = €P o (Y0(i+1) — Ybahl—ba+1)€Py.p (6.54)

where the final equality follows by Proposition 6.12. The result follows by summing over equa-
tion (6.53) and (6.54). O

Proposition 6.17. Let « = ¢; — €41, 3 = €541 — €42 € II. We have that
(spotgspotg) ® ep,, — (adjos @ ep,)(ep, @ spot spot ®ep,)(adjss ® ep,)
= ep,, (Vi — Yoo she)eP,,
= ep,, ® (spothspoty) — ep, ® (spotyspotl,) @ ep,,.
Proof. Substituting equation (6.32) and (6.34) into the third line, we obtain

€Psas (ybaﬁahf—hé—i—@(i—&-l) ™ Yoaphlti = Yoo phl—bo—hl+1+c(i+1) + ybaghe—ba-f—l)epg,;a(a-
We apply Proposition 6.16 to the first term in the sum and then cancelling terms using Proposi-
tions 6.12 and 6.13. Substituting equation (6.32) and (6.34) into the first line, we obtain
Py (ybﬁhf—hé—i-@(i—i-Z) = Yo(i+1) — adiass (Yo, s he—he0(it2) — ybahewuﬂ))adj;‘%) P,y (6.55)
We have that
€P v A 00 Ut s hl—t-+0(i42) 3D G P vy = Ybohl—bor — Rl 14cu(i42) = Ybshl—ht+0(i42) (6.56)
where the first equality follows from the commuting KLR-dot relation R3 and the latter follows from
Propositions 6.12 and 6.13. We also have that
adj oo Yo he+0(i+1)30ms = €Pony <ybgh€—h€+i + Ybo shl—hl—bo+1+a(i+1) — ybaghé—b(,+1> Py ors
= Py (Ui + Y(i11) — Ybapht) EPpas (6.57)

where the first equality follows from Proposition 6.15 and the second by Propositions 6.12 and 6.13.
Thus substituting equation (6.56) and (6.57) in to equation (6.55), the first equality follows. O
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6.16. The cyclotomic relation. We have that ¥(1,) = ep_, for any o € II. If the a-hyperplane
is a wall of the dominant region, then the tableau P, is non-standard and therefore ep, = 0 by
Lemma 4.1. Now, let v € II be arbitrary. By equation (6.32), we have that

r

v s = ep, (ybvhefhew(kﬂ) —yr)ep, = ep, (You+1) — Uk)ep,

where the latter equality follows from Propositions 6.12 and 6.13. If x = 1 modulo h, then

yoep, = ep, (VTy19;)ep, =0 (6.58)
by relation 3.3. If not, then by relation R4 we have that

Yz€py = Yz—1€Py — €P¢d}z¢xepg (659)

where the latter term is zero by Remark 3.18 (as (€1, ...,84-1, €041, Exy Ex+2, - - - , Epe) is noON-standard
for b, = 1). Thus the cyclotomic relation holds (as we can apply equation (6.59) as many times as
necessary and then apply equation (6.58)).

7. DECOMPOSITION NUMBERS OF CYCLOTOMIC HECKE ALGEBRAS

In this section we recall the construction of the graded cellular and “light leaves” bases for the
algebras yﬁ(n, o), our quotient algebras HZ/HZepHS, and their truncations. We show that the
homomorphism ¥ preserves these Z-bases (trivially, by definition) and hence deduce that ¥ is indeed
an isomorphism and hence prove Theorems A and B of the introduction.

7.1. Why is it enough to consider the truncated algebras? Thus far in the paper, we have
truncated to consider paths which terminate at a point A € Z, ¢(n, o) C P, ¢(n). This is, in general,
a proper co-saturated subset of the principal linkage class of multipartitions for a given n € N.

Theorem 7.1 ([BCHM, Corollary 2.17]). For each A, we fix Py € Std(\) a choice of reduced path.
The algebra HS /HSep M is quasi-hereditary with graded cellular basis

(g ¥R | T,B € Std(A\), A € Py e(n)}

with respect to the reverse lexicographic order on P (n) (see [BCHM, Definition 1.5], but for the
subset Pp o(n,0) C Phy(n) is a refinement of the opposite of the Bruhat ordering on their alcoves)
and the anti-involution, *, given by flipping a diagram through the horizontal axis.

In the case of the Hecke algebra of the symmetric group, this basis is equivalent (via uni-triangular
change of basis with respect to the dominance ordering) to the cellular basis of Hu-Mathas [HM10].
We do not require the explicit degree function for tableaux here (see [BCHM, Section 1.1]).

Example 7.2. Let A = (3",1'5) with n > 0. The first n = 0,1,2,3,4,5 partitions in this sequence
are (11%), (3,119), (32,1%9), (33,119), (3%,1'%) and (3°,1'%), all of which label simple modules which
belong to the principal blocks of their corresponding group algebras. In fact, they all label the same
point, in the alcove Se, o, Sco—z,Scy—20Seq—c)Seq—e, 8242, A0, 10 the projection onto 2-dimensional space
in Figure 1. However, Std,, »(\) = 0 for the first five of these partitions. For X\ = (3",1) withn > 5
we have that Stdy, »(X) # 0. Thus, one might be forgiven in thinking that our Theorem A only allows
us to see A for n > 5. This is, in fact, not the case as we shall soon see.

Proposition 7.3. Given a partition X = (A1, Ag,...), we set detp(A) = (h, A1, A2, ...). We have an
injective map of partially ordered sets dety, : Py ¢(n) = Ppe(n + W) given by
dety, (A XD AEDY = (dety, (MO, det,(AD), ..., detp(AETDY)

and detp(Phe(n)) € Pre(n + hl) is a co-saturated subset. We have an isomorphism of graded
Z-algebras

> er(Hy/HoenH)es = Y epyat(Haine/Hosnen Mo ne)epysn (7.1)
B,TeStdn B,TeStdn
where Std, = Uxe 2, ,(n)Std(A).



QUIVER HECKE AND DIAGRAMMATIC BOTT-SAMELSON ENDOMORPHISM ALGEBRAS 51

Proof. On the level of graded Z-modules the isomorphism, ¢ say, is clear. The local KLR relations
also go through easily. We have that

d(y1ep) = Yner16Pyop = Y1ep,op = 0 = y1ep (7.2)

where the second equality follows using the same argument as Propositions 6.12 and 6.13 and the
other equalities all hold by definition. We further note that P is dominant path if and only if Py @ P
is a dominant path. Thus the cyclotomic relation follows from equation (7.2) and Remark 3.18. O

We wish to only explicitly consider the principal linkage class, but to make deductions for all
regular linkage classes. This is a standard Lie theoretic trick known as the translation principle. Given
I' C P 4(n) any co-saturated subset and r € Z/eZ we let

er = Z ep E, = Z e(i1y ... yin,T)

PeStd(u) i1ye.yin €L/ €L
pel
denote the corresponding idempotents. Given A € &, (n) we set A = (éhg “A)N P e(n). Since every
A belongs to some linkage class, we have that %, s(n) = A’ UA” U ... and we have a corresponding
decomposition

HO JH ey HE = HA " o HA " @ ... where HMT = ep(HT/HenHE )ea

and similarly for the primed cases. Now, we let [J denote an addable node of the Young diagram
multipartition A € &, o(n), that is we suppose that AUO = X for some X' € &, 4(n + 1).

Proposition 7.4. Suppose that A € Py 4(n) and X\+0 =X € P, (n+ 1) are o-regular and O is of
residue r € Z/eZ say. We have an injective map

p: A=A ) =p+0

for O the unique addable node of residue r € Z/eZ. The image, p(A), is a co-saturated subset of A'.
We have an isomorphism of graded Z-algebras:

Hﬁﬂ = Er(ecp(A)IHﬁ;leap(A))Er (7'3)

and this preserves the cellular structure.

Proof. Since both A and A\ 4 [ are both e-regular, there is a bijection between the path bases of the
algebras in equation (7.3). (Note that if A were on a hyperplane and A\ + O in an alcove, then the
number of paths would double.) Thus we need only check that this Z-module homomorphism lifts to
an algebra homomorphism. However this is obvious, as all we have done is add a single strand (of
residue r € Z/eZ) to the righthand-side of the diagram and this preserves the multiplication. (]

Thus any regular block of H;/HSenHS; is isomorphic to a co-saturated idempotent subalgebra of
HZ /HTepHE for some n > N. Such truncations preserve decomposition numbers [Don98, Appendix]
and much cohomological structure and so it suffices to consider only these truncated algebras (which
is precisely what we have done thus far in the paper!).

7.2. Bases of the Bott—Samelson endomorphism algebras and truncated Hecke algebra.
For A\, i € P 4(n,0), we choose reduced paths P,, € Std,, () and P, € Std,, »(x) which will remain
fixed for the remainder of this section. We remind the reader that this implicitly says that A € wAg
and p € vAg. We have shown that the map

U I(n,0) = fro(HG/HenHS ) fno

is a graded Z-algebra homomorphism. It remains to show that this map is an isomorphism. Let A €
Phe(n, o). Given any reduced path P, € Std, (A) and any (not necessarily reduced) Q € Std,, »(\)
we will inductively construct elements
Cq € 1pAi(n,0)lq  c € ep(HG /HienHS)eq
which provide (cellular) Z-bases of both algebras which match up under the homomorphism, thus
proving that ® is indeed an isomorphism.
We can extend a path Q" € Std,, () to obtain a new path Q in one of three possible ways

Q=Q®P, Q=QoP, Q=Q&P,
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for some « € II. The first two cases each subdivide into a further two cases based on whether « is an
upper or lower wall of the alcove containing A. These four cases are pictured in Figure 30 (for Py we
refer the reader to Figure 2). Any two reduced paths Py, P, € Std, »(A\) can be obtained from one
another by some iterated application of hexagon and commutativity permutations. We let

P, Py
rexp, REXPH

denote the corresponding path-morphism in the algebras HZ/H%e,HY and y,l”;(n, o), respectively
(so-named as they permute reduced expressions). In the following construction, we will assume that
the elements cgl, and Cg: exist for any choice of reduced path P’. We then extend P’ using one of the
Uo, U1, Dy, and Dy paths (which puts a restriction on the form of the reduced expression) but then
use a “rex move” to remove obtain elements cg and C’g for P an arbitrary reduced expression.

[oN /5
< 7

FIGURE 30. The first (respectively last) two paths are P, and P’ originating in an alcove with «
labelling an upper (respectively lower) wall. The plus and minus signs distinguish the alcoves or
greater/lesser length. The degrees of these paths are 1,0,0, —1 respectively. We call these paths
Up, U1, Dy, and D; respectively.

Definition 7.5. Suppose that A belongs to an alcove which has a hyperplane labelled by o as an upper
alcove wall. Let Q" € Stdy, o (N). If Q= Q' ® Py then we set deg(Q) = deg(Q’) and we define

C’S = REXE,®PQ(C’5; ® 1la) cg = rexg,®Pa(cg, ® ep,).
IfQ=Q ® P, then we set deg(Q) = deg(Q") + 1 and we define
CH =REXE p (C& ® SPOTY)  cf =rexfgp, (chy @ spotf).

Now suppose that X belongs to an alcove which has a hyperplane labelled by o as a lower alcove wall.

Thus we can choose P, @ Po, = P" € Std(\). For Q = Q' ® Py, we set deg(Q) = deg(Q’) and define

C& =REXE. (1, ® (SPOTZ o FORKS2)) (CH © 1.,

PEQW”
ch :rexEEw (ep, ® (spot?, o fork22)) (b @ ep.,)
and if Q = Q' ® P, then then we set deg(Q) = deg(Q’) — 1 and we define

C =REXE (1, ® FORK2S) (CH @ 1a)  cfy =rexp,(ep, @forks ) (cly @ ep,).

In each of the four cases above, the path P is a reduced path by construction (and our assumption
that P’ is reduced). We remark that the degree of the path, Q, is equal to the degree of both the
elements cg and C’S (recall that P is a path associated to a reduced word and so is of degree zero).

Theorem 7.6 (Light leaves basis, [EW16, LW]). For each A € P, ¢(n,0), we fix an arbitrary reduced
path Py, € Std,, »(A). The algebra Yé’é(n, o) is quasi-hereditary with graded integral cellular basis

{CIE&CSH | P,Q € Stdy o (), A € Ppp(n, o)}

with respect to the Bruhat ordering > on Py ¢(n,0), the anti-involution * given by flipping a diagram
through the horizontal axis and the map deg : Std,, 5(\) — Z.
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We recalled a general construction of a cellular basis of HZ/H%e,H? in Theorem 7.1 subject to
choosing the reduced expressions. This provides a cellular basis of f,, c HZ /HS e HEfp » by idempotent
truncation. Choosing our expressions so as to be compatible with Theorem 7.6 through the map W,
we obtain the following.

Theorem 7.7 (Light leaves basis, [BCHM, Theorem 3.12]). For each A € P 4(n,0), choose an
arbitrary reduced path P, € Stdypo(N). The algebra f, o(HS /Hoen M )fn o is quasi-hereditary with
graded integral cellular basis

{cB,cq” | P,Q € Stdno(N), A € Pe(n, o)}

with respect to the Bruhat ordering > on P ¢(n, o), the anti-involution x given by flipping a diagram
through the horizontal axis and the map deg : Std,, »(\) — Z.

Corollary 7.8. Theorem A of the introduction holds.

Proof. In Section 5 we defined a map from Y}%( ) to HT/HepHS via the generators of the former
algebra. In Section 6 we showed that this map was a homomorphism by verifying that the relations
for f}%(n) held in the image of the homomorphism. Now, the construction of the light leaves bases in

yﬁ(n) (respectively H7) is given in terms of the generator (respectively their images). Thus the map
preserves the Z-bases and hence is an isomorphism. Thus the result follows from Proposition 3.13. [

An earlier attempt to solve the Libedinsky—Plaza conjecture for the classical blob algebra (the case
of h = 1 and ¢ = 2) has already led to a deeper understanding of structure of the diagrammatic
Soergel category [LPRH]. We remark that their is no obvious intersection between their results and
ours (they do not succeed in proving the h = 1 and ¢ = 2 case, but nor do our results imply theirs).

7.3. Decomposition numbers of Hecke algebras are p-Kazhdan—Lusztig polynomials. For
A\ p € Pp(n,o), we reiterate that we have chosen to fix reduced paths P, € Std, »(\) and P, €
Stdy, o (1). We define one-sided ideals

L= P (n,0)1p, S = SPLOZ{OF Cp* | T,B € Stdno (1), o > A}
HE“ = Yh’g(n)epﬂ HEN = ’HE’\ N Z{CEECBPE | T,B € Stdp o (1), p > A}
and we define the standard modules of Y,E%(n, o) and f, o (HZ /HepHE )fy, o by considering the resulting
subquotients. The light leaves construction gives us explicit bases of these quotients as follows
Az(w) ={CB, + Fwr|SeStdy (N} fuoSz(N) ={cp, +H" [SeStd (N}  (74)

respectively for A € &, 4(n,0). The modules f, ,Sz(\) are obtained by truncating the cell modules
(Sz(A), say) for the cellular structure in Theorem 7.1. For k a field, we define

Ag(w) = Az(w) @z k froSK(A) = fn o Sz(A) ®z k.
We recall that the cellular structure allows us to define bilinear forms, for each A € 2%, (n), there are
bilinear forms ( , )4, and (, )3, on A(A) and f,, +Sk()\) respectively, which are determined by
CpCR, =(CF,.C8 )% 1y (mod #70) g = (B, @ hep, (mod 1)) (7.5)

for any P, Q, Py, Py € Std(\). Factoring out by the radicals of these forms, we obtain a complete set
of non-isomorphic simple modules for y}gﬁ(n, o) and HG/HepHS as follows

Ly (w) = Ag(w)/rad(Ag(w)) fr,oDr(A) = f,,,6Sk(A) /rad(f, »Sk(A))

respectively for \ € 32;[ ,(n). Finally, the projective indecomposable modules are as follows,

g = P dimy(LoLu(w) Pe(w)  Hplh = @ dimy(ep, Di(A))Pu(N) (7.6)

w<v A>p
where the coefficients (defined in terms of graded characters) are analogues of the classical p-Kostka
coefficients. The isomorphism, W, preserves standard, simple, and projective modules.

The categorical (rather than geometric) definition of p-Kazhdan—Lusztig polynomials is given via
the diagrammatic character of [EW16, Definition 6.23]. This graded character is defined in terms of
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dimensions of certain weight spaces in the light leaves basis. Using the identifications of equation (7.4)
and (7.6), the definition of the anti-spherical p-Kazhdan-Lusztig polynomial, Pn, .,(t), is as follows,

Prgyap(t) := dimy Homym(np) (P(v), A(w)) = Z dim[Ay (w) : Ly (v) (k)]t*
keZ

for v,w € A(n,0). We claim no originality in this observation and refer to [Plal7, Theorem 4.8]
for more details. Through our isomorphism this allows us to see that the graded decomposition
numbers of symmetric groups and more general cyclotomic Hecke algebras are tautologically equal to
the associated p-Kazhdan—Lusztig polynomials as follows,

Pry(t) = dim[Ax(w) : Li(v) (k)" = dimy[fooSi(A) : froDi() (k)"
keZ keZ

for \,p € Ppe(n,0) where the equality follows immediately from our isomorphism. Finally, we
remind the reader that truncation by f, , is to a co-saturated subset of weights and so preserves the
decomposition matrices of these algebras, see for example [Don98, Appendix]

7.4. Counterexamples to Lusztig’s conjecture and intersection forms. In [Will7], the coun-
terexamples to Soergel’s conjecture are presented in the classical (rather than diagrammatic) language
of intersection forms associated to the fibre of a Bott—Samelson resolution of a Schubert varieties.
However, Williamson emphasises that all his calculations were done using the equivalent diagram-
matic setting of the light leaves basis, which is “explicit and amenable to computation”. Moreover,
Williamson’s counterexamples are dependent on the diagrammatics because it is only “from the dia-
grammatic approach [that] it is clear that [the intersection form] I;]j’w’d is defined over Z” in the first
place (see Section 3 of [Will7] for more details). In terms of the light leaves cellular basis, Williamson’s
calculation makes a clever choice of a pair of partitions A, i (equivalently, words w,v € éhz labelling
the alcoves containing these partitions) for which there exists a unique element Q € Std,, »(\) such
that Q ~ P, € Std,, »(p). By highest weight theory, we have that

tdes(@Q if (@ . CR ), =0€ek
do(t) = { (Cp, Cp, )%

0 otherwise

and Williamson proved for A, u € &, 1(n) (a pair from “around the Steinberg weight”) that the form
is zero for certain primes p > h whereas it is equal to 1 for k = C (and hence disproved Lusztig’s and
James’ conjectures).

Now, clearly the Gram matrices of the bilinear forms in equation (7.5) are preserved under isomor-
phism. Thus applying our isomorphism (and Brundan—Kleshchev’s [BK09]) one can view Williamson’s
counterexamples as being found entirely within the context of the symmetric group. More generally,
we deduce the following:

Theorem 7.9. Theorem B of the introduction holds.

APPENDIX A. WEAKLY GRADED MONOIDAL CATEGORIES

In this appendix we describe the framework for constructing the breadth-enhanced diagrammatic
Bott—Samelson endomorphism algebras. Informally, “breadth-enhanced” means that we record and
keep track of the “breadth” of Soergel diagrams, including the “blank spaces” between strands. This
is contrary to the usual working assumption that Soergel diagrams are defined only up to isotopy. We
will say a few words for why we have chosen to break this convention in this paper.

Soergel diagrams and KLR diagrams have an important fundamental difference. KLR diagrams,
which are essentially decorated wiring diagrams, always have the same number of nodes on the top
and bottom edges. By contrast, the top and bottom edges of a Soergel diagram may not have the
same number of nodes. This basic observation is enough to ensure that a Soergel diagram cannot
correspond to only one KLR diagram under the isomorphism in the main theorem. For example,
suppose the isomorphism maps the a-coloured spot diagram to a KLR diagram spot,, with bottom
edge P and top edge Q. Then the empty Soergel diagram (with no strands at all) should map to the
KLR idempotent eq. However it is also clear that the empty Soergel diagram should correspond to
the empty KLR diagram.
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The breadth-enhanced diagrammatic Bott—Samelson endomorphism algebra introduces new idem-
potents, indexed by expressions in the extended alphabet SU{@}. This ensures that the isomorphism
is well defined, with each breadth-enhanced Soergel diagram corresponding to a single KLR diagram.
The breadth of a breadth-enhanced Soergel diagram is simply the number of strands of the cor-
responding KLR diagram, divided by hf. We draw breadth-enhanced Soergel diagrams so that the
width is proportional to the breadth. In particular, we write 1j to indicate the empty Soergel diagram
of breadth 1 (i.e. a “blank space”), which corresponds to the KLR idempotent ep, with hf strands.
The breadth-enhanced algebras are Morita equivalent to the usual diagrammatic Bott—Samelson en-
domorphism algebras, by simply truncating with respect to the idempotents indexed by expressions
which do not contain (). Thus once we prove the isomorphism for the breadth-enhanced algebras, we
immediately obtain an isomorphism for the usual Bott—Samelson algebras.

The machinery for building breadth-enhanced algebras is the notion of a weakly graded monoidal
category. Weakly graded monoidal categories can be thought of as generalizations of graded monoidal
categories, with the grade shifts represented by tensoring with a fixed shifting object. The construction
of breadth-enhanced algebras is then analogous to defining a graded category from a non-graded
category by concentrating the objects in certain fixed degrees.

We have chosen to write this appendix using the categorical (rather than the algebraic) perspective.
We hope that this will make the results more applicable and the proofs easier to read. All the categories
below will be assumed to be small. We will also use “monoidal” to mean “strict monoidal” unless
stated otherwise. It is probably possible to generalize everything to arbitrary monoidal categories,
but this will not be necessary for our purposes.

A.1. Definition and examples.

Definition A.1. A weakly graded monoidal category is a monoidal category (A, ®) together with an
object in the Drinfeld centre with trivial self-braiding. This consists of the following data:

o an object I in A called the shifting object;
o for each object X in A, an isomorphism sx : X ® I = I ® X called a simple adjustment

such that

(WG1) the simple adjustments {sx} are the components of a natural isomorphism s : (—) ® I =
(WG2) for any objects X,Y in A the following diagram commutes

SX®Y

XRYRI I XRY
m %
X®IQY

(WG3) we have st = 11z

Example A.2. Suppose A® is a graded monoidal category, i.e. a monoidal category whose Hom-spaces
are graded modules. For the moment, let us drop the assumption of strictness and suppose that A® is
strictly associative, but with non-trivial unitors. In the usual way we may construct a new category
A by adding grade shifts and restricting to homogeneous morphisms. More precisely, the objects of A
are the formal symbols X (m) for each object X of A® and each m € Z, and the Hom-spaces are

Homy (X (m), Y (n)) = Hom";J™(X,Y).

It is clear that the grade shift (1) is an autoequivalence of A. Moreover, the tensor product X (m) ®
Y(n) = (X®Y)(m+n) gives A the structure of a monoidal category. Now let 1 be the identity object
in A* and set I = 1(1). We observe that

Xmel=Xeo1)1) X xm+1) XY (10 x)(1) = 10 X(m),

and it is straightforward to check that the isomorphisms sx () = )\X(m)(l)_l o px(m)(1) satisfy azioms
(WG1)-(WG3). Thus A has the structure of a weakly graded monoidal category.

The main result which we will need in the next subsection is a coherence theorem for weakly
graded monoidal categories. Roughly, coherence for weakly graded monoidal categories means that
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every diagram built up from s and identity morphisms (using composition and tensor products)
commutes. The precise formulation of coherence requires some combinatorial constructions, which we
describe below. Let # be the set of non-empty words in the symbols e and x. We define the following
semigroup homomorphisms length : #* — Z>( and breadth : # — Z> on the generators:

length(e) =0 breadth(e) =1
length(z) =1 breadth(x) = 0.

For w € # of length n, we can associate a functor w4 : A™ — A by replacing each e with the object
I, each x with the identity functor 14, and tensoring the resulting sequence. More formally, we fix

eq:x — A zp: A— A
* — ] Ar— A
and inductively define
(ew)q: A" — A (zw) 4 : AT — A
(A1,...,Ap) — T @wa(Ar, ..., An) (A1,..., A1) — AL @wa(Ag, ..., Ant1)

where n = length(w).

Theorem A.3. Let u,v € # such that length(u) = length(v) and breadth(u) = breadth(v). There is
a unique natural isomorphism uq = v built up from tensor products and compositions of components
of s, s71, and the identity.

We will defer the proof to the end of this appendix.

We call a component of any natural isomorphism arising from Theorem A.3 an adjustment. For two
morphisms f: X — Y and g: Z — W we write f ~ g and say that f and g are adjustment equivalent
if there exist adjustments

such that g =ro foq™ L

Example A.4. For any morphism f: X — Y in A, we have f @ 11 ~ 17 ® f, because
f®11:5;1o(11®f)osx
by the naturality of simple adjustments.

A.2. Breadth grading. Suppose A is a monoidal category. Assuming A is small, the set Ob(.A) has
the structure of a monoid. We call a monoidal homomorphism b : Ob(.A) — Z>( a breadth function.

Definition A.5. Let A be a monoidal category with a breadth function b. The weak grading of A
concentrated in breadth b is the following weakly graded monoidal category A[b].

Objects: The objects of A[b] are formal free tensor products of objects in A and a new object I. In
other words, each object X in A[b] is a formal sequence

X% @X,® @ [¥Tm1X,, & [®™m

for some non-negative integers ro, rm, positive integers ri,712,...,Tm—1, and non-identity ob-
jects X1, Xo,...,Xm in A. The tensor product on objects in A extends in the obvious way
to objects in A[b]. We also extend the breadth function b to a monoidal homomorphism
b: Ob(A[b]) — Zxo by fizing b(I) = 1.
Morphisms: For any object X of the above form write X' for the object
X1Xo0®--® Xy,

n A. We define

Hom (X', Y') ifb(X) =0b(Y),

Hom (X, V) = ( ) ( )_ (Y)
0 otherwise.

Composition and tensor products follow from those in A.

Weak grading: For X an object in A[b], the natural isomorphism sx : X @ I — I ® X in A[b]
corresponding to the identity morphism 1x/ in A gives A[b] the structure of a weakly graded
monoidal category.
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If f: X — Y is a morphism in A[b], write f’ : X’ — Y’ for the corresponding morphism in A. It is
easy to check that this mapping is functorial. We write b(f) for the non-negative integer b(X) = b(Y).

Remark A.6. The category A[b] is the weak graded analogue of the following graded construction.
For a monoidal category A with a breadth function b, define a grading by setting deg f = b(X) — b(Y")
for each morphism f: X — Y. As in Example A.2, we add grade shifts and restrict to homogeneous
morphisms to obtain the category A(by. We may extend the breadth function b to all of A(b) as above.
For any morphism g : U — V in A(b), we have 0 = degg = b(U) — b(V'), which allows us to define
the breadth of g to be b(g) = b(U) = b(V') as in the weakly graded case.

Our naming convention for A[b] (“concentrated in breadth b”) comes from a special case of the
above graded construction. If A is a category of modules over some ring R, then we may equivalently
construct the grading by considering R to be a graded ring concentrated in degree O and each object X
to be concentrated in degree —b(X).

As a consequence of our coherence result, there is an alternative presentation of A[b] in terms of
generators and relations. First we introduce a way of embedding morphisms from A into A[b].

Definition A.7. Let f: U — V be a morphism in A. The (left) minimal breadth representative of f
is the morphism g : X — 'Y in A[b] such that ¢’ = f and

X =9 max(0,b(V)—b(U)) QU, Yy =9 max(0,b(U)—b(V)) QRV.

Theorem A.8. Let M be the set of all minimal breadth representatives of morphisms in A. The
category Al[b] is generated as a monoidal category by the morphisms

{171} U{sx : X € Ob(A)} UM
subject to the following relations:

o the usual weak grading azioms (WG1)-(WG3);
o for morphisms f: X — Y, g: Z — W, h:U — V in M such that f'og =1, we have

(1B mxOAD)UD) g ) o (1 MXONNH) g gy @m0 g

o for morphisms f: X —Y,g: Z — W,h:U — V in M such that f' @ ¢ = I/, we have
F g~ 1P o g

Proof. Let B be the monoidal category defined by the above generators and relations. It is clear that
the same relations hold in A[b], so there is a functor B — A[b]. It is enough to show that this functor
is full and faithful. Let X,Y be objects in B such that b(X) = b(Y"). We will show that any morphism
X — Y can be written in the form

qo (15;(X)—maX(b(X/),b(Y/)) ® f)opl,

where p, ¢ are adjustments and f is a minimal breadth representative. In other words, we will show
that every morphism in B is adjustment equivalent to the tensor product of a minimal breadth
representative and some number of copies of 1;. This automatically gives fullness and faithfulness of
the functor above, which proves the result. Since the generating morphisms of B are all already of
this form, it is enough to show that any composition or tensor product of two morphisms of this form

is again of this form. Now, consider a composition
go (15" @ flop toto (17" ®g)or™

of two morphisms of the above form. Both f and g are minimal breadth representatives, so their
domains and codomains are “left-adjusted”, i.e. of the form I®! ® U for some object U in A and some
non-negative integer I. The adjustment p~! ot is an isomorphism between I*" ® codg and I®™ @ dom f
which are both left-adjusted, so in fact they must be equal. By Theorem A.3 we must have p = ¢, so
the composition above equals

go (18" @ flo(1¥" 0 g)or t=qo (1¥" V@1l o (17" M o190 g)or!
~qo (1}@(7”7]') ®h)o rt
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where j = max(0,b(g) — b(f)), k = max(0,b(f) — b(g)), and h is the minimal breadth representative
of f' o ¢'. Similarly, consider a tensor product of two morphisms of the above form. We have

(qo (1}@m®f) Op_l) X (tO (1}@n®g) ofr_l) — (q®t) o (1}@m®f® 1}@”’@9) o (p_1 ®r_1)
~(g®t)o (1?(”””) @fRg) o lar?
~(g®t)o (1}@(m+n+b(f)+b(g)fb(h)) @ h)o (-l o),

where h is the minimal breadth representative of f’ ® ¢'. O

A.3. Proof of coherence. We conclude with the proof of the coherence theorem for weakly graded
monoidal categories (Theorem A.3). The strategy is broadly similar to Mac Lane’s proof of the
coherence theorem for monoidal categories [ML98, VII.2]. This involves first proving the result for a
single object X in the category A, and then extending to all of A.

Now let .# be the set of words in the symbols {0y, 0,! : w € #'} U {te, 12} defined inductively as
follows. For any w € # we have 0,0, € .#. Moreover, for any a € . and w € # we also have
Lett, ya € . and aue, aly € . For convenience we write ¢y, fOr tyy, Ly, -+ * Lw,, , Where w = wiws - - - wy,
is a word in #'. We inductively define dom : . — # and cod : .%¥ — #  as follows:

dom(oy) = we cod(oy,) = ew
dom(o,') = ew cod(o,') = we
dom () = wdom(av) cod(tya) = wcod( )
dom(auiy,) = dom(a)w cod(ay) = cod(a)w

Let ¢ be the quiver with vertices given by # and arrows given by .%. It is easy to verify that for any
word in o € ., length(dom(a)) = length(cod(ar)) and breadth(dom(a)) = breadth(cod(c)). Thus
the graph ¢ has components ¥, , whose vertices %, j, consist of words of length n and breadth k.

Now let A be a weakly graded monoidal category. We fix an object X in A and set
Ix(e)=1 Ix(@
Ix(ew) =1® Ix(w) Ix xw) X®/X
Swx jX 1)
Ix(wa) = 1y @ Ix(a) Hx(awy) = /x( ) @ Ly
Proposition A.9. Let u,v € # such that length(u) = length(v) and breadth(u) = breadth(v).

Suppose a1 0+ 0y and & o ---o0al , are two paths in 4 from u to v. Then

Ix(am) oo Ix(an) = Ix(agy) oo Fx(a)).

Proof. Let n = length(u) = length(v) and k = breadth(u) = breadth(v). We will pivot on the sink

vertex w(™*) = eFz" in the component % k- Every nonempty word in .S contains exactly one symbol

of the form o, or o' for w € W. Call such words directed or anti-directed respectively. It is easy
to check that for any two directed words «, o’ with the same domain and codomain, we must have

Ix(a) = _Ix(a).

We inductively define a function p: W — Z>g by
ple) =0  p@)=0  plew) = p(w)  plew) = plw) + breadth(w).
We also inductively define a function can,, ; mapping words in W,  to directed paths in ¥, ;. by
cangi(e) =0 canjo(z) =0 can,g(ew) = tecan, 1 (w)
cany, ,(zw) = (F 1o o0 (1eaptF 2 0 (0 F 1Y) o (tpcan, g (w))

It can be shown that can, j(w) is the longest directed path in %, from w to w™k) and that
p(w) = length(can,, ;(w)).

Lemma A.10. For anyu € Wy, 1, #x maps all directed paths from u to w™k) to the same morphism.
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Before we prove this lemma, we will show that the proposition follows from it almost immedi-
ately. For a € . let inv(a) be the word obtained by switching the symbols o, <+ o,!. Clearly
Ix(inv(a)) = Zx(a)!, and we may write any anti-directed word as the formal inverse of a di-
rected word. Let us write the path ay;, ooy from u to v in this manner, using formal inverses of
directed words for any anti-directed word that appears. For example, if as is the only anti-directed
word in this path, we write:

aj inv(az) as am
u [ ] [ ] [ ] o —> 1

Now draw canonical paths downwards to w(™*) underneath each of these objects:

o inv(az) as om
U ° ° ° o — " >y
w (k) wm:k) w (k) w (k) w (k) w (k)

After applying Zx, each square commutes by the above lemma, so

Ix(am) oo Fx(on) = Fx(canni(v)) ™ o Fx(canni(u)-

Since the right-hand side only depends on u and v, we are done. O

Proof of Lemma A.10. We induct on p(u), n and k. Suppose we have two directed paths from u to
Wy, which start with o and o/ respectively.

w w

(k) (k)

As p(w) < p(u), we are then done by induction. Otherwise, suppose w # w’ and o # /. It is enough
to find some w” € W and some paths from w and w’ to w” such that the following diamond

commutes after applying #x. For if so, then p(w”) < p(u), and by induction the trapezoids in the
following diagram

/ ' K/
w\ /w’
T S e T
Wik k) (k)

commute after applying £, and therefore the whole diagram commutes.

Case 1. If a = 1,8 and o/ = 1/ for some z,2’ € # and 3, € ., then both z and 2’ begin with
some non-empty word z”. Thus u, w, and w’ also begin with 2", and we can write a and o/ as ¢ ny
and ¢, respectively. Let v/ = dom(7), y = cod(), and 3’ = cod(v’), and let n’ and £’ be the length
and breadth of y (or y') respectively. Since y is a strict subword of w, we must have n’ < n or k' < k.
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Taking w” = 2"w™¥) we obtain the following diamond

u=z1u
w = Z//y w/ — Z”y/
Lz//Cann/’k/(?:l)\\“‘ﬁ %””’Zzllcann/’k/(y/)
w! = 2Mw™E)

which commutes after applying #x by induction on n and k. A similar proof works if a = ¢, and
o = v, for some z,2" € # and 3,5 € 7.

Cases 2 & 3. The next cases to consider occur when one of a or ' is o, for some y € #'. Without
loss of generality suppose o = oy,. If o/ is of the form ¢,0,/ for some ¢/, 2" € # then we must have
y = 2’y and thus u = ye = 2'y’e. Taking w” = ez’y’ we obtain the following diamond

u=2z"ye
7y &
ey =w w' = 2'ey
\ %”””’ Oy
w// — €Z/yl

which commutes after applying #x by (WG2). On the other hand, if ' is of the form o,/¢,/ for some

y', 2" € W, then we must have 2’ = z”e for some 2z € W, and thus y = y/ez”. Taking w” = eey’z" we

obtain the following diagram

u=1y'e'e
ey'ez’ =w w' =ey'Z'e
LEO'y/L;//\\‘~~‘ ,—”””Ucy/z//
w/?: eey$Z//

which commutes after applying #x, by the naturality of s.

Cases 4 & 5. The last cases are when o = oy, and o = 1,0 for some y,y', 2,2 € W, so that

u = yez = 2'y'e. Suppose first that 2’ starts with ye. Then there is some 2" € W such that 2’ = yez”.

Using yez = 2'ye it is also clear that z = 2”y/e too. Taking w” = eyz”ey’ we obtain the diamond

u=yez"ye

yw’

eyz"y'e = w w' =yezey

Loyl Oy~ ==~ 5 ST Oyl

N -
w" = eyz"ey

which commutes after applying _#x by bifunctoriality of the tensor product. On the other hand, if
ye starts with 2/, then there exists some y” € W such that y = z’y”. This also implies that 3¢ ends
with z, so there also exists some z” € W such that z = z”e. This means that vy = y”ez”. This time
we complete the diamond in two steps. First, we compose t,/oyne,n with o,rtyren. By (WG2) of a
weak grading, this composition equals o,/yr.». Thus we have reduced to a previous case and so we
are done.
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u=2z"y"ee

y w)

ez/y/lzlle = w w/ — Zleyllezl/
!
} O'Z/ly//ez//
v
eZIyIIZII6 6Z/yllezll
w/ — e6,,./::ly//2://

To extend to the full coherence theorem, we consider objects in a higher category.

Proof of Theorem A.3. Let Iter(A) be the category of functors of the form A" — A, where n is a
non-negative integer. It is clear that Iter(.A) is also monoidal, with the tensor product of two functors
F:A™ - A and G: A" — A defined to be

(FRGQ): A™™ 5 A (A1, .., Aman) — F(AL .. Am) @ G(Amsts - -+ Aman)

We observe that w4 is precisely _#1 ,(w) as defined above, where we consider the identity functor 14
as an object in Iter(A). Applying #i, to any path between v and v gives a isomorphism in Iter(.A)
between u 4 and v 4, or in other words, a natural isomorphism between the two functors. Uniqueness
of this natural isomorphism follows from Proposition A.9. (|

APPENDIX B. LIST OF SYMBOLS

For the convenience of the reader we list the symbols used in the main body of the paper in three
categories: those corresponding to the general setup and basic combinatorics; those corresponding to
the geometry and choice of paths; and those corresponding to the various algebras of interest. As
Appendix A is relatively short and self-contained we omit those symbols here.

TABLE 1. General symbols

Symbol Section Symbol Section Symbol Section
h 2 l 2 e 2
o 2 A 2.1 Y 2.1
@ 2.1 res(r, c,m) 2.1 Ce(n) 21
<@[(n) 2.1 Ch,g(n) 2.1 9;17@(71) 2.1
Std(\) 2.1 1%} 2.1 Ghe 2.2
Sy 2.2 G 2.2 &/ 2.2
w 2.4 w 2.4 The(t) 2.4
a(p) 2.4 0(q) 2.4 i 3.3
Sp 3.3 sr(1) 3.3 wh 3.3
(i,i4 1) 4.3 wy, 4.3 B 4.3
nib(w) 4.3 nib(z) 4.3 dety, 7.1
Std,, 7.1 r 7.1 O 7.1
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QUIVER HECKE AND DIAGRAMMATIC BOTT-SAMELSON ENDOMORPHISM ALGEBRAS

TABLE 3. Algebras and elements

Symbol Section Symbol Section Symbol Section
1o 3.1 1w 3.1 L (n, o) 3.1
Fha(n, o) 3.1 * 3.1 1o 3.2
1y 3.2 Ly 3.2 1% 3.2
150 3.2 SPOT?, 3.2 FORK?> 3.2
HEX]S0 3.2 comm?” 3.2 S (n, o) 3.2
S (n,0) 3.2 AT (< n,o) 3.2 1, 3.2
Hy, 3.3 e 3.3 Yi 3.3
i 3.3 o 3.3 s 3.3
HE 3.3 WP 3.3 VY 3.3
deg 3.3 es 3.3 ] 3.3
en 3.3 fr, 3.3 fro 3.3
Ph K Yh, 3.3 ¥h ® Vo, 3.3 nib(¢y.e;) 4.3
Vipog] 4.4 Q, 4.4 T, 5
P 5 adjg? 5.2 adjg5(q) 5.2
adjoy 5.2 spot?, 5.3 spot? (q) 5.3
fork2% 5.4 forkS? 5.4 fork2 (q) 5.4
fork™® (q) 5.4 hex0% 5.5 hex*7*(q) 5.5
hexsas(q) 5.5 hex*7 5.5 hexgas 5.5
hex(,3h s 5.5 hextO%o%e 5.5 com 5.6
com®7” 5.6 comy 5.6 com”? 5.6
comp., 5.6 com?] 5.6 er 7.1
E, 7.1 reXEi 7.2 REX;: 7.2
c 7.2 f 7.2 7% 7.3
Ins 7.3 HI! 7.3 HA 7.3
AZ(Q) 7.3 Sz()\) 7.3 fn’USZ(A) 7.3
Ay (w) 7.3 fr.0Sk(N) 7.3 (,)% 7.3
(% 7.3 Ly (w) 7.3 fr.0 Di()) 7.3
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