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Abstract

In the present study, heat transfer characteristics of an asymmetric diffuser with separated flow has been

studied. The flow separation is triggered due to wall expansion in two directions. Large Eddy Simulation

(LES) approach is adopted to solve the turbulent separated flow and heat transfer in such diffuser at Reynolds

number of 10000. For this purpose, a finite volume solver is extended in the OpenFOAM framework to solve

the energy equation for incompressible flow. The extended solver has been adjusted to deal with backscatter

phenomena and to prevent non-physical heat transfer results and numerical instability. An appropriate

grid resolution is employed to perform LES calculations and predict the characteristics of the heat transfer

within the separated flow. The numerical results are validated against measurements and Direct Numerical

Simulation (DNS) results. The present study showed that the low mean velocity and turbulent kinetic

energy (TKE) in a separated flow region are responsible for generating high temperature hot spots resulted

from significant reduction of heat transfer from the walls. It has been observed that the heat transfer from

the wall is increased slightly before the flow reattachment region. The applicability of the Reynolds analogy

in the separated flow zone for this problem has been examined. Moreover, the analysis of the computational

performance showed that increasing the number of computational cells can improve, to certain extent, the

convergence rate of the solver and therefor, reduced the computation cost.

Keywords: Large Eddy Simulation, Separated flow, Heat transfer, Asymmetric diffuser, Turbulent flow,

OpenFOAM.

1. Introduction

Flow separation and heat transfer are among the most studied fluid flow problems that have received2

much attention both in academic and applied engineering. One of the main factors to cause flow separation
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is the existence of an adverse pressure gradient. Adverse pressure and comparatively separation can be4

observed in some engineering equipment. In some of them, heat transfer also plays an important role, such

as Turbine blades [1–3], turbines [4], compressors, diffusers, heat exchangers [5, 6], and combustion chambers6

[7, 8] are some of the devices including heat transfer where the flow separation is possible. Heat transfer

inside the diffusers is also important in micro-gas turbines, significantly influencing the device’s thermal and8

overall efficiencies. Therefore, the researchers have worked on heat transfer inside a micro-gas turbine and

its impact on performance [9–12]. Computational fluid dynamics is one of the most favourite methods that10

scientists and designers use to study fluid flow and heat transfer from micro [13, 14] to macro-scale, including

separation phenomena. To do this, one needs to look at the boundary layer and flow characteristics alongside12

the wall, which is one of the most costly and challenging problems in computational fluid dynamics [15].

Cherry et al. [16] empirically investigated the problem of three-dimensional separation with turbulent14

flow in two diffusers. Since the returned separated flow is a severe numerical simulation challenge, they

designed these diffusers as the general model of the three-dimensional separated flow that can be used16

directly compared to numerical simulation. The Reynolds number of both diffusers based on the inlet

channel height was set to 10,000, and water was used as the operating fluid. The diffusers investigated by18

Cherry et al. [16] are standard cases for flow separation and its related phenomena. The heat transfer can

also be a general and standard case for all three-dimensional internal flow devices, with the separation of20

flow and heat transferworks in Mach numbers below 0.3. The elements used to simulate this problem -

such as simulation approach, discretization scheme, solution algorithm, and mesh quality - are shown to be22

essential for simulation of transient separation successfully [17].

Ohlsson et al. [18] investigated the flow in the Diffuser 1 studied by Cherry et al. [16] (Cherry diffuser)24

by DNS performed at Reynolds 10,000 on a mesh with approximate cell number of 220 million by a super-

computer with 32,768 cores. The results are accurate in which they can be used to validate other numerical26

studies in this geometry. Jakirlić et al. [19] used a recently proposed hybrid LES and Reynolds-Averaged

Navier-Stokes (RANS) method and an LES method along with the dynamic Smagorinsky SubGrid-Scale28

(SGS) model to simulate the flow in the Cherry diffuser, which developed some excellent results. Abe

and Ohtsuka [20] compared an LES approach and a combination of LES and RANS in simulating a three-30

dimensional diffuser flow. The results showed that the hybrid method provides a more accurate response

in a coarse grid than the LES. On the coarse grid, LES has not shown the separation correctly, but the32

simulation results are comparable with the experimental results in the hybrid method. Abe [21] investigated

an SGS stress anisotropy modeling in complex turbulent flow fields. Abe took into account several geome-34

tries, which Cherry diffuser was one of them. The SGS model was constructed by combining an isotropic

linear eddy-viscosity model with an additional anisotropic term to prevent the transfer of undesirable energy36

between the grid-scale and SGS parts. One of the crucial points of this study was to show that using this

model does not affect the simulation stability. The results of this study were in agreement with the DNS38
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results and experimental measurements.

Togun et al. [22] experimentally investigated the effect of flow separation from a backward step geometry40

on heat transfer. Oon et al. [23] studied the same geometry in the Fluent software with RANS k-ε method

in different Reynolds numbers and discussed the effects of separation on heat transfer. Togun et al. [24]42

investigated the heat transfer characteristics of nano-fluid flowing in an annular pipe at different Reynolds

numbers. They showed that surface heat transfer increased with increasing of either nano particles volume44

fraction or Reynolds number. They also showed that the flow separation affect the heat transfer coefficient

and the highest local heat transfer coefficient is estimated to be in the re-attachment region. Durbin et al.46

[25] simulated the effect of the inlet channel aspect ratio on flow separation in the diffuser by LES and

Delayed Detached Eddy Simulation (DDES) approaches. Schneider et al. [26] investigated k-ω RANS and48

LES approach with a specific type of wall-functions which could be switched off near the separation regions.

They reported that the RANS method failed to produce acceptable results, but the LES approach with50

standard Smagorinsky subgrid-scale model and van Driest damping produced acceptable results. Most of

the RANS methods failed to predict flow separation within a diffuser as discussed in ERCOFTAC [27]52

workshops. Other papers, such as [25] and [26], have emphasized that the RANS methods failed to predict

both the extent and location of the separation. Weatheritt and Sandberg [28] used machine learning to54

improve the relationships between the stress tensors in the RANS and hybrid models. Instead of looking

for a universal framework for all geometries, machine learning obtained a class of stress-strain relationships56

suitable for flows with simillar topology. The Cherry diffuser was one of the geometries studied using a

hybrid simulation method. Yin and Durbin [29] improved the adaptive-DES method proposed by Yin et al.58

[30], which could be converted to wall-resolved eddy simulation with a suitable grid resolution. They also

applied this method to the Jeyapaul diffuser series [31] diffuser seriesbased on the Cherry diffuser. Since60

RANS methods used previously did not provide acceptable results, Jakirlić and Maduta [32] investigated

the ability of RANS to capture turbulence unsteadiness. They investigated a new Sensitized RANS based62

formulation on different cases. One of them was the Cherry diffuser. The results showed a significant

improvement over the RANS methods used before.64

This paper aims to study the heat transfer in the three-dimensional separated flow to understand the

effects of separation on the heat transfer characteristics. A three-dimensional diffuser, specifically designed66

for comparison with CFD results, is used to validate the simulation results of the current study. The

first objective of this paper is to obtain velocity field profiles in the diffuser. The LES approach and the68

dynamic Smagorinsky SGS are employed to simulate the flow field in this diffuser. Alongside the velocity

and pressure fields, the equation for conservation of energy is solved to obtain the turbulent temperature70

field in the simulation. OpenFOAM (Open-source Field Operation And Manipulation) is an open source

computational fluid dynamics software that is used as a framework to solve the flow and temperature72

equations. For the purpose of this study, pimpleFoam is extended in which prevents non-physical results
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for backscatter phenomena. The temperature field in a channel is simulated using the extended solver, and74

the results are compared and validated with the DNS results of Kim and Moin [33]. Also, a simulation of

backward-facing step is performed to assess suitability of the extended solver in turbulent separated flow76

regimes and the thermal result is validated against the DNS result of Niemann and Fröhlich [34] and the

LES prediction of Avancha and Pletcher [35]. The temperature field is added to the diffuser flow, and the78

effect of separation on the temperature profiles and heat transfer coefficient was investigated and reported.

2. Computational method80

In most thermo-fluid applications, DNS simulations of turbulence are costly and need considerable com-

putational resources. On other hand, RANS simulations cannot provide accurate results in complex CFD82

simulations. For such simulations, LES approach is widely used as it provides more accurate results than

RANS with less computational resources than DNS. LES resolves large scales of flow, which control turbu-84

lent diffusion of momentum or heat. LES uses a filter function (Ḡ) to purge the turbulence scales smaller

than the grid mesh size. The filtered field is defined for a quantity f as [36]86

f̄ (x, t) =

∫
f (y, t) Ḡ (x− y) dy =

∫
f (x− y, t) Ḡ (y) dy (1)

The filtered continuity equation for an incompressible flow has the same form of the original equation as

follows88

∂ūi
∂xi

= 0. (2)

The unsteady Navier-Stokes equations for incompressible flow of a Newtonian fluid are given by

∂ui
∂t

+
∂

∂xj
(uiuj) = −1

ρ

∂p

∂xi
+

∂

∂xj

[
ν

(
∂ui
∂xj

+
∂uj
∂xi

)]
(3)

where t, u, ρ, p, and ν is time, velocity, density, pressure, and kinematic viscosity, respectively. Applying90

the LES filter on Navier-Stokes equations gives:

∂ūi
∂t

+
∂

∂xj
(ūiūj) = −1

ρ

∂p̄

∂xi
+

∂

∂xj

[
ν

(
∂ūi
∂xj

+
∂ūj
∂xi

)
+ Tij

]
(4)

where the subgrid-scale tensor Tij is given by92

Tij = ūiūj − uiuj . (5)

The continuity equation remains unchanged after filtering, but the filtered momentum equations involve an

additional term compared to the original equation called subgrid-scale tensor. Subgrid-scale tensor must be94

modelled to close the system of equation. The closure problem arises from implementation of the averaging

process on the nonlinear Navier-Stokes equations. This tensor is also physically necessary for energy balance96

and applying subgrid-scale effects. The modelled scales are those with length and time scales lower than the
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spatial and temporal filter width, respectively. In most of the cases, the subgrid-scale tensors are expressed98

in terms of eddy viscosity, νt,

Tij = 2νtS̄ij +
1

3
Tllδij (6)

where100

S̄ij =
1

2

(
∂ūi
∂xj

+
∂ūj
∂xi

)
(7)

is the filtered-field strain rate tensor. Therefore, the filtered Navier-Stokes equations yield

∂ūi
∂t

+ ūj
∂ūi
∂xj

= −1

ρ

∂P̄

∂xi
+ 2

∂

∂xj

[
(ν + νt) S̄ij

]
(8)

where the modified pressure is P̄ = p̄−
(
1
3

)
ρTll. In the LES method, different models have been developed102

for modelling eddy viscosity. These SGS models are responsible for the high frequency and small length scale

eddies, which are mostly dissipating scales. The SGS models are used to perform the effects of unresolved104

small scale fluid motions. This effect can be seen as the modeled turbulent kinetic energy, which is added

to the resolved turbulent kinetic energy to accurately predict the total turbulent kinetic energy of the flow.106

Smagorinsky [37] proposed the following equation to calculate the eddy viscosity

νt = (Cs∆x)
2 ∣∣S̄∣∣ (9)

where
∣∣S̄∣∣ =

(
2S̄ijS̄ij

)1/2
and Cs and ∆x are the Smagorinsky constant and filter width, respectively. In108

this study dynamic procedure was used, which developed by Germano et al. [38] to calculate Cs dynamically

and based on a test filter (∆̃x). The test filter is larger than the primary filter and it is common to assume110

it equal to 2∆x. If the test filter is applied to the filtered Navier-Stokes equations, the subgrid-scale tensor

of the field ˜̄u that must be modelled becomes112

Tij = ˜̄ui ˜̄uj − ũiuj (10)

and the resolved turbulent stress corresponding to the test filter applied to the field ū is

Lij = ˜̄ui ˜̄uj − ˜̄uiūj (11)

where Lij is the Leonard’s tensor. Considering Eqs 5, 10, and 11, the Germano’s identity is given in the114

form

Lij = Tij − T̃ij (12)

where T̃ij is obtained by applying the test filter to Eq. 5. The Smagorinsky’s model expression for the116

subgrid-scale tensor is applied to T̃ij to find that

T̃ij −
1

3
T̃llδij = 2ÃijC (13)
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where C = C2
s and118

Aij = (∆x)
2 ∣∣S̄∣∣ S̄ij . (14)

Tij is determined by the Smagorinsky model, which in return gives

Tij −
1

3
Tllδij = 2BijC (15)

with120

Bij = (2∆x)
2
∣∣∣ ˜̄S ∣∣∣ ˜̄Sij . (16)

By subtracting Eq. 13 from Eq. 15 one can find that

Lij −
1

3
Lllδij = 2BijC − 2ÃijC. (17)

Assuming that C is unchanged within the volume of the test filter Eq. 17 becomes [19]122

Lij −
1

3
Lllδij = 2CMij (18)

where

Mij = Bij − Ãij . (19)

Equation 18 represents five independent equations for one variable C, and thus the problem is over-124

determined in its current form. Lilly [39] chose to determine the value of C in Eq. 18 by minimizing

an error equation using a least-squares method results in:126

C =
1

2

LijMij

M2
ij

. (20)

To avoid excessively large values of C, the numerators and denominators of Eq. 20 is averaged over space

[40]. As a common practice, a limiter is applied to the calculations of νt to ensure that the effective viscosity128

is non-negative. Negative values of the effective viscosity are removed by applying the SGS viscosity limiter

in form of νt = max (−v, νt), to avoid non-physical behaviour and numerical instabilities. The pimpleFoam130

has been extended to solve incompressible flow energy equation for LES calculations. It has been adjusted

to solve the problem of backscatter phenomenon in heat transfer calculation. The energy balance equation132

for an incompressible flow for the temperature field, T , is expressed by

∂T

∂t
+

∂

∂xj
(ujT ) =

∂

∂xj

(
α
∂T

∂xj

)
(21)

where α is the thermal diffusivity coefficient. For LES turbulence simulation and similar to the approach134

taken for the flow equations, the filtered version of the energy equation becomes

∂T̄

∂t
+ ūj

∂T̄

∂xj
=

∂

∂xj

(
αeff

∂T̄

∂xj

)
(22)
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where, T̄ is the filtered temperature field and αeff = α+αt. The subgrid thermal diffusivity, αt, is calculated136

from the ratio of turbulence viscosity to turbulent Prandtl number. The latter is a dimensionless parameter

that is a characteristic of the flow regime, not a fluid property. The turbulent Prandtl number is considered138

commonly 0.85 in a turbulence modelling. Equation 23 shows the dimensionless temperature in which Tin

is the inlet temperature, n is the coordinate normal to the wall, and H is the inlet cross-section height.140

θ =
2 (T − Tin)(

∂T
∂n

)
wall

H
(23)

An expression for the Nusselt number is given by Eq. 24 where q is the heat flux from the wall and k is the

thermal conductivity of the fluid.142

Nu =
q H

2 (Twall − Tin) k
(24)

The generation of negative subgrid viscosity in dynamic models due to energy return causes non-physical

heat transfer behaviour. Energy transfer from smaller to larger eddy, the backscatter, is due to induction of144

eddies so that two small eddies may merge and increase their energy level. Piomelli et al. [41] emphasized

that this phenomenon should not be overlooked in LES as it may reduce the accuracy of the simulations.146

The effects of SGS viscosity in the unstable regions, with a negative value of SGS viscosity, can be ignored.

This is due to the fact that most of the LES kinetic energy is already resolved in these regions [42]. A limiter148

has been applied for αeff , similar to the one used for the turbulent viscosity, to avoid any non-positive values

for the effective diffusivity. Negative (or zero) effective diffusivity implies that heat is transferred from the150

cooler fluid to the warmer wall. In the case of zero effective diffusivity, the heat transfer between two regions

with different temperatures is zero. Both of these cases are non-physical and should be avoided in the152

simulations. For fluids with Pr < Prt, the SGS viscosity limiter will be sufficient to satisfy the condition

of αeff > 0. However, for fluids, such as water, where Pr > Prt, a separate limiter is necessary to ensure154

that the effective diffusivity is strictly positive. A limiter has been implemented in extended solver in form

of αt = max (αt, 0). OpenFOAM incompressible flow solver, pimpleFoam, was used in the current study to156

perform the LES flow simulations. This solver is based on a combination of SIMPLE (Semi-Implicit Method

for Pressure Linked Equations) and PISO (Pressure-Implicit with Splitting of Operators) numerical schemes.158

The pimpleFoam solver was operated in PISO mode to enable the unsteady flow calculations needed for the

LES simulations. A second-order backward scheme was used for time derivatives. The second order and160

Gaussian integration was used for the gradient and Laplacian terms, respectively.

3. Problem description and the test cases162

The geometric details of the studied diffuser and its dimensions are shown in Fig. 1, where H is the

inlet cross-section height. The inlet cross-section width (W) and the length of zone III (L) are used to164

nondimensionalize the coordinates in z and x directions. The values of H, W, and L are taken equal to
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H

x

y

15H 5H 15H 10H 10H

4
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3.33H

z

x

I II III IV V

Figure 1: Description of the diffuser geometry, dimensions, and computational zones represented from side (up) and up (bottom)

views.

1 cm, 3.33 cm, and 15 cm, respectively, as specified in the experimental setup of Cherry et al. [16]. The166

curvature of the opening, the interface between zone II and zone III, was replaced by a sharp edge to simplify

the geometry. This will result in a minor separation at the beginning of the diffuser’s openings, which can168

be safely neglected [26]. The effect of this minor separation will be discussed in the results section. For

simplicity, the outlet of the domain (end of zone V) was considered as a rectangular section, while in the170

experimental setup of Cherry et al. [16] the cross section was circular. Moreover, the length of the channel

after the main part of the diffuser was shortened from 12.5 H to 10 H to reduce the computational cost in172

a less critical part of the domain. It has been demonstrated by Durbin et al. [25] that the last modification

has an insignificant effect on the flow characteristics of the diffuser (zone III).174

In the experimental work of Cherry et al. [16], the inlet of the diffuser was a fully developed turbulent

flow. The boundary conditions in zone I were set to ensure a fully developed turbulent flow in the inlet of the176

diffuser. Unless a specialized boundary condition is implemented for zone I, the length of this zone should

be nearly 63H to achieve a fully developed flow [18]. The mapped method introduced by Baba-Ahmadi178

and Tabor [43] have been applied in zone I to achieve a fully developed flow by a much shorter length of

15H. Montorfano et al. [44] and Jakirlić et al. [19] have used successfully this boundary condition for similar180

cases. Implementation of this boundary condition resulted in considerable saving in the computation costs.

In this method, the flow properties, except the pressure, are mapped from the output of the channel to its182

input. Jakirlić et al. [19] have noted that over-shortening, below 5H, of the channel, causes inaccuracy in

capturing the flow structure. The length of 15H seems a conservative choice, which has proved to generate184

a fully developed flow in zone I as intended. Non-slip boundary condition was applied on all walls in the

domain, and a zero-gradient velocity boundary condition and fixed-value pressure were used in the outlet.186
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Table 1: Grid specifications for the computational Cases A, B, and C: grid distribution of diffuser zones in x direction, nI to

nV, grid distribution in y and z directions, ny and nz, the highest computational grid spacing in x and z directions and the

total number of grid.

Case nI nII nIII nIV nV ny nz ∆x+
max ∆z+max Total number of grid

Case A 60 20 75 40 40 100 100 68 96 1,750,000

Case B 120 40 150 90 40 100 100 46 98 3,200,000

Case C 120 40 150 90 40 94 169 42 12 5,083,520

For the temperature calculations, the inlet temperature in zone I was set to 293 K, zero gradient temperature

boundary condition was applied to the outlet of the domain. The walls of zone I and the sidewalls in the188

other zones are treated as adiabatic. In contrast, on the upper and lower walls of the main domain, a fixed

heat flux of 138 kW/m2 was arbitrarily assumed, which is equivalent to a fixed wall temperature gradient190

of 2.3×105 K/m. These values are set to ensure that there is a significant variation in the temperature field.

The ratio of the total length of the domain to the flow inlet velocity indicates approximately the time192

that the flow needs to pass the domain, the so-called flow-through time (τ). It usually takes between 5τ to

10τ for the flow field to stabilize and for the velocity profiles to take shape in LES simulations. Following194

a common practice in LES simulations, the Courant number was set to 0.3 for all cases. The simulations

required about 10τ to achieve a fully developed flow in the development channel (zone I). The simulations196

then were allowed a further 8τ to obtain statistically steady flow in the primary domain (zone II, III, IV

and V). The time averaging has been performed over 16τ of the primary domain to find the time-averaged198

properties of the flow.

The details of the spatial spacing in the three directions and total number of grid for the studied cases are200

given in Table 1. The total number of grids does not contain the zone I as this zone was used just to provide a

fully developed flow, and that is not a part of the main geometry. For all cases, the spacing in the normal and202

spanwise direction was kept the same for all five zones of the computational domain. While the streamwise

spacing varies for the different zones with the target to keep ∆x+
max below 50 in diffuser zone (zone III). The204

dimensionless normal grid spacing ∆y+
max should be kept below 1 on the wall. The dimensionless spanwise

grid spacing ∆x+
max should not exceed 30 in the near wall as Rezaeiravesh and Liefvendahl [45] suggested for206

accuracy of the LES calculations. Case A and B were used initially to estimate the values of dimensionless

turbulent grid spacing in the domain. Case C was chosen to respect the above mentioned constraints on the208

grid spacing. In Case B, the number of grid points in the flow direction was increased compared to Case

A. These values are in line with those suggested by Rezaeiravesh and Liefvendahl [45] for high-quality LES210

simulation in channels.

Figure 2 shows the variation and the details of the dimensionless wall distance ∆y+
1 where the value212

of ∆y+
1 was kept below 1 in all cases. However, in Case A, the streamwise spacing was above 50 in some

9
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Figure 2: First-layer grid resolution, ∆y+
1 , along the center-line of the diffuser upper and lower walls at z/W=1/4, 1/2, and

3/4 in zones III and IV.
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regions but below this limit for Case B and Case C.214

4. Results and discussion

LES calculations have been performed for three cases A, B and C, described in the previous section.216

The modelling specifications and the numerical schemes have been detailed in Section 2. In this section, the

averaged velocity field, pressure, and turbulence intensity have been extracted from the LES calculations218

and compared with DNS results of Ohlsson et al. [18] and measurements of Cherry et al. [16]. The ratio of

the resolved to total TKE, i.e. TKEres/TKEtot, and Power Spectral Density (PSD) have been used to assess220

the LES results qualitatively. It should be mentioned that the experimental data provided by Cherry et al.

[16] are out of the original geometric dimensions. Therefore, the geometry has been scaled for reasonable222

comparisons with the provided measurements.

Figure 3 shows the velocity profiles calculated on Cases A, B, and C on x-y planes at z/W = 1/4, 1/2, and224

3/4. A flow separation was predicted on the diffuser upper wall and corners in Cases C and B, respectively.

On the other hand, this was not observed in the numerical results achieved by Case A. In Case A, the velocity226

profile agrees with the experimental results at the diffuser entrance. However, the discrepancy between its

results and the measurements increases as flow advances in the diffuser. The velocity profiles of Case B228

shows better agreement with the experimental data where a flow separation prediction was improved in the

upper corners of the side-walls. However, the flow separation at the center of the upper wall was not resolved230

in this case. Hence, the grid resolution was increased in the spanwise direction for Case C in comparison

to Case B. The flow recirculation lengths have been calculated from present numerical results of Case C at232

three planes with z/W=1/4, 1/2, and 3/4. The relative differences with respect to data of Cherry et al.

[16]. are 12.77 %, 3.11 %, and 14.89 %, respectively.234

The pressure coefficient is defined as

Cp =
p− pref
0.5ρU2

bulk

(25)

where pref is the pressure at x/L = 0.05 at z/W = 1/2 of lower wall. This coefficient at the outlet section236

is considered as an indicator of the recovered static pressure and the primary characteristic of a diffuser

performance. Conceptually, the pressure coefficient increases with the diffuser aspect ration. However,238

other practical considerations may affect the design parameters of a diffuser. In particular, the separation

of the flow from the walls opening results in a pressure drop due to the dissipative nature of the separated240

flow. The zero-velocity surface defining the separation boundary acts like a wall that shrinks the outflow

area of diffuser. Without careful consideration of the effect of flow separation in a diffuser, higher angle242

of expansion even adversely reduces the static pressure at the outlet of diffuser. Figure 4 depicts the

pressure coefficient along the center-line of the lower wall, i.e. z/W=1/2. The results of Case C show244

slightly higher-pressure coefficients than the experimental data, while the DNS results are slightly less than

11



y
/H

0 5 10 15 20
0

1

2

3

4
Present work (Case A)

Present work (Case B)

Present work (Case C)

Ohlsson et al. (2010)

Cherry et al. (2008)

(a)
u

mean
/U

bulk
 = 1

y
/H

0 5 10 15 20
0

1

2

3

4(b)

x/H

y
/H

0 5 10 15 20
0

1

2

3

4(c)
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those reported by Ohlsson et al. [18] and Cherry et al. [16]

experimental results. This can be attributed to the fact that the DNS flow computations predicted the246

separation slightly earlier than that observed in experimental measurements. On the other hand, Case C

estimates flow separations more downstream compared to the experimental results. Therefore, the zero-248

velocity surface calculated by the DNS occupies the outlet section area more than that of Case C. The

initial slope of the pressure coefficient variation is similar for DNS, LES, and the experimental results where250

their velocity profiles matched. Further downstream, the velocity profiles are significantly different for the

LES cases, hence, different profiles of the pressure coefficient is observed from the simulations as shown252

in Fig. 4. Neither the variation nor magnitude of Cp calculated from Case A are not in agreement with

those of DNS and experimental results. In Case A, no separation (zero-velocity) surface was predicted by254

LES calculations, hence, a higher pressure distribution was calculated at the center plane. In other words,

there is no mechanism to reduce the effective cross-sectional area within the flow and thus, to limit the256

non-physical increase of the pressure. In Case B, a flow separation was resolved in partial. Thus, the mean

velocity was higher than Case C, where in contrast to Case B, the separation was captured on the upper258

corners and in the center of the cross-flow plane. As in Case B, the zero-velocity surface is on the upper

corners of the side-walls. This pushes the flow towards the center plane. The higher velocity resulted in a260

lower pressure coefficient, which is in a better agreement with DNS and experimental results in terms of

velocity magnitudes. It should be emphasized that the deviation of Cp variation calculated in Case B is262

potentially attributed to the missing of flow separation in the center of the cross-flow planes. Comparing

to the DNS and the experimental results, a higher variation of Cp was calculated for Case C at x/L≤ 0.6264
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those reported by Cherry et al. [16]

where a flow separation is predicted. As seen in Fig. 4, beyond the separation point, the slope of Cp profile

is similar to what calculated by DNS and experimental results.266

Figure 5 demonstrates reverse flow area fraction, which is defined as

Reverse flow area fraction(%) =
Area of reverse flow

Area of the section
∗ 100. (26)

The pressure coefficient in the diffuser is significantly affected by this ratio. While, the flow pattern calculated268

in Case B deviates from the measurement, the estimated pressure magnitude is the closest one to the

experimental results along the first half of the diffuser passage. Moreover, this figure indicates that although270

the calculated pressure coefficient in Case C follows a similar trend to the experimental results, its magnitudes

differs slightly from the measurements.272

Figure 6 shows the profiles of the turbulence intensity and ratio of the resolved to total turbulence energy

for Cases A, B, and C at the center plane, i.e. z/W=1/2. The turbulence intensity profiles are compared274

with those of DNS results and experimental data. In Fig. 6(a), the variation of turbulence intensity is not

in agreement with the reference results for Cases A and B, as in these cases where no flow separation was276

resolved at the center plane. On the other hand, the results obtained for Case C show a similar trend to

those of the experimental and DNS profiles with a small difference in magnitude. The origin of this difference278

is attributed to fact that the present LES flow computations are carried out on a coarser grid compared to

the DNS, especially, along the streamwise direction. One can observe in Fig. 6(a) that the intensity in the280

separated region is less than other regions. This is due to the low energy of resolved eddies and the small

reverse flow velocity in this region. Figure 6(b) shows the ratio of resolved to total TKE at the center plane.282
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Figure 6: The profiles of (a) the turbulence intensity and (b) the ratio of the resolved to total TKE at z/W=1/2

The resolved TKE is

TKEres =
1

2
(u′2x + u′2y + u′2z ) (27)

where u′2i is the averaged square of resolved velocity fluctuations, and the total TKE is284

TKEtot = TKEres + TKESGS. (28)

The ratio of resolved to total TKE is an indicator of the performance of LES simulations. As it can be seen

in Fig. 6(b), this ratio is closer to unity for Case C compared to Cases A and B. This confirms that more286

TKE was resolved in Case C.

The evaluation of the present LES computations is progressed by examining the power spectral density288

(PSD) at selected computational points (probes) within the flow domain. The probes are located in the area

where, as shown in Fig. 6(b), cases have the highest difference of the ratio of resolved to total TKE. For290

this purpose, the temporal variation of resolved TKE is expressed in terms of the frequency and presented

in Fig. 7. In this figure, the PSD diagram is plotted in a logarithmic scale for two probes located at292

(x,y,z)=(6H,H/2,W/2) and (12H,H/2,W/2). The results show that the overall slope of PSD in Case B

and Case C are closer to the expected value of −5/3 than Case A which states that the energy transfer294

from large-scale (energy carrying) to small-scale (dissipating TKE) eddies was captured better in Case B

and Case C at probe points. The area below the diagram at both points for case B is larger than case C,296
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Figure 7: PSD diagrams for two selected probes located at x/H=6 and 12 on the plane y/H=z/W=1/2.

indicating the larger calculated turbulence kinetic energy at these two points. Figure 6(a) also confirms that

the turbulence intensity in case B is higher than case C and the experimental results and DNS in regions298

close to the location of the probes. The ratio of the area under the diagram before changing the concavity

to the total area of the under diagram in the PSD diagram for case C is greater than case B at probe points,300

which is confirmed by Fig. 6(b). This ratio represents the resolved turbulence kinetic energy to the total

turbulence kinetic energy. From the PSD plots for Case C in Fig. 7, it is concluded that the eddies with302

frequency lower than and above 200 Hz were resolved and modelled, respectively. Given the accuracy of

the present results, this confirms that the employed computational temporal and spatial grids provide an304

acceptable cut-off frequency for the present LES of the studied problem.

Figure 8 shows the PSD diagram calculated in terms of velocity fluctuations in the streamwise direction.306

As seen, as the computational grid is refined in the streamwise direction, the slope of PSD diagram ap-

proaches to the expected magnitude. Since the streamwise resolution of the grids is the same for both Case308

B and C, their slope is similar in Fig. 8 at x/H=6 and 12. At x/H=6, the concavity of the graph in Case B

has changed at a lower frequency than in Case C. This shows the effect of grid resolution in the normal and310

spanwise direction on the accuracy of turbulence characteristics in the streamwise direction. These effects

are less at x/H=12 because as the flow establishes forward in the diffuser, the velocity gradient at the walls312

decreases and the dimensionless parameters ∆y+ and ∆z+ are in an appropriate range at probes.

To provide another view point for LES flow calculations at one of the most intense flow recirculation314

zones, a probe was located at x/H=14.5, z/W=1/2, and y/H=3.3. Here, the results of Case C showed an
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Figure 9: Flow and heat transfer computations in a three-dimensional channel; (a) fully-developed velocity profile (b) non-

dimensional temperature.

area under the PSD diagram smaller than those of for Case A and B. In other words, the total TKE is316

significantly lower than two other cases at this location of the diffuser. This difference is attributed to that

Case C predicted the separation at x/H=14.5 and z/W=1/2 while two other cases did not.318

The computation of air flow and heat transfer through a three-dimensional channel was used as a standard

test case to validate the present extended temperature solver. Three computational girds were used to320

perform validation and their details are given in Table 2. The temperature of the top, and bottom walls

were set to 303K and 297K, respectively. A fully developed velocity profile at temperature of 300K was322

obtained by performing cyclic flow calculation and imposed at the inlet section. In Fig. 9, the dimensionless

velocity and temperature profiles of the validation case are compared with those of DNS results reported by324

Kim et al. [46] and Kim and Moin [33], respectively. Also, the results of LES calculations provided by Wang

and Pletcher [47] are included in Fig. 9. The dimensionless temperature is defined as θ+ = T − Twall/θ
∗

326

where θ∗ is the friction temperature and expressed by

θ∗ =
α

u∗
∂T

∂y

∣∣∣∣
wall

(29)

In this figure, the obtained fully developed dimensionless turbulent velocity and temperature profiles are in328

good agreement with the results presented by Kim et al. [46] and Kim and Moin [33], respectively.

Another validation has been undertaken to assess suitability of the extended solver in turbulence sepa-330

rated flow regimes. For this purpose, a standard backward-facing step with the Reynolds number of 5540

(based on the step height and upstream centerline velocity) has been considered. The physical parameters332

18



Table 2: Specifications of computational grids employed to solve temperature field within channel.

Case nx ny nz

Coarse 50 32 32

Medium 50 64 64

Fine 100 64 64

Figure 10: Backward-facing step geometry; the inlet and the mapped planes are specified by green, cyclic lateral walls are

specified by red, and heated lower wall is specified by blue.

for this simulation are Uc = 2.063 m/s, Ubulk = 1.79 m/s, Tin = 293 K, ν = 1.527e−5 m2/s, and Pr = 0.71.

The geometry of the step has been shown in Fig. 10, where the height of step is h=0.041 m. A total334

grid number of 244512 have been used for the calculation. The grid distribution upstream of the step was

nx = 40, ny = 31, and nz = 48 and downstream of step was nx = 82, ny = 47, and nz = 48. Mapped field336

condition has been set in the inlet boundary to feed a turbulence fully developed flow into the domain. The

cyclic boundary condition has been set on lateral walls. The non-slip and adiabatic boundary condition has338

been set on the upper wall and the non-slip and constant heat flux of 1000 W/m2 has been set on the lower

wall.340

LES calculations have been performed with Prt = 0.85 and maximum Courant number of 1. Figure

11(a) shows the dimensionless velocity profiles which were compared with measurements of Kasagi and342

Matsunaga [48] and the LES calculations of Avancha and Pletcher [35]. Present results have shown a better

agreement with experimental velocity profiles in comparison with LES results of Avancha and Pletcher344

[35] and predicted a larger recirculation length in agreement with the experimental results of Kasagi and

Matsunaga [48]. The length of main recirculation zone for present work, DNS results [34], and prediction of346
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Figure 11: Backward-facing step results; The profiles of (a) dimensionless velocity and (b) temperature on the lower wall

Avancha and Pletcher [35] are 5.25 x/h, 5.1 x/h, and 4.16 x/h, respectively. Also, the re-attachment point

has been predicted in present work at x/h=7.06 while x/h=6.51 reported in the experiment and the LES348

result of Avancha and Pletcher [35] predicted at x/h=6.1. The profile of temperature on the lower wall has

been compared to the DNS result of Niemann and Fröhlich [34] and LES result of Avancha and Pletcher [35]350

in Fig. 11(b). The overall trend of temperature profile is consistent with other numerical results. A minor

local minimum temperature can be seen downstream of the step due to the prediction of higher velocity in352

the corner of step and lower wall compared to the experimental results. As a result of better recirculation

length prediction, the maximum wall temperature has been shifted downstream in comparison with the LES354

result of Avancha and Pletcher [35] and in agreement with the DNS result of Niemann and Fröhlich [34].

Because of assuming constant density and Prandtl number, the present and the DNS results have shown356

smaller increase in temperature after the reattachment in comparison with the LES of Avancha and Pletcher

[35], whereas variation of density and Prandtl number are considered.358

The contours of the streamwise velocity on different cross-flow planes are given in Fig. 12 for Case C.

The velocity contours are compared with those of DNS simulation and the experimental data. In the present360

results, the separation started from the top corner at the expanding sidewalls and extended to the diffuser

center. This is in agreement with the experimental data and the DNS results. Moreover, the separation362

started from both upper corners which is in agreement with the measurements performed by Reneau et al.
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Figure 12: Crossflow planes of streamwise mean velocity at (a) x/H = 2, (b) x/H=5, (c) x/H=8 and (d) x/H=15 of the diffuser

which located at zone III. Here, left, middle, and right columns are the present LES result (Case C), Ohlsson et al. [18] DNS

result, and Cherry et al. [16] measurements, respectively.

21



X

Y

Z

TKE
res

/TKE
tot

 (%): 50 60 70 80 90 100

(a)

u
rms

/U
bulk

(%): 2 4 6 8 10 12 14 16 18 20 22

(b)

Figure 13: Contours of the (a) ratio of the resolved to total TKE and (b) turbulence intensity at cross-flow planes with x/H=2,

5, 8, 12, and 15.

[17] who studied the separation regions in diffusers. In this figure, a more significant separation is also364

predicted on the top right, where the two diverging walls meet, in comparison with the top left corner.

Ohlsson et al. [18] pointed out that there is a bump shape of the velocity contours due to the presence of a366

secondary flow structure in the cross-flow plane at x/H=8. However, in the current LES result, the bump

shape is predicted on the cross-flow plane at x/H=15. In comparison to the DNS results, the flow separation368

obtained from the present numerical experiments is located at a section with higher x/H in downstream.

Figure 13 shows the contours of the ratio of the resolved to total turbulence energy and turbulence370

intensity at cross-flow planes with x/H=2, 5, 8, 12, and 15. The LES results can be categorized into classes

in terms of the fraction of the resolved TKE. In near-wall resolved class, the spatial and temporal filters are372

adequately small for resolving almost 80% of TKE in the entire flow field. On the other hand, in near-wall

modelled class, the time filter and grid resolution are set to resolve almost the same fraction of the off-wall374

TKE. In a very large eddy simulation technique, less than 80% of TKE is resolved employing a coarse time-

step and grid resolution [49]. The results of resolved TKE ratio of Fig. 13(a) demonstrate that more than376

80% of the TKE has been resolved on Case C for the most of the flow domain, therefore the simulations

are placed in the LES near-wall resolved class. At a crossflow plane, there are a few spots where less than378

80% of the TKE has been resolved. Back to Fig. 3, the velocity profiles show that the regions with more

than 80% homogeneously resolved TKE are in a better agreement with the DNS results and measurements.380

However, the velocity profiles deviate from referenced data in regions with a scattered resolved TKE where

its magnitude is either above 90% or below 70%.382

As expected, the flow experiences a decrease in turbulence intensity beyond the separation surface and

an increase after the re-attachment point. This has been confirmed by the results of Fig. 13(b) at the384
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depicts the locations where a zero value is calculated for the normal velocity gradient.

crossflow planes. The lowest value of the turbulence intensity is achieved in the separated flow region. The

numerical experiments exhibit that the turbulence intensity is higher on the expanded wall compared to the386

fixed wall. This is in agreement with the experimental observations reported by Cherry et al. [16].

The thermal calculations were performed for Case C using the extended temperature solver. The prop-388

erties considered for the fluid, namely the Prandtl number and the thermal diffusivity, are those of water

in the present numerical experiments. Figure 14 shows the contours of dimensionless mean temperature390

(θmean) on the upper and lower walls of the diffuser. The numerical results show that the temperature on

the upper wall is affected by the zero velocity gradient lines. The regions where the flow is separated have392

been subjected to higher wall temperatures than the other areas with attached flow. The convective heat

transfer coefficient decreased significantly near the solid wall adjacent to the separated flow. On the lower394

wall, an increment in the temperature is observed in the separation region at left lower corner. Considering

the flow Reynolds and water Prandtl numbers, the effects of the temperature rise at the upper wall are small396

on the lower wall temperate distribution.

To investigate the heat transfer mechanisms in the separated flow region, the iso-surfaces of i) zero398
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Figure 15: iso-surfaces of (a) the average dimensionless temperature of domain (gold) and zero streamwise velocity (blue) (b)

the average total TKE (green) and the average velocity magnitude of separated zone (red; the dashed red lines show a view

from the z direction for the specified area

streamwise velocity, ii) the average temperature of the domain, iii) the average total TKE at the separated

zone, and iv) the average velocity magnitude of the separated zone are shown in Fig. 15. The topology400

of iso-surface of zero streamwise velocity reveals that the flow separation begins from the corners, and it

intensifies along the lateral expanded wall. The flow separations establish from the corners along the upper402

wall and meet around x/H=9.5. The flow re-attachment starts around x/H=19 and ends at top corners

around x/H=21. As can be seen in Fig. 15(a), as the blue area started to develop, the gold surface distanced404

from the upper wall, i.e. the size of region with higher temperature than average is increased. Since the

heat flux of the upper wall is constant, the growth in the high temperature region implies that the region406

with poor heat transfer coefficient is enlarged due to the flow separation. Likewise, the low temperature

can be attributed to high local heat transfer. There is a region near the fixed wall, where the blue and gold408

surfaces meet, which contains separated flow with temperature lower than the average of the domain. As

seen in Fig. 15(b), most of the regions, with higher momentum and turbulence intensity than average of410

the separated zone, are located near the fixed wall. This can explain presence of a high local heat transfer

region near the fixed wall where the blue and gold surfaces intersect.412

For better understanding of characteristics of the flow around local hot spots, which can be seen in Fig.

14, the flow and temperature fields in vicinity of the spot with the highest temperature have been considered.414

Figure 16 shows contours of velocity magnitude, total TKE and dimensionless mean temperature on the
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Figure 16: Contour of (a) velocity magnitude, (b) total TKE and (c) dimensionless mean temperature at x/H=13, 13.5, and

14. Solid black lines depict the locations where a zero streamwise velocity is obtained. Dashed black lines indicate location of

the selected hot spot.

planes normal to the upper wall at x/H=13, 13.5, 14. The velocity magnitude and total TKE are considered416

as the main mechanism and indicator of the turbulent power incorporating the heat transfer in a turbulent

separated flow. In Fig. 16(a), the magnitude of velocity within the regions around the selected hot spots418

does not show an effective difference. On the other hand, the thickness of low TKE layer in the hot zone

is higher than the surrounding areas (see Fig. 16(b)). This plays the role of a thick insulator and reduces420

the heat transfer coefficient in the region above the hottest spots on the upper wall. This behaviour of low

TKE layer occurs due to lack of downwash effect as discussed by Keating et al. [50]. In this region, eddies422

hardly bring cold fluid from the region above the shear layer towards the wall because of low wall shear

stress fluctuations.424

Figure 17 shows the time-averaged dimensionless velocity gradient normal to the upper and lower walls

at z/W=1/4, 1/2, and 3/4. In this figure, locations on the upper wall with either a zero or negative velocity426
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Figure 17: Time-averaged dimensionless velocity gradient normal to the upper and lower walls at (a) z/W=1/4, (b) 1/2, and

(c) 3/4.
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gradient corresponds to the regions where the flow is separated. At selected z/W coordinates, the main flow

separation is predicted on the upper wall at x/H=8.2, 9.5, and 8.8 and and corresponding re-attachments428

at x/H=21, 20.5, and 19. The results show local separations and re-attachments upstream of the main flow

separation points. It is emphasized that the velocity gradient calculated for the flow adjacent to the upper430

wall is influenced by the flow separation on the sidewall. Therefore, the velocity gradient normal to the wall

is an acceptable indicator for investigating the heat transfer characteristics of the upper wall.432

Figure 18 shows the variation of time-averaged dimensionless wall temperature at selected z/H coor-

dinates. There is a significant increment in the wall temperature in the separation region. As mentioned434

before, this indicates a decrease in the convective heat transfer coefficient resulting from the low velocity and

kinetic energy transfer in the separated flow within the boundary layer. In another view, the regions with436

low velocity and TKE play the role of a thermal isolating layer and consequently, reduce the heat transfer

from the wall. In the separation area, the temperature reaches its highest level and then decreases toward438

the re-attachment point.

Figure 19 shows the variation of Nusselt number of the upper wall at selected z/H coordinates. The440

Nusselt number distribution shows a local minimum beyond the separation point. It increase beyond the

re-attachment point indicating more heat transfer flux from the wall. As is seen, the numerical results442

indicate that an increase in the turbulence intensity results in an enhancement in the heat transfer between

wall and fluid flow. The flow experienced local high TKE slightly before the re-attachment zones, which444

resulted in the local high Nusselt number.

The Reynolds analogy states that skin friction coefficient (Cf = τw/
1
2ρ∞U

2
∞) and Stanton number446

(St = Nu/Re∞Pr∞) are directly related and behave in the same way. Given that in the current problem

the Reynolds and Prandtl numbers are constant, the Reynolds analogy implies that the Nuesselt number448

varies proportionally with skin friction coefficient. As is seen in Fig. 17 and 19, this statement is established

for the lower wall in all three planes and both diagrams show a downward trend. However, on the upper wall450

and in the separation zone, the variation of skin friction coefficient is not similar to the variation of Nusselt

number. For instance, a minimum for local Nusselt number is calculated about x/H=14 at all three planes452

in Fig. 19. However, a different variation is predicted for the skin friction coefficient. Moreover, in contrast

to the skin friction coefficient, a step increase is calculated for the Nusselt number where an increase of TKE454

is predicted in the area prior to the reattachment zone. This implies that the Reynolds analogy does not

hold in the separation regions, which is in agreement with the findings of Vogel and Eaton [51], Avancha456

and Pletcher [35] and Keating et al. [50].

Considering the above discussions, since the Reynolds analogy is no longer valid in the area bounded by458

the zero normal velocity gradient lines, there is no direct relationship between the local high temperature

zone and the zero normal velocity gradient. It can be realised that a low local heat transfer coefficient460

is calculated at the most of the wall surface adjacent to the separation zone due to the low momentum
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Figure 20: Dimensionless mean temperature profiles normal to the (a) upper and (b) lower walls at z/W = 1/4, 1/2, and 3/4.

and turbulence intensity in the outer layers. Therefore, in addition to the effect of zero normal velocity462

gradient, low momentum and turbulence kinetic energy result in building a local low Nusselt number and

consequently, a local high temperature zone.464

Figure 20 shows the dimensionless mean temperature profiles normal to the upper and lower walls in the

thermal boundary layer at selected z/H coordinates and x/H = 2, 6, 10, 15.5, and 18.5. Also, n indicates466

direction normal to the wall. In Fig. 20(a), the arrows indicate the separation points at the upper wall.

A temperature increase is predicted beyond the separation point on upper wall. The bulk flow and upper468

wall separation had some minor effects on the lower wall temperature profile. Generally, the lower wall and

its adjacent flow temperature increases monotonically as the flow advances along the diffuser. However, the470

rate of increase is not the same at different spanwise locations, see Fig. 20(b). Flow separation starts from

the top corners and therefore, its effects are more obvious at the flow sheet with z/W=1/4 then the ones472

with z/W=1/2 and 3/4. Furthermore, on plane z/W=1/4, the flow reattachment length is higher than the

other planes (see Fig. 17). Therefore, a lower heat transfer coefficient is calculated in this plane which474

results in a higher temperature at the top wall. The increase of the temperature on this plane has affected

the temperature distribution of the lower wall at z/H=1/4. This can be observed in Fig. 20(b) where the476

temperature at z/W=1/4 has the highest increase compared to the other two planes. As seen in Fig. 12,

the largest separated area and consequently, a lower heat transfer is calculated for z/W=1/2 and x/H=15.478

30



Table 3: Comparison of the computational cost and parallelisation performance of Case A, Case B, Case C and Case C with

thermal calculations according to number of iterations, the computation time, and the number of cores.

Parameters Case A Case B Case C Case C∗

ANI of the momentum equation 7.323 7.913 8.617 8.630

ANI of the pressure equation 233.6 169.0 54.97 53.88

ANI of the temperature equation — — — 2.000

Total ANI 240.9 176.9 63.59 64.52

Averaged execution time (sec) 4.469 3.937 1.965 1.950

Averaged clock time (sec) 4.493 3.972 2.006 1.996

Relative NCPL (%) 0.534 0.888 2.066 2.357

Number of time steps (×103) 60.44 63.57 57.96 58.41

Computational cells per core (×103) 24.48 22.91 36.23 36.23

∗ Flow and thermal calculations.

Considering a constant heat flux boundary condition at the wall, a temperature increase is achieved shown

in Fig. 20(a) at x/H=15.5. The temperature difference between the planes also depends on the difference480

in flow intensity and the size of the separation area on that plane. On plane z/W=3/4, as shown in Fig.

13, the flow turbulence intensity is higher than the other two planes, resulting in more heat transfer in this482

plane. This larger heat transfer causes the temperature on this plane to be lower compared to the other two

planes, z/W =1/4 and 1/2.484

Computational cost and performance

The performance of the parallelisation of the computations has been studied by looking at the compu-486

tational cost, namely the number of computation cores and the execution and communication times. A

high-performance computing cluster with 16 nodes each consists of two six-core Intel Xeon E5-2620 2.0488

GHz CPUs, and 64 GB RAM has been employed for numerical simulation except for Case A, where the

simulations were performed over 8 nodes. The computations data are denoted in Table 3 for 4 flow-through490

time (τ) of the simulations where the averaging was performed. For the purpose of comparison, the number

of iterations are averaged over the number of time steps denoted by averaged number of iterations (ANI).492

The execution time is the exact time of CPUs execution and the clock time is defined as the total CPUs

time. The nodes communication power lost (NCPL) is defined as the difference between the clock time and494

execution time, representing the time the data is transmitted between nodes. Relative NCPL is defined as

the ratio of the NCPL to the execution time. Since the time step was not constant and instead controlled by496

a maximum Courant number, the number of time steps for Case C with thermal calculations is greater than
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the number of time steps for the same case without thermal calculations. Adding the temperature equation498

did not affect the execution time significantly as the velocity field was calculated from the flow equations.

However, adding the temperature equation affected the data transfer time and increased waste power since500

it introduced additional data. Reduction in of pressure iterations for Case C resulted in a significant saving

in the average clock time in comparison with Case A and Case B. this was due to better mesh quality for502

Case C. As it can be concluded from Table 3, the convergence speed increased by increasing the grid number.

Obviously, there should be a trade-off between the computation cost for a large grid and the convergence504

speed. Case A has the lowest relative NCPL, while Case C experienced the highest. The increase in NCPL

occurs either due to a decrease in the ratio of grid number to the computing cores or due to an increase in506

the amount of data transferred between nodes. Decreasing the ratio of grid number to the computing cores

reduces the computational time significantly compared to the nodes’ data transfer time. Although Case C508

experienced the highest relative NCPL, it has shown the highest computing and parallelisation performance

owing to its higher convergence and shorter execution time.510

5. Conclusion

LES simulation was used to predict flow separation zones and separation effects on heat transfer in a three-512

dimensional diffuser employing dynamic Smagorinsky subgrid-scale model. Three grid arrangements were

utilized to study the grid resolution effects on the near-wall LES results and the dimensionless parameters514

of the Case C were in an acceptable range. The velocity profiles and wall pressure distribution obtained

for Case C were compared with those of DNS and experimental results and show good agreements. The516

pressure coefficient predicted for Case C showed a similar trend to those of the referenced results. It was

shown that in most regions of the flow field, the TKE is resolved above 80%, which is one of the requirements518

of a high-quality near-wall LES calculations. The PSD was computed for two spots in the regions with the

lowest grid resolution and it was shown that an acceptable energy cascade was achieved at those two points.520

Also, a probe was located at the recirculation zone to provide another view point for LES flow calculation in

such region. The PSD diagrams imply that the LES calculation resolved large scales of flow, which control522

turbulent diffusion of momentum and heat. A finite volume solver was extended in OpenFOAM to solve

energy equation for incompressible flow and a limiter was introduce to the solver to prevent non-physical524

heat transfer and numerical instability which may result from backscatter phenomena. The extended solver

was validated by calculating flow in a three-dimensional channel and a backward-facing step, and the present526

numerical results were in a good agreement with DNS calculations. The present study showed that the heat

transfer from the walls is significantly affected by the flow separation and reduced in most of the separated528

flow domain. This reduction is resulted from the low velocity and TKE in the separated flow within the

boundary layer. In another view, the regions with low velocity and TKE play the role of a thermal isolating530
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layer and consequently, reduce the heat transfer from the wall. In the re-attachment region, the temperature

was reduced indicating an increase in heat transfer. This increase in heat transfer is the result of an increase532

in turbulence intensity near the re-attachment zone. Computational cost and performance analysis showed

that increasing the number of computational cells in Case C increased the convergence rate of the solver534

and thus, reduced the computation time and cost. It was also shown that solving the energy equation did

not have a significant effect on the execution time. It increased the relative NCPL due to increase of data536

transfer between the computational cores.
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[32] S. Jakirlić, R. Maduta, Extending the bounds of ‘steady’rans closures: Toward an instability-sensitive reynolds stress606

model, International Journal of Heat and fluid flow 51 (2015) 175–194.

[33] J. Kim, P. Moin, Transport of passive scalars in a turbulent channel flow, in: Turbulent Shear Flows 6, Springer, 1989,608

pp. 85–96.
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[50] A. Keating, U. Piomelli, K. Bremhorst, S. Nešić, Large-eddy simulation of heat transfer downstream of a backward-facing640

step, Journal of Turbulence 5 (2004) 020.

[51] J. Vogel, J. Eaton, Combined heat transfer and fluid dynamic measurements downstream of a backward-facing step (1985).642

35


	Introduction
	Computational method
	Problem description and the test cases
	Results and discussion
	Conclusion

