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Abstract 

This paper reviews the developments and applications of meshfree method based on MLPG 

(Meshless Local Petrov Galerkin) in ocean engineering, primarily from the work carried out at 

IIT Madras and City, University of London, UK. Apart from discussing the various stages in the 

model development, this paper will also reports its applications to small amplitude waves, wave 

overtopping and breaking, porous layers, long wave run-up, vegetation, floating bodies in waves, 

wave interaction with elastic structure and two phase flow modelling. Generally, the Navier – 

Stokes equation will lead to numerical dissipation for long distance propagations and increase in 

computational time. In order to avoid this, one needs to look for a physics based approach. One 

of the successfully implemented approaches in MLPG is by coupling with fully nonlinear 

potential flow theory (FNPT), either one-way or two-way. In this paper, we bring out the 

advantages and implementation issues of MLPG. The paper also discuss the relationship with 

ISPH/MPS methods and some concepts that are adopted in both formulations. The paper ends 

with the key challenges and future directions in the development of the numerical method. 

Keywords: MLPG; MLPG_R; Local weak form; violent wave breaking; wave-elastic structure 

interactions; floating body; variable spaced approach. 

1.0. Introduction 

The marine structures are always exposed to severe environmental situations, which are a 

combination of tide, wind, current and waves. Even though all of these effects are significant, the 

impact of the wave is more crucial for certain structural elements. In order to understand the 

wave-structure interactions, experimental analysis can give convincing results, but this suffers 

from constraints to perform a parametric study, such as different wave parameters, water depths, 

the geometries of the structures, and so on. It is not practical to conduct extensive laboratory 

study even if the costs are of no concern. Hence, numerical simulations may be considered as a 

complement to experiments after sufficient validation. In numerical modelling, a physical 

problem will be converted to the mathematical model using the conservation principle (mass and 

momentum for fluid mechanics problem). Based on suitable assumptions of the considered 

physical problem, the mathematical model/governing equation will be simplified. The simplified 

form of the equation is then solved using suitable numerical algorithms through a computer 
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programme. In ocean engineering, two forms of governing equations or mathematical model has 

been employed. One based on potential flow theory and other based on Navier-Stokes (NS) 

Equations.  In potential flow theory, fully nonlinear potential flow theory (FNPT) is preferred 

over the linear or weakly nonlinear theories to represent the experimental observations as close 

as possible. Over the past decades, the FNPT models are used for modelling wave-fixed/floating 

structure interaction problems (Grilli et al.,2001, Ma et al., 2001; Koo and Kim, 2004; Yan and 

Ma, 2007, Sriram et al., 2006). Although the FNPT models provide better results, these models 

cannot deal with wave breaking and turbulence because of inviscid and irrotational assumptions.  

The NS models can provide a better understanding of the problems wherein viscosity and/or 

wave breaking need to be considered. The main disadvantage of NS models over FNPT is 

numerical dissipation for long time simulation and their higher computational cost. Based on the 

numerical methods for solving the NS equations, the numerical models are in general can be 

grouped into mesh-based methods and meshfree (particle) methods. In these methods, the fluid 

flow is based on either Lagrangian, Eulerian or Arbitrary Lagrangian-Eulerian (ALE) 

formulation. The traditional mesh-based methods for free surface water wave problem mainly 

includes Finite Difference Method (FDM, Harlow and Welch, 1965), Finite Element Method 

(FEM, Neuman and Witherspoon, 1970), Finite Volume Method (FVM, Hirt and Nichols, 1981) 

and Boundary Element Method (BEM, Nakayama and Washizu, 1981).  There is a large volume 

of work on these methods.  We will not cover the mesh-based methods here onwards in this 

paper.   

Various meshfree methods have been developed and reported in the literature.  They include 

Diffusion Element Method (Nayroles et al., 1992), Element Free Galerkin method (EFG) 

(Belytschko et al., 1994), Smooth Particle Hydrodynamics (Monaghan, 1988), Reproducing 

Kernel Particle method (Liu et al., 1996), Moving Particle Semi-implicit method (Koshizuka and 

Oka, 1996), Meshless Local Petrov-Galerkin method (Atluri and Zhu, 1998), Particle Finite 

Element method (Idelsohn et al., 2004). Amongst various meshfree methods, Smoothed Particle 

Hydrodynamics (SPH), Moving Particle Semi-implicit (MPS), Meshless Local Petrov-Galerkin 

(MLPG) and Particle Finite Element method (PFEM) have been widely used for solving water 

wave problems. Generally, these particle methods can be grouped into weakly compressible and 

incompressible particle method. Weakly compressible particle method solves the equation of 

state to estimate the pressure, whereas the incompressible particle method solves the pressure 

Poisson equation to calculate the pressure.  Like mesh-based methods,  the incompressible 

particle methods can be grouped into strong and weak forms.  The strong-form methods include 

MPS and incompressible SPH (ISPH) methods. They discretise the differential equations directly 

and their discretisation scheme requires same order of continuity as that of the governing 

equations. Whereas, the weak-form methods require weaker or less continuity requirement than 

the original governing equations. These are further classified into global weak forms, such as 

PFEM, EFG and local weak forms, namely MLPG. In this paper, we restrict our discussions to 

the local weak form method. It should be noted that the literature on MLPG for application to 

solid mechanics can be referred to Atluri’s and co-workers. The present paper mainly focuses on 



the development in this MLPG method that was initially carried out at City, University of 

London and later extended both in numerical and application aspects at IIT Madras for modelling 

water waves and/or their interaction with structures. 

2.0. History of development in MLPG for free surface waves problems  

A summary of the history for the MLPG method in ocean engineering is given in Fig. 1.  Atluri 

and Zhu (1998) were the first to propose the MLPG, and Lin and Atluri (2001) adopted this 

method to solve Navier-Stokes (NS) equations for the problems without free surface. In order to 

make the meshfree implementation simple and enhance the efficiency of the MLPG method, 

different mixed numerical methods in which the MLPG method combined with other numerical 

methods are developed. Examples are MLPG mixed finite volume method (Atluri et al., 2004), 

MLPG mixed collocation method (Atluri et al., 2006a), MLPG mixed finite difference method 

(Atluri et al., 2006b) and so on.  The MLPG approach is based on local weak form, and the local 

subdomain is specified for each particle. For convenience, a circle is chosen as the local 

subdomain for the 2D problem and a sphere for the 3D problem. The local weak form of 

governing equation is applied over each local subdomain. The MLPG method is truly meshless 

and does not need any global background mesh, either for the interpolation of test and trial 

function or for integrating the weak form. In the conventional Galerkin method, the test and trial 

functions are selected from the same functional domain, whereas in the Petrov-Galerkin method, 

the test and trial functions can differ. This feature makes the MLPG method highly flexible, 

allowing to use different test functions and formulate an easier, elegant and accurate form of 

equations depending upon the problem requirement. 

Ma (2005a) was the first to develop the MLPG method for modelling water waves.  There were 

two significant differences between this work and others (mentioned above).  The first difference 

is that Ma (2005a) did not apply the MLPG concept to the whole set of equations, rather just to 

solving the pressure, which allows using the full Lagrangian formulation for modelling the 

problems with large deformations, such as nonlinear water waves.   The second is to make the 

MLPG method to be able to deal with free surface, which other MLPG developers did not 

attempt at that time.  In the first work, Heaviside step function was employed as the test function, 

which converted the equation for pressure in terms of second order derivatives into one in terms 

of first order derivatives.   Later, Ma (2005b) and Ma (2008) modified the MLPG method to a 

new form called MLPG_R (Meshless Local Petrov-Galerkin method with Rankine source 

function) by introducing two aspects, i.e., (1) introducing the solution of Rankine source as the 

test function to develop the weak form over local subdomains, which produces a weak form of 

governing equations, that does not have the gradients of any unknown variables, improving the 

accuracy and robustness of the method; and (2) developing the Simplified Finite Difference 

Interpolation (SFDI), which are more accurate and efficient than other interpolation schemes at 

that times. The MLPG_R method was used by Ma and Zhou (2009) for modelling breaking 

waves. Further, Zhou and Ma (2010) developed a 3D version of MLPG_R method to model 

wave breaking and studied wave-cylinder interaction. Sriram and Ma (2010) further developed 



Improved MLPG_R (IMLPG_R) method for breaking wave simulation, in which a new scheme 

was proposed to improve the accuracy of pressure gradient estimation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. Summary of the history of the development of MLPG and its application in Ocean 

Engineering. 
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Hybrid modelling - implementation in particle 
method 
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Sriram and Ma (2012) 

Wave Porous structure interaction 
Divya and Sriram (2017) 
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Interaction 

Rijas and Sriram (2019); Rijas et al., (2019) 

Wave – Vegetation interaction modelling 
Divya et al., (2020) 

Improvements in 3D formulation 
Shagun et al., (2021) 

Application of hybrid modelling to wave 
runup 

Manoj kumar et al., (2020) 

Hybrid Fluid-Fluid-Elastic structure modelling 
Manoj Kumar and Sriram (2020) 

Wave porous structure interaction 
Zhou and Dong (2018) 

Modelling techniques, algorithms 

developments or improvements 

Applications  

Two-phase modelling in MLPG 
Zhou et al., (2017) 



 

Sriram and Ma (2012) adopted this method to simulate violent wave interaction with elastic 

structures, and Divya and Sriram (2017) applied this method to model the wave interaction with 

porous structure. Rijas et al., (2019) proposed a variable spacing approach by removing the 

hindrance in some of the numerical algorithms implemented in MLPG. Recently, Shagun et al., 

(2021) proposed another major improvement in integrating the weak form using a simplified 

Taylor series expansion leading to symmetric form (MLPG_RS) with a quantifiable order of 

truncation error. A hybrid numerical model (involving different governing equations for different 

regions of the domain) was introduced by Sriram et al. (2014) to simulate non-breaking and 

breaking waves. In this method, the FNPT model is coupled with the NS model. This method 

was then extended by Manoj Kumar and Sriram (2021) for wave-elastic structure interaction 

problem. The MLPG_R was further developed by Zhou et al., (2017) to deal with two-phase 

problems with or without breaking interface. The sharp interface algorithm proposed by Zhou et 

al., (2017) was adopted for wave porous modelling in Zhou and Dong (2018). 

Overall, the concept of MLPG has been developed and improved pertaining to ocean engineering 

applications in the past 15 years, as shown in Fig. 1. However, there was no review articles on 

this overall development and different applications of the method, compared to several review 

articles on other class of particle methods, such as Monaghan (2012); Violeau and Rogers 

(2016), Gotoh and Khayyer (2018), Ye et al., (2019), Vacondio et al., (2020), Lind et al., (2020). 

In the subsequent sections, we will discuss the numerical approaches, algorithms and 

implementation strategies, and the various applications in ocean engineering, ranging from wave 

overtopping, long wave runup, breaking waves, porous structure, vegetation interactions, elastic 

structure interactions, multiphase problem and floating body. Apart from reporting the 

developments in MLPG, the paper will discuss the similarities and differences between the 

MLPG and ISPH. So, the state of art the concepts adopted in SPH can be taken forward to 

MLPG or vice versa. Finally, the paper ends with the future directions for the MLPG 

development and scope for adopting concepts from SPH .  

3.0 Relationship between MLPG and ISPH/MPS 

MLPG method was adopted for the incompressible fluid by solving pressure Poisson Equation 

(PPE) based on Chorin’s projection scheme, hence the SPH version (namely, ISPH) and MPS 

was reviewed in this article to show the relationships between the two approaches. The 

pioneering particle method that adopts this strategy in strong form is MPS proposed by 

Koshizuka et al., (1995) for free surface waves. In SPH, Lo and Shao (2002) applied this 

projection framework for free surface waves. There are two types of boundary conditions in 

solving the BVP, one on the free surface (both kinematic and dynamic) and the other on the solid 

body boundaryies conditions. Again, theThe free surface identification can be thought of similar 

between MLPG and ISPH, even though different approaches and combinations are adopted as 

discussed in Section. 4.6. The other algorithms, such as gradient estimations, Laplacian 



termsoperator and , particle shifting, can be interchanged between MLPG and ISPH/MPS. The 

deviations and similarities of the ideas between the MLPG and ISPH/MPS are shown in Fig.1. 

The figure clearly shows the deviations and the similarities that are exists between SPH and 

MLPG.  Because of this,, hence Zheng et al. (2014) modified the PPE using MLPG concept and 

proposed ISPH_R method, keeping all the algorithms/procedure same. They have shown that by 

doing so , it requires very less number of nodes with improved accuracy compared to traditional 

ISPH and other variants of ISPH. The green color box in Fig.2 represents the discretisation 

termsaspects, wherein one can employ same procedure in MLPG and ISPH/MPS. However, 

some modifications and new approaches have been used in MLPG, as discussed later. The 

implementation of boundary condition is different in MLPG compared to ISPH/MPS, a detailed 

discussion on this aspect and the treatment of boundary conditions in MLPG and comparison of 

similar implementation as in ISPH/MPS whilst solving PPE wais reported by Zhou et al., (2008).  

It was reported that A detailed study on the implementation of solid boundary conditions 

treatments in the way as in ISPH/MPS could leads to noisy pressure fluctuations in MLPG was 

reported.  Further, it is interesting to point out that in the MLPG, if one chooses the test function 

as Kronecker delta property, it leads to collocation approach (as discussed by Atluri and Shen, 

2002). In the collocation approach, adopting the interpolation scheme such as Simplified Finite 

Difference scheme, the special forms leads to MPS (See Ma, 2005a for derivation). 

Alternatively, using Heaviside step function one can show mathematically that the MLPG 

formulation leads to standard MPS. This will be derived in next section.  

 

 

 

 

 

 

 

 

 

 

 

Fig.2 The similarities and deviations in comparison between ISPH/MPS and MLPG concept of 

solvingusing projection based approach.  
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4.0. Stages in Numerical Model Development 

The development of MLPG for ocean engineering applications can be grouped into (a) wave- 

rigid structure interactions, this includes wave overtopping, runup, nonlinear wave-wave 

interactions with structure, violent wave impacts; (b) Wave-porous structure interactions or 

vegetation interactions, wherein governing equations need to be suitably changed and numerical 

algorithms need to be implemented properly (c) Incorporating variable spacing to handle floating 

body (d) Wave-elastic structure interactions, particularly to address small amplitude and violent 

waves; and (e) two-phase modelling, wherein treatment of sharp interface is required. Based on 

the above aspects, the technical aspects of the numerical schemes need to be developed. These 

are addressed in the below section with the exchange of concepts between MLPG and other 

particle methods. 

4.1. Governing equations (Single phase) and modelling approach for Wave-Structure 

Interaction 

The governing equations used for solving the incompressible fluid domain for wave-structure 

interaction are continuity and momentum equations, which are given by,  

0u =


 (1) 

21Du
p g u

Dt ρ
= −  + +   (2) 

where u⃗  is the fluid velocity vector, ρ is the fluid density, p is the fluid pressure, g⃗   is the 

gravitational acceleration and ν is the kinematic viscosity of the fluid.  

The free surface is governed by two boundary conditions, namely, kinematic and dynamic. The 

Lagrangian form of kinematic and dynamic free surface boundary conditions are expressed as, 

u
Dt

rD 


=  (3) 

0p =  (4) 

where r  is the position vector. The solid walls, including floating body surface should satisfy the 

following conditions, 

u n U n =   (5) 

( )2n p ρ n g n U n u =  −  +   (6) 



where n⃗  is the unit normal vector of the solid boundary, U⃗⃗  and U⃗⃗̇  are the velocity and 

acceleration vectors of the solid walls, respectively. For most of the applications in ocean 

engineering, the slip boundary condition (Eq. (5)(5) ) has been imposed on the wall boundaries. 

This is because the no-slip boundary condition requires to resolve the rapid change of tangential 

velocity near the walls, which needs fine particle resolution and leads to high computation costs 

without significant gain in accuracy of the results.  In some problems associated with wave-

structure interaction, the no-slip boundary condition may need to be considered (Rijas et al., 

2019). 

The governing equations (1)(1) & (2)(2) are solved by using the mesh-free method with 

fractional time-split algorithm introduced by Chorin (1968). It starts from a particular instant (nth 

time step) in which the pressure, velocity and position of particles are known. The physical 

quantities for (n+1)th time step are updated by solving governing equations as given below. 

i. Explicitly find out the intermediate velocity u⃗ 
∗
 and position r 

∗
 of the particles using  

2* n nu u g t u t= +  +    (7) 

* n *r r u t= +   (8) 

where superscript n denotes nth time step, and ∆t is the time step size. Laplacian operator 

derived by Koshizuka et al. (1998) is used to estimate ∇2u⃗  in Eq. (7)(7).  

ii. Implicitly evaluate pressure pn+1 from the pressure Poisson equation given by: 

( )
1

2 1

2
1

n *
n *ρ ρ ρ

p α α u
t t

+
+ −

 = + − 
 

 (9) 

where ‘α’ is an artificial coefficient with value lies between 0 and 1; ρn+1 and ρ* is the 

fluid density at (n+1)th time step and intermediate time step, respectively. Update the 

fluid particle velocity and position at (n+1)th time step using 

1 1n * nt
u u p

ρ

+ +
= −   (10) 

1 1n * nr r u t+ += +   (11) 

iii. Go to next time step. 



In the above procedure, adaptation of Eq. (9)(9) in MLPG need to be discussed. Ma (2005) 

taken α as zero, this was adopted by most of the global weak formulation based approach. Later, 

Zhou and Ma (2009), whilst testing for breaking wave applications, noticed that the nodes were 

segregated in some locations and coarse at other locations, particularly near the trough or near 

boundaries and introduced α as 0.1-0.2. Later, this problem was investigated in detail by Sriram 

and Ma (2010), and indicated that it would be better to take α as zero with improvement of the 

method in other aspects. Hence, in the subsequent work, the value of ‘α’ is taken as zero, such as 

particle shifting technique proposed in Sriram and Ma (2012).  

In the numerical algorithm described above the key task is to solve the Pressure Poisson 

Equation (PPE) given in Eq. (9)(9).  Either strong forms, global or local weak forms may be 

used. The MLPG_R method will be summarised, which discretises the computational domain 

into randomly distributed particles or nodes as given in Fig.3. The particles are separated into 

three main categories, i.e., the inner particles, the free surface particles and wall particles 

(particles present on the rigid boundaries). Each particle I in the domain is enclosed by a sub-

domain ΩI centred at the node itself, having radius RI. The sub-domain is a circle for the 2D and 

a sphere for the 3D problem. 

 

Fig. 3. Illustration of particles, support domain and integration domain in MLPG (2D - Circle 

and 3D - Sphere) 

4.1.1. Integration form of PPE and its relationship to MPS and ISPH 

The weak form of Eq. (12)(12) is obtained by multiplying it with an arbitrary test function φ and 

integrating over the circular sub-domain of each particle. 
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∫ [∇2𝑝𝑛+1 − (1 − 𝛼)
𝜌

∆𝑡
∇ ∙ �⃗� ∗ − 𝛼 

𝜌𝑛+1 − 𝜌∗

∆𝑡2
]

Ω𝐼

𝜑 𝑑Ω = 0 (12) 

The above equation is normally called as Local Unsymmetric Weak Form (LUWF). The concept 

of the MLPG method is the flexibility in selecting different test functions, leading to different 

formulations.  

After applying Heaviside test function (i.e. 1 inside the domain and 0 otherwise), Eq. (12) 

becomes 

∫ 𝛁𝟐𝒑𝒏+𝟏𝒅𝛀
𝛀𝑰

 = ∫ [(𝟏 − 𝜶)
𝝆

∆𝒕
𝛁 ∙ �⃗⃗� ∗]𝛀𝑰

𝒅𝛀 + ∫ [𝜶 
𝝆𝒏+𝟏−𝝆∗

∆𝒕𝟐
]𝛀𝑰
𝒅𝛀   (13) 

Applying Gauss theorem for the left hand side and 1st term in right hand side and applying 

particle number density approximation to the last term leads to: 

∫ �⃗⃗� ∙ 𝛁𝒑𝒏+𝟏𝒅𝐒
𝛛𝛀𝑰

 = (𝟏 − 𝜶)
𝝆

∆𝒕∫
�⃗⃗� ∙ �⃗⃗� ∗

𝛛𝛀𝑰
𝒅𝑺 + 𝜶 

𝝆

𝒏𝟎∆𝒕
(
𝑫𝒏

𝑫𝒕
)
∗

    (14)  

For a circular local domain (𝛀𝑰)  in 2D cases,  the above equation is  

∫
𝛛𝒑𝒏+𝟏

𝛛𝐫
𝒅𝒍

𝛛𝛀𝑰
 = (𝟏 − 𝜶)

𝝆

∆𝒕∫
�⃗⃗� ∙ (�⃗⃗� ∗ − 𝒖𝑰⃗⃗⃗⃗ 

∗
)

𝛛𝛀𝑰
𝒅𝒍 + 𝜶 

𝝆

𝒏𝟎∆𝒕
(
𝑫𝒏

𝑫𝒕
)
∗

    (15) 

were dl is the segment arc length of the circular domain. The subscript I denotes the center of Ω. 

Using the mathematical derivation to obtain the standard MPS scheme provided by Isshiki 

(2011) and subsequently used by Ng et al., (2014), the final form can be obtained.   

∫
𝛛𝒑𝒏+𝟏

𝛛𝐫
𝒅𝒍

𝛛𝛀𝑰
=

𝟐𝒅

𝒏𝒊

∑ (𝒑𝒋−𝒑𝒊)𝒘(|𝒓𝒋⃗⃗  ⃗−𝒓𝒊⃗⃗  ⃗|)𝒋≠𝒊

(∑ 𝒘(|𝒓𝒋⃗⃗  ⃗−𝒓𝒊⃗⃗  ⃗|)𝒋≠𝒊 )
−𝟏

∑ |𝒓𝒋⃗⃗  ⃗−𝒓𝒊⃗⃗  ⃗|
𝟐
𝒘(|𝒓𝒋⃗⃗  ⃗−𝒓𝒊⃗⃗  ⃗|)𝒋≠𝒊

 =  〈𝛁𝟐𝒑𝒏+𝟏〉    (16)    

∫ �⃗⃗� ∙ (�⃗⃗� ∗ − 𝒖𝑰⃗⃗⃗⃗ 
∗
)

𝛛𝛀𝑰
𝒅𝒍 =

𝟐𝒅

𝒏𝒊
∑

(�⃗⃗� 𝒋
∗
−�⃗⃗� 𝒊

∗
) 

|𝒓𝒋⃗⃗  ⃗−𝒓𝒊⃗⃗  ⃗|
𝟐𝒋≠𝒊 (𝒓𝒋⃗⃗  ⃗ − 𝒓𝒊⃗⃗  ⃗) 𝒘(|𝒓𝒋⃗⃗  ⃗ − 𝒓𝒊⃗⃗  ⃗|)    (17) 

Thus, this shows that the MPS can be considered as one of the variants of the MLPG by adopting 

the test function suitably, though they have been developed parallelly. The order of consistency 

with the MPS standard form is O(RI
2). RI corresponds to radius of the support domain. Having 



established the relationship between MPS and MLPG, the relationship between MPS and ISPH 

has already been rigorously established (see Souto-Iglesias et al., 2013, 2014). The 

improvements of both MPS and ISPH are reviewed extensively (Li et al.,  Luo et al.,2021) and 

will not be repeated here. Many improvements have been proposed for Eqn. (16) and (17) by 

employing higher order schemes (Gotoh and Khayyer, 2016). Using the two equations, Eqn. 15 

can be rewritten in the matrix form, which is similar to one of numerical form of MLPG method 

shown later. 

 

[𝑲𝑰𝑱] ∙ {𝑷} = [𝑩𝑰]           (18) 

        

𝐾𝐼𝐽 = {

2𝑑

𝑛𝑖

∑ 𝑤(|𝑟𝑗⃗⃗  ⃗−𝑟𝑖⃗⃗⃗  |)𝑗≠𝑖

(∑ 𝑤(|𝑟𝑗⃗⃗  ⃗−𝑟𝑖⃗⃗⃗  |)𝑗≠𝑖 )
−1

∑ |𝑟𝑗⃗⃗  ⃗−𝑟𝑖⃗⃗⃗  |
2
𝑤(|𝑟𝑗⃗⃗  ⃗−𝑟𝑖⃗⃗⃗  |)𝑗≠𝑖

   𝑓𝑜𝑟 𝐼𝑛𝑛𝑒𝑟 𝑓𝑙𝑢𝑖𝑑 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

∇𝜙                               𝑓𝑜𝑟  𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 𝑜𝑛 𝑠𝑜𝑙𝑖𝑑 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦

}  (18a) 

 

𝐵𝐼 =

{
 

 (1 − 𝛼)
𝜌

∆𝑡
∇ ∙ �⃗� ∗  + 𝛼 

𝜌

𝑛0∆𝑡
(
𝐷𝑛

𝐷𝑡
)
∗

  𝑓𝑜𝑟 𝐼𝑛𝑛𝑒𝑟 𝑓𝑙𝑢𝑖𝑑 𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝜌

∆𝑡
�⃗� ∙ (�⃗� ∗ − U⃗⃗ 𝑛+1)           𝑓𝑜𝑟 𝑠𝑜𝑙𝑖𝑑 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝑃𝑎𝑡𝑚                           𝑓𝑜𝑟 𝑓𝑟𝑒𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 }
 

 
   (18b) 

 

Similarly, the standard ISHP can be written in the matrix form as (Zheng et al., 2014) 

𝑲𝑰𝑱 =

{
 

 ∑ 𝟐
𝒎𝒋 

𝝆𝒋
𝒋≠𝒊  

𝒓𝒊𝒋⃗⃗⃗⃗  ⃗
𝒌
𝒘,𝒌 

|𝒓𝒋⃗⃗  ⃗−𝒓𝒊⃗⃗  ⃗|
𝟐
+𝜹𝟐

  𝒇𝒐𝒓 𝑰𝒏𝒏𝒆𝒓 𝒇𝒍𝒖𝒊𝒅 𝒑𝒂𝒓𝒕𝒊𝒄𝒍𝒆

𝛁𝝓                               𝒇𝒐𝒓  𝒑𝒂𝒓𝒕𝒊𝒄𝒍𝒆𝒔 𝒐𝒏 𝒔𝒐𝒍𝒊𝒅 𝒃𝒐𝒖𝒏𝒅𝒂𝒓𝒚}
 

 
   

 (19a) 

𝐵𝐼 =

{
 

 (1 − 𝛼)
𝜌

∆𝑡
∇ ∙ �⃗� ∗ + 𝛼 

𝜌𝑛+1−𝜌∗

∆𝑡2
  𝑓𝑜𝑟 𝐼𝑛𝑛𝑒𝑟 𝑓𝑙𝑢𝑖𝑑 𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝜌

∆𝑡
�⃗� ∙ (�⃗� ∗ − U⃗⃗ 𝑛+1)           𝑓𝑜𝑟 𝑠𝑜𝑙𝑖𝑑 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝑃𝑎𝑡𝑚                           𝑓𝑜𝑟 𝑓𝑟𝑒𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 }
 

 
    (19b) 

 



where m is the mass of the particle in SPH, W,k is the partial derivative of the kernel function 

with respect to the coordinate in k direction.  𝜙 is the shape function depending on the meshfree 

interpolation scheme for gradient estimation at the boundary, such as MLS. 

The above formulations are rooted to Eq. (15), which involves the approximation to the 

derivative of unknown function, i.e.,  pressure in this case. 

It is well known that it is better to use a formulation without involvement of any derivatives.  

This is due to the fact that the numerical approximation of derivatives, particularly the second 

order derivatives will lead to inconsistency and so larger error, more evidently for free surface 

waves problems that often involve the random distribution of particles. Before Ma (2005b), the 

best formulation has involved the first order derivatives in the transformed governing equation.  

It is the paper of  Ma (2005b) that proposed a formulation without involving any derivatives of 

any unknown functions and named as MLPG_R method.  This paper used Rankine source 

solution as the test function.  Such test function φ satisfies ∇2φ = 0 in the domain ΩI except at its 

centre and φ = 0 on its boundary ∂ΩI. The expression of the test function based on the Rankine 

source solution for 2D is 

1
ln

2 I

r

R




 
=  

 
 

(20) 

where r is the distance between concerned particle in the domain and the centre of ΩI. The test 

function for 3D, 

1
1

4

IR

r




 
= − 

 
 (21) 

With such a test function,  Eq. (12)(12) is transformed into a new form considering α = 0, which 

(as in Ma, 2009) for 2D is 

( )
I I

*ρ
n p ds p u d

t
 

 

  − =  
   (22) 

And for 3D, it becomes 

( )
I I

*

I

ρ
n p ds R p u d

t
 

 

  − =  
   (23) 

As one can see, Eqs. (22)(22) and (23) do not have derivatives of the pressure and velocity 

(unknown variables to be solved).  As such the approximation to the unknown functions in the 

equations just need their existence but do not require any continuous derivatives. In contrast, 

approximation to the unknown functions in Eq. (12)(12) needs them to have finite or at least 

integrated second-order derivatives. Therefore, the use of Eqs. (22)(22) or (23) for further 
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discretisation has a tremendous numerical advantage over the use of Eq. (12)(12) directly. It is 

noted that the IMPS (or ISPH) method (the later discretising Eq. (12)(12) directly) requires 

higher-order approximation (as discussed by Lind et al., 2020, and Ma et al., 2016), compared 

with the MLPG_R method, other schemes are quite similar between them. 

Eq. (6)(6) is used to impose the condition for pressure on solid boundaries. This equation 

contains the term ∇2u⃗ , which demands estimating the second-order derivative at the rigid 

boundary. Although the calculation of ∇2u⃗  is not a difficult task, suppressing the error associated 

is not easy in computational practice as the fluid particles situated only on one side of the 

boundary. Hence, it is better to avoid the computation of the second-order derivatives, if 

possible. So, Eq. (5)(5) combined with Eq. (10)(10) to form an alternate equation for the solution 

of pressure on the solid boundaries in Zhu and Ma (2009) as follows, 

( )1 1n * nρ
n p n u U

t

+ + =  −


 (24) 

where u⃗ 
∗
calculated from Eq. (7)(7) by substituting u⃗ 

n
 with U⃗⃗ 

n
. For fixed solid boundaries, 

n⃗ . U⃗⃗ 
n+1

= 0. Even though ∇2u⃗  is solved in Eq. (7)(7) to estimate u⃗ 
∗
, the second-order term is not 

explicitly involved in Eq. (24)(24) and no need to calculate it again once u⃗ 
∗
 is calculated. The 

summary about the discretization of Eq. (22)(22) and associated boundary conditions is given 

below for completeness.  More details may be found in Ma (2005b, 2008) and Ma and Zhou 

(2009). 

    ˆ
IJ IK p B=  (25) 

For 2D: 

( ) ( )

( )
I

J J

IJ

J

x n ds x

K

n x




   −


= 
 


 

for water nodes 

(26a) 
for solid boundary nodes 

 

For 3D: 

( ) ( )
I

IJ J I JK x n ds R x


=   −                       for water nodes 
(26b) 

and (for both 3D and 2D)  

( )1

I

*

I

* n

ρ
u d

t
B

ρ
n u U

t




+


  

= 


 −



 

for water nodes (27) 
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for solid boundary nodes 

In the equations, the integration on the right side is performed by the semi-analytical method 

discussed in Ma (2008).  

Although the computational models for simulating fluid flows are based on the conservation of 

mass and momentum equations, the conservation may not automatically be guaranteed in 

numerical methods. The examples of studies related to the momentum conservation in SPH 

methods can be seen in Bonet and Lok (1999); Khayyer et al., (2009); Khayyer et al (2008) and 

many others. For the MPS method, Khayyer and Gotoh (2010) studied the momentum 

conservation property and modified the MPS method to conserve the momentum locally. They 

showed that due to non-conservation of the momentum equations the pressure evaluated using 

the meshfree methods has some oscillations. As discussed previously, this oscillations in 

MLPG_R method are mostly due to non-regular node distribution whilst adopting α = 0, i.e. 

considering only divergence-free form in PPE. In order to overcome the problem, particle 

shifting technique has to be used, as recently popular in SPH literature (Ye et al., 2019, Lind et 

al., 2020). The first version of particle shifting (even though it is not named as particle shifting 

technique) implemented in MLPG_R method (Sriram and Ma, 2012) was based on the minimum 

pressure gradient. This was very successful in a variety of applications for 2D problems and 

named as IMLPG_R. However, difficulties are still existing for the 3D problem, particularly near 

the free surface and near 3D structures, and this will be discussed in the section for future 

directions. 

Recently, Shagun et al., (2021) showed the improved stability in the 3D MLPG_R method by 

making certain modifications and named the method MLPG_RS. Firstly, the PPE equation was 

modified by subtracting a linear quantity, 𝑃∗ = 𝜌𝑔 (𝐻0 − 𝑧𝑛) from the instantaneous pressure 

Pn+1 in Eq. (12(12), where H0 is chosen as mean still water depth and z is the vertical coordinate. 

With the assumption of H0 as constant, P* satisfies ∇2𝑃 = 0, and simplifies the boundary 

condition at walls. This modification allows for a faster convergence for the Poisson equation. 

The terms in P* are known from the previous time-step and therefore do not increase the process 

complexity. In the numerical test cases with identical setup, the Poisson equation solved using 

bi-conjugate gradient stabilised method achieves convergence in 641 iteration for the original 

Poisson equation and 194 iterations for the modified Poisson equation. Further, it was pointed 

out that the earlier derivation (Eqs. (25) to (27)) of integration relied on dividing the sphere into 

eight divisions and assuming a linear variation of variables within each division for domain 

integral, and a linear variation along the surface of each division. The resultant expression was 

asymmetric in space and did not indicate the order of error. Shagun et al., (2021) used Taylor 

series-based expansion to overcome the disadvantage and then truncate the expression based on 

an acceptable order of error, i.e. 2nd order. The resultant expressions are symmetric along the 3 

axes with a leading error term proportional to RI
4 (Integration radius, RI) and require only 6 

integration points, simplifying the problem drastically in 3D cases.  
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4.2. Governing equations (Single phase) and modelling approach for Wave-

Porous/Vegetation Structure Interaction 

The governing equation for the porous model is a modified Navier Stokes equation based on 

Darcy’s law, Brinkman’s effective viscosity, Forcheimmer’s linear and non-linear drag force 

term and Lin’s transitional velocity term along with Polubarinova –kochina inertia coefficients, 

which is given as, 

𝜵 ∙ �⃗⃗� 𝑫 = 𝟎                (28) 

𝑪𝒓

𝒏𝒗

𝑫𝑼𝑫⃗⃗⃗⃗⃗⃗ 

𝑫𝒕
=

−𝟏

𝝆𝒘
�⃗⃗� 𝑷 + 𝝑𝒆𝒇𝒇𝛁

𝟐�⃗⃗� 𝑫 − 𝒂�⃗⃗� 𝑫 − 𝒃�⃗⃗� 𝑫|�⃗⃗� 𝑫| − 𝒄�⃗⃗� 𝑫√�⃗⃗� 𝑫 + 𝒇𝒅�⃗⃗� 𝑫√|�⃗⃗� 𝑫 ∙ �⃗⃗� 𝑫| + �⃗⃗�   (29) 

where, Cr is the inertia coefficient; nw is the porosity, �⃗� 𝐷 is the Darcian velocity of fluid; P is the 

pressure; υeff is the effective viscosity based on Brinkman (1947); a, b and c is the linear, non-

linear drag and transitional coefficients, respectively depends upon the Reynold’s number and 

the type of flow in porous region; fd is the drag force estimated based on Morrison’s equation 

depending upon square or cylindrical rigid vegetation type (Divya et al., 2020) ρw is the apparent 

density. This is a unified governing equation that can be used for the whole domain with no 

interface treatment. 

�⃗⃗� 𝑫 =
𝟏

𝑽𝒕𝒐𝒕
∭�⃗⃗� 𝒇 𝒅𝒗          (30) 

𝝑𝒆𝒇𝒇 =
𝝑

𝒏𝒘
                      (31) 

where υ is the kinematic viscosity. These are discussed in detail by Divya and Sriram (2017), 

along with boundary conditions. If one wishes to adopt for the wave-vegetation interactions, 

slight modifications of the above equations (removing the coefficient a, b, c) by incorporating 

inertia and drag forces for square and circular rigid vegetation have been derived by Divya et 

al., (2020). 

The PPE is solved similar to the previous section, which leads to the final general form by 

including the porous or vegetation region, 

 



[𝐾𝐼𝐽]{𝑃} = [𝐹𝐼]  

 

(32) 

 

𝐾𝐼𝐽 =

{
 
 

 
 

1

2𝜋𝑅
∫𝜙𝑗(𝑥)𝑑𝑠 − 𝜙𝑗(𝑥)   𝑓𝑜𝑟 𝐼𝑛𝑛𝑒𝑟 𝑓𝑙𝑢𝑖𝑑 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

�⃗� ∙ 𝛻𝜙𝑗(𝑥 )                     𝑓𝑜𝑟 𝑆𝑜𝑙𝑖𝑑 𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦 

𝜙𝑗(𝑥)                               𝑓𝑜𝑟 𝑓𝑟𝑒𝑒 𝑠𝑢𝑓𝑎𝑐𝑒 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠
}
 
 

 
 

 

 

 

(33a) 

𝐹𝐼 =

{
 
 

 
 

𝑐𝑟 ∗ 𝜌

𝑛𝑣(𝑖) ∗ ∆𝑡
∗
1

2𝜋
∫ �⃗� 𝐷

∗ 𝑑Ω             𝑓𝑜𝑟 𝐼𝑛𝑛𝑒𝑟 𝑓𝑙𝑢𝑖𝑑 𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝑐𝑟 ∗ 𝜌

𝑛𝑣(𝑖) ∗ ∆𝑡
�⃗� ∙ �⃗� 𝐷

∗                   𝑓𝑜𝑟 𝑠𝑜𝑙𝑖𝑑 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝑃𝑎𝑡𝑚                           𝑓𝑜𝑟 𝑓𝑟𝑒𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 }
 
 

 
 

 

 

 

 

             (33b) 

Even though the present weak formulations can handle the discontinuous flow at the interface, 

the approximation for unknown ‘P’ are based on Moving Least Square (MLS)/ Simplified Finite 

Difference Scheme (SFDI, Ma, 2008) interpolation scheme as well as the integrations are based 

on gauss quadrature, hence we noticed instability in solving the system of equations due to jump 

in velocity vectors. To overcome this, the transition interface layer for obtaining porosity (nw) 

and resistance terms coefficients (a, b and c) and with smoothing of velocity near to the interface 

can be employed. The smoothing scheme will be discussed later. 

For the wave-porous/vegetation structure interaction, Akbari and Namin (2013) employed ISPH 

using the background meshes for calculating the porosity, which was initialised throughout the 

domain. In the MLPG_R, the same idea as that in WCSPH employed by Ren et al. (2016) was 

used, however the transition background nodes are provided only near to this region.  In  and on 

other regions the corresponding porosity information are defined. Further, two kinds of particles 

node distributions are used in MLPG_R. . OOne is the Lagrangian (fluid or porous) particles and 

the other Eulerian particles (background nodes). The background nodes are finer than the 

Lagrangian moving particles (fluid or porous).  At every time step, the information regarding the 

drag coefficients and porosity are interpolated from the Eulerian particles to Lagrangian 

particles. It should be noted that regardingin Lagrangian particles only domain integrations and 

other the calculations on pressure and velocities are carried out. The Eulerian particles will not 

involve in any computations other than transferring the porous layer information 

Many extension and application of Akbari and Namin (2013) approach have been attempted 

(Akbari and Taherkhani, 2019; Akbari and Pooyarad, 2020). One of the challenging aspects is 

the imposition of the velocity and stresses in the interface between fluid-porous media. In the 

ISPH, a numerical smoothing were employed at the interface to improve the stability. On 

contrary, Khayyer et al., (2018) proposed an enhanced ISPH model with accurate imposition of 



velocity and pressure continuity without any numerical smoothing. In the MLPG_R, Zhou and 

Dong (2018) proposed a sharp interface boundary conditions to couple the fluid-porous medium 

and provided the successful validations of their model with experimental results. They have 

extended the two-phase MLPG to this application which will be discussed later. 

4.3. Governing equations for rigid floating body dynamics 

Newton’s second law of motion governs the motion of a floating body. The velocity and 

acceleration vectors of a floating body are calculated from the following equations 

   Cm U F m g= + , (34) 

   I I M +   = , (35) 

where [m] and [I] are the mass and inertia matrices, U⃗⃗ C is the translational velocity of CG of the 

floating body, Ω⃗⃗  (Ωx,Ωy,Ωz) is the angular velocity about the CG of the floating body, F⃗⃗  and M⃗⃗⃗  

are the hydrodynamic force and moment experienced by the floating body. Once the F⃗⃗  and M⃗⃗⃗  are 

obtained, the accelerations U⃗⃗̇ C and Ω⃗⃗̇  can be found out from Eq. (34)(34) and Eq. (35)(35). Then, 

the velocities U⃗⃗ C and Ω⃗⃗  are calculated by integrating the accelerations. After the translational 

velocity and rotational velocity with respect to the CG of the floating body is obtained, the 

velocity on the free surface of the floating body is updated by using the equation of rigid body 

dynamics given below: 

( )I C I CU U r r= +  −  (36) 

The value of U⃗⃗ 
n+1

while solving Eq. (24)(24) is unknown. An iterative technique described by 

Yan and Ma (2007) for fully nonlinear potential flow theory is used in the MLPG_R 

formulations by Rijas et al., (2019). The algorithm proposed and implemented is given in Fig. 4.  

In the implementation, the third-order Adams-Bashforth method for predicting the acceleration is 

employed to decouple the mutual relation between the pressure boundary conditions on the 

floating body surface and the body acceleration.  Theoretically, if the acceleration result is 

convergent, we can use any scheme for the prediction.  The integration of the floating body 

equations with respect to time needs careful consideration for the overall stability.  Numerical 

tests indicates that the fourth-order Adams-Moulton method were suitable for updating the 

velocity and position. This leads to convergence in one iteration per time step in most of cases 

we studied so far.  
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Fig.4. Algorithm for coupling fluid and floating body 
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Fig. 5. (a) and (b) Two different variable spacing approach (c) Domain of Dependence and 

average radius adopted in variable particle resolution. 
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Further, to accurately capture the flow characteristics of the wave-structure interaction, one 

needs very fine particle resolution near the structure.  Usually, the flow in the domain away from 

the structure requires only a low particle resolution (i.e., sufficiently capturing free surface 

waves) compared to the particle resolution  near the structure.  Suppose uniform particle 

resolution as fine as that near the structure is used,. In that case, the total particle number 

becomes very high, leading to prohibited computation cost for problems having a large domain. 

Different resolutions should be applied to different regions, i.e., higher resolution near structure 

but lower resolution in far-field from the structure to reduce the computation cost without 

downgrading the accuracy.  The variable resolution technique has been widely adopted in mesh-

based methods.   

In the meshless methods, attempts have also been made to use variable resolutions.  However, 

the specific approach is methodology-dependent. For example, in the SPH method, the variable 

resolution is achieved by an adaptive way, i.e, starting with a uniform resolution and gradually 

realising variable resolution by splitting and merging particles (Vacondio et al., 2013). During 

the process, the SPH equations need to be reformulated. The smoothing length and particle mass 

associated with it have to be determined based on the distribution of the resolution (e.g., 

Omidvar et al., 2012, 2013). Due to its nature, it is relatively easier for achieving the variable 

resolution in the MLPG_R method.  That is due to the following factors.  (1) The updating of the 

velocity and position of particles does not involve the mass and volume of particles. (2) The 

MLPG_R method relies on the SFDI method (Ma, 2008) to estimate the gradient specially 

developed for random-distributed particles and suitable for variable resolution.  (3) The free 

surface identification schemes discussed in the later section of the paper for the MLPG_R 

method are also suitable for variable resolution.  The only issue for using variable resolution in 

the MLPG_R method is determining the radius of the support domain (equivalently to smoothing 

length in the SPH methods); however, it is relatively easy to handle.  Due to these features, the 

MLPG_R method can start with a variable resolution, not necessarily with uniform resolution.  

Of course, numerical tests need to be carried out to identify the optimum initial spacing of 

particles.  More details about this can be found in Rijas et al., (2019). So far, we have tested two 

types of initial variable-spacing of particles. One is the sudden change in particle resolution, as 

shown in Error! Reference source not found.Fig. 5a and another is gradually varying of 

particle resolution, as shown in Error! Reference source not found.Fig. 5b.   

The initial particle distribution like in Fig.5a was used for simulating forced heave oscillation of 

mono hull and twin hull on the free surface of calm water by Rijas and Sriram (2019). In such 

problems, the area of interest is the fluid region near the structure, and the radiated waves 

generated by the body can be allowed to damp out. So, there is no need to care about the 

outgoing waves for those applications and this stretched nodes in the region away from the body 

play a role to damp the short waves.  

The initial particle distribution like in Fig.5b was employed for simulating the interaction 

between waves and floating bodies, as shown in Rijas et al., (2019).  In this approach, the whole 
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domain was split into three sub-regions when distributing particles initially: the inner region 

contacted with the body, the outer region far-away from the body and the transition region.  In 

the inner region, the initial particle spacing should be small enough so that the physics near the 

structure can correctly be simulated. In contrast, the initial particle spacing in the outer region is 

determined by the minimum number of particles required for capturing the free surface waves.  

In Error! Reference source not found.Fig. 5b, the initial particle resolution in the inner and 

outer regions are uniform, but with different spacing. In the transition region, the initial particle 

spacing gradually decreases from the spacing in the outer region to the spacing in the inner 

region.  The initial particle spacing in the transition region can be determined (e.g. in 2D cases) 

by  

1

1

i i

i i

x x

y y





−

−

 = 

 = 
     (37) 

where i represents the layer number and γ is the ratio of the particle spacing from finer (inner 

region) to coarser (outer region). Δxi-1 should be greater than or equal to Δxi. Numerical tests 

should determine the ratio of the particle spacing γ. The recommended value is 0.6 based on the 

tests carried out so far. It should be noted that in this approach, the maximum floating body surge 

should be known before hand in order to define the length region of the inner region that was in 

contact with the body. Then, due to the lagrangianLagrangian motion of the particle and 

enforcing the continuity at the interface, the surrounding particle will move along with the 

floating body motion. 

As indicated above, each particles' radius of the support domain should be determined and 

treated as dynamic.  If one employs constant radius of the support domain for the entire domain, 

which must be determined according to the particle distance in the region with coarser 

resolution, it leads to unnecessary large number of particle interaction for finer resolution and 

overfitting (near the objects). This may lead toincrease in computational costs and lead to 

numerical damping (due to overfitting in the finer resolution region) and increase in 

computational cost. To overcome this, the weight functions in the MLS/SFDI interpolation 

scheme was adopted based on the concept of ‘Domain of Dependence’ (Mukherjee and 

Mukherjee, 1997). The domain of dependence concept is shown in Fig. 5c.  That is, each point 

has its own support domain with radius R(J) centered at point x(J). The domain of dependence 

for I is the union of the n overlapping circle (centered at x(I) with radius R (I)). For example, in 

Fig.5c, Pparticle M will not contribute in to the evaluation of I, even though it is nearer than J.  

Thus n number of nodes in the neighbourhood of an evaluation point with coordinate x for which 

weight function W(RJ)≠0 will be considered. However, in order to make sure that I has the same 

effect on J as that of J on I, the following equation is adopted and proved to option worked well 

for the MLPG_R method. 

RIJ = (R(I) + R(J))/2 (38) 



where I is the particle under consideration and J is the neighbouring particle. The weight function 

is estimated as WIJ = W(RIJ) instead of W(RJ) (Mukherjee and Mukherjee,1997) for the 

evaluation point. The radius R for each node is calculated initially based on surrounding particles 

(average of the 6 nearest node distance in 3D or 3rd node distance with some factor). So, whilst 

calculating the shape function for regular spaced node, RIJ remains same and support domain will 

be circular like in standard method. Whereas for irregularly spaced nodes, the radius of the 

domain or weights for the interaction between I and J particles and J and I particles remain same, 

however the domain of dependence is non-circular. This is required whilst evaluating the shape 

functions particularly for the interface nodes as shown in Fig. 5a (marked as 2,3) and 5b (marked 

as b)., where Inin for other regions where the particles are , such as regularly spaced nodes the 

domain of dependence becomes circular. At each time step, the radius of the support domain I 

and J is recalculated based on the neighbours. In order to overcome this issue in SPH for variable 

particle mass resolution,  Omidvar et al., (2013) discussed variable particle mass resolution for 

SPH and  averaged the weights between the particle I and J, however it is not clear whether they 

have adopted the domain of dependence from their paper. 

4.4. Interaction between waves and elastic structure 

The coupling of the fluid modelling based on the particle method with elastic structure is another 

challenging task. Two approaches exists, monolithic approach and partitioned approach. The 

partitioned approach can incorporate any established solvers for the elastic structure, which is 

also adopted in MLPG_R method. In our investigation so far, we have considered 2D problem, 

in which the structure is idealised as linear beam using Euler-Bernouli Equation and solved 

based on FEM.  The two important steps in the partitioned model for solving fluid-structure 

interaction (FSI) problem are the fluid load transferring from the fluid region to structure and the 

motion/displacement transferring from the structure to the fluid. These steps ensure that the 

kinematic and dynamic continuity is satisfied across the domains.  The coupling can be strongly 

or weakly.  A weakly coupled method can only ensure kinematic continuity (Wall et al., 2007). 

In a strongly coupled system, for any region of the wetted (region in contact with the fluid) 

interface boundary Γ, the dynamic and kinematic boundary conditions can be expressed as 

Eq.(39)(39) and Eq. (40)(40). Here, 𝜎 denotes the stress, and subscripts 𝑠 and 𝑓 denotes solid 

and fluid respectively,  

 𝜎𝑠 ∙ �⃗� = 𝜎𝑓 ∙ �⃗�  (39) 

 �⃗� 𝑓 = �⃗� 𝑠 (40) 

In the partitioned approach, kinematic and dynamic continuity requires some special treatments. 

The method adopted to ensure the continuity of the velocity and normal stresses in the MLPG_R 

model is based on Farhat et al., (1998).  In brief, the interaction is executed in three stages: 



(1) Stage 1: estimating the fluid force on the structure.  The difficulty to do so arises when the 

fluid and structure have different spatial resolutions.  An interpolation surface may be used to 

overcome this, as suggested by Farhat et al., (1998).  If the spatial resolutions for fluids and 

structures are the same, the interpolation surface is not required. The fluid pressure can be 

directly transferred to the structure. 

(2) Stage 2: solving the structural dynamics equations. The governing equation for the structure 

is solved based on the fluid loading estimated in Stage 1. The procedure adopted is detailed in 

Fig. 5.  

(3) Stage 3: Transferring structural kinematic information to fluids. The displacement, velocities 

and accelerations of the structure are estimated and transferred to the fluid boundary in this stage. 

Thus, continuity is achieved both in velocity and accelerations (via gradient of pressure in the 

fluid solver for estimating pressure) and normal stresses.  

The two solvers are iterated until the velocities estimated from the fluid and structural solvers 

achieve the prescribed criteria.  During this iterative procedure, the K matrix in Eq. (18) for fluid 

is theoretically affected by the change in the structural displacement.  However, the structural 

displacement is normally very small in one time step.  Based on this, Sriram and Ma (2012) 

considered the matrix to be constant during the iterations in one step, while 𝐹 matrix was only 

updated based on the new velocities. This approach drastically reduced the computational costs 

based on the tests reported in Sriram and Ma (2012), which was named as near strongly coupled 

partitioned (NSCP) approach. This procedure is depicted in Fig. 6. 

 



 
Fig 6: Flowchart depicting the fluid-structure coupling and various stages involved in the 

process. Different colours show contributions from various subsystems. 

In other particle methods, such as in SPH, explicit coupling is mostly adopted. The reason might 

be due to the small timesteps in SPH, wherein explicit coupling is sufficient. Further, for 

hydroelastic FSI applications in particle methods two approaches exists. In the first approach, 

both the fluid and solid domain are discretised using the same particle methods (Rafiee and 

Thiagarajan, 2009; Khayyer et al., 2018)., Tthese are applied to large deformation applications 

based on Newtonian formulation for structure (like fluids). In the second approach, the particle 

methods for fluids are coupled with other traditional methods such as Finite Element Method for 

solids. Attaway et al., (1994) and Johnson, (1994) implemented this approach in SPH. Recently, 

many authors used SPH and FEM such as Fourey et al., 2017; Long et al., 2017; Zhang and 
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Wan, 2018).  However, inIn the MLPG_R method, the large deformation problems in wave 

structure interaction (WSI) have not been attempted so far.  However, the MLPG method was 

quite popular in structure mechanics. Hence the large deformation problem (formulated in 

Newtonian framework) discretised using MLPG with fluid-structure acceleration approach can 

be attempted in future work. 

Regarding the standard benchmark test cases for WSI, hydrostatic water column with elastic 

plates is proposed in SPH perspective (See, Fourey et al., 2017). Even though hydrostatic water 

column with elastic plates is investigated in MLPG (Manojkumar and Sriram, 2020), however 

the authors feltel that the interaction with standing wave (small amplitude waves) will be more 

challenging and crucial to know reveal the performance of the particle method coupling 

approach for small amplitude waves. The same was investigated by in Sriram and Ma (2012) for 

the benchmark analytical problem of He et al., (2009). 

4.5. Two-Phase modelling in MLPG 

Zhou et al., (2017) further developed the MLPG_R method to deal with two-phase flows of 

fluids with low viscosity and negligible interface tension. When formulating the equations, the 

two fluids are considered separately.  In order to tackle the associated challenges, two new 

techniques are implemented. The first one is related to coupling the equations for the two fluids, 

that is the equation for pressure on the interface between different phases. The equation is 

formed by considering the continuity of the pressure and the discontinuity of the specific 

pressure gradient (i.e., the ratio of pressure gradient to fluid density). The latter reflects the fact 

that the normal velocity is continuous across the interface. Zhou et al., (2017) proposed a simple 

and explicit pressure expression on the interface, 

𝑝(𝑟 0) −
𝜌𝑘 ∑ 𝑝𝑙(𝑟 𝑗)∅𝑙(𝑟𝑗0)

𝑛
𝑗=1 + 𝜌𝑙 ∑ 𝑝𝑘(𝑟𝑞)∅𝑘(𝑟𝑞0)

𝑚
𝑞=1 − 𝐺𝑟

𝜌𝑘 ∑ ∅𝑙(𝑟𝑗0)
𝑛
𝑗=1 + 𝜌𝑙 ∑ ∅𝑘(𝑟𝑞0)

𝑚
𝑞=1

= 0 (41) 

      

The second technique is about solving the algebraic equations for pressure. A newly formulated 

pressure equation achieves the coupling between two phases for interface particles (Eq. (41), 

which forms the algebraic equations for pressure together with discretised Poisson’s equation at 

inner and rigid wall particles (Eq. 16). To solve the algebraic equations, two approaches are 

proposed and investigated. One approach (Integrated-1 Approach) is to solve the pressure 

equations for different fluids as one system, while the other (Coupled-2 Approach) is to split the 

whole set equation into two coupled sets and find the solution by iteration between the two sets. 

The results showed that both approaches can work well for the cases with low density ratios, 

where the Coupled-2 Approach is more computationally efficient.  When the density ratio is 

high, only Coupled-2 Approach leads to correct results.   



Further, to implement the interface condition, the interface particles need to be explicitly 

identified, especially for large deformations or free surface breakings. The technique based on 

absolute density gradient (ADG) developed in Zhou and Ma (2018) can be adopted with the 

criterion of 0.3 < 𝛽 𝛽0⁄ < 1.5 for interface particles,  where 𝛽 = |𝜌,𝑥| + |𝜌,𝑦|, 𝛽0 =

|𝜌𝑘 − 𝜌𝑙|/∆𝑙, with 𝜌,𝑥 and 𝜌,𝑦 being the density derivatives in horizontal and vertical directions 

respectively, and ∆𝑙 is the initial particle distance.  If the ratio is less than 0.3, the particles are 

justified as inner particles while those with the ratio larger than 1.5 are judged as isolated 

particles. The tests have also been carried out for different values near the upper boundary, i.e., 

from 1.4 to 1.6. More details of the technique for identifying the interface particles can be found 

in Zhou and Ma (2018). 

It should be noted that although the three techniques discussed above are developed in the 

framework of MLPG_R method, the concepts may directly be implemented by other particle 

methods, including ISPH and MPS. 

The two phase modelling in SPH and MPS has been carried out by many authors for various 

different problems, and improved advancements are proposed in modelling the problems such as 

air-water interactions (Colagrossi and Landrini, 2003; Dao, 2010; Fonty et al., 2020), c. 

Compressible air- incompressible water (Luo et al., 2016; Lind et al., 2016); classical bubble 

rising study (Grenier et al., 2013; Zhang et al., 2015); boiling generated bubbles and dynamics 

using MPS-SPH (Duan et al., 2020); oil spill studies under the wave actions (Shi et al., 2018; 

Shimizu et al., 2020); wave impacts on the structure (Lind et al., 2015; Rafiee et al. 2015; Sun et 

al. 2019); water entry problems (Yan et al., 2015; Khayyer and Gotoh, 2016; Yang et al., 2020), 

and so on. All the above studies proposed improved algorithms in for coupling two different 

methods/solvers or same methods but with or without compressibility. Benchmark problems 

shows promising improvements.  Nevertheless,  real applications with turbulence; in-depth 

analysis on the dynamic response of the air-pockets and its influence on the cushioning effect in 

reducing the pressures; the relationship between impact pressure and air-pockets, and so on, need 

to be investigated further.  It should be noted that scale effects plays a major role, the tests that 

were conducted in small scales will not have compressibility effect when compared to large scale 

studies. So under such circumstances, use of compressible model for air-phase should be 

considered seriously. For example, in breaking wave impact with vertical wall, the large scale 

studies will lead to large forces and pressures than small scales. However, when one uses the 

Froude method to upscale the small scale results, it will lead to larger forces and impact 

pressures than large scale. This indicates that compressibility of air is negligible in small scale 

(See., Ravindar et al., 2022 for detailed discussion and proof from experiments on this topic)..   

4.6. Other Numerical techniques: 

4.6.0. New interpolation schemes  

Commented [MQ1]: It does not have added values to 

discuss scale effects here.  



To more consistently and efficiently estimate pressure and its gradient in MLPG_R method, a 

new interpolation scheme named as Simplified Finite Difference Scheme (SFDI) was introduced 

by Ma (2008).  The numerical test showed that the SFDI was suitable for random particle 

distribution and can achieve the same or better results as the moving least square (MLS) method 

but using less computational time.  The SFDI can work under situation of small number of 

neighbour particles where MLS method fails.  Recently, this method was redeveloped into 

QSFDI by Yan et al., (2020) by involving high order terms.  The new formulation can also be 

employed for estimating Laplacian of a function. This opens a new way to approximate the 

Poisson’s equations. The SFDI has also been adopted in some publications based on the SPH 

method to solve different problems, including breaking wave interaction with fixed cylinder 

(Zhang et al., 2021), flexures of ice floe (Zhang et al., 2019a) and ice-ship interactions (Zhang et 

al., 2019b), which shew that SFDI can improve the accuracy in estimating gradients and 

derivatives.  

4.6.1. Scheme for velocity smoothing 

Normally, smoothing of velocity will be carried out in particle methods to reduce the instability 

issues. For example, Ma (2005a) proposed the following formula to smooth the velocities in 

MLPG and subsequently adopted in various applications using MLPG: 

�⃗� 𝑖
𝑛 = (1 − 𝛾𝑣)�⃗� 𝑖

𝑛 + 𝛾𝑣  ∑ 𝜙𝑗�⃗� 𝑗
𝑛𝑁

𝑗=1      (42a) 

where  𝜙𝑗 is the shape function arrived derived from MLS and 𝛾𝑣 normally taken as 0.15.  This is 

similar to XSPH proposed by Monaghan (1994): 

𝑑𝑟𝑎

𝑑𝑡
= 𝑉𝑎 +  𝜀 ∑ 𝑚𝑏

𝑉𝑏−𝑉𝑎

𝜌𝑎𝑏
𝑊𝑎𝑏𝑏      (42b) 

For clarity, the same notations that was employed in SPH has been used in the above equations. 

Va corresponds to the velocity �⃗� 𝑖
𝑛, b corresponds to number of neighbours like j in Eqn. (42a).   

𝜀 = 0.5 in XSPH. If one assumes mass and density as constant (incompressible MLPG) and 

consider MLS shape functions as weight function, then after rearranging the terms, Eqn. 42b can 

be rewritten in the form of Eqn. 42a. Thus, in XSPH the smoothing scheme employed is similar 

to MLPG, though the coefficient is larger compared to MLPG. 

 

4.6.2. Free surface identification methods  

It is essential to identify the boundaries properly and assign the boundary values to obtain a 

stable solution. Particularly when modelling the problems involving breaking waves in single 

phase flow, one needs to identify the free surface particles on which the Dirichlet boundary 

conditions should be applied, i.e., 𝑝 = 0.  In the MLPG_R domain, the particles used for 

simulation falls in three categories 



1. The particles that make up the free surface. 

2. The particles that form other boundaries (rigid/flexible walls, bottom boundary, structure 

surfaces, etc.). 

3. The interior particles. 

Identifying the free surface particles is challenging as they will be kept changing in breaking 

waves, i.e., the particle on the free surface may become interior particles. Some time, interior 

particles may emerge as free surface particles.  Several different approaches for identifying free 

surface particles have been developed in MLPG_R method. Three approaches will be discussed 

briefly. 

4.6.2.1.  Mixed Particle number and Auxiliary function Method (MPAM) 
 

Ma and Zhou (2009) and Zhou (2010) proposed Mixed Particle Number and Auxiliary Function 

Method (MPAM) to identify the free particles for modelling breaking waves. This method was 

introduced to overcome the Particle Number Density (PND) Method proposed by Koshizuka and 

Oka, (1996) for the MPS method. The following equation calculates the particle number density 

(𝑛I)  at a particle 𝐼  

 𝑛𝐼 = ∑ 𝑤(|𝑟 𝐽 − 𝑟 𝐼
𝑀
𝐽=1,𝐽≠𝐼 |), (43) 

where M is the total number of particles within the support domain of Particle I, and W is the 

weight function.  The free surface particles are identified if the parameter 𝛽𝐼 =
𝑛𝐼

𝑛0
  is smaller than 

a value, where 𝑛0 is the initial value of the PND.   Ma and Zhou (2009) observed that this 

method may fail during wave breaking and when particles get close to each other during the 

simulation. To improve the state of the PND method, Ma and Zhou, (2009) used three auxiliary 

functions (auxfun1(I), auxfun2(I), auxfun3(I)) in each quadrant of the support domain and combined 

them with PND method to form the MPAM.  This method considerably reduce the 

misidentification and improve the results. A detailed explanation of the method can be found in 

Ma and Zhou (2009) and Zhou (2010). 

 

4.6.2.2. Combination of Scan cone and MPAM method 
 

In the MPAM, the particle number density is essential, and it needs to be estimated at each time-

step. The particle number density requires that the initial node distribution be equally spaced. 

Employing the MPAM alone may overcome this disadvantage. However, it is time consuming 

due to search in every quadrant. The method suggested by Barecasco et al., (2013) was adopted 

in the MLPG_R method instead of PND to overcome this issue. Even though this method was 

used along with the SPH formulation in that reference, the approach is purely geometric and 

independent of the SPH formulation. Hence, this technique can be directly incorporated along 



with any Lagrangian methods including the MLPG_R method. This method is based on the 

intersection of circles. Initially, the cover vector �⃗�  is defined as: 

         

 (4244a) 

Based on this cover vector, Barecasco et al., (2013), proposed the scan cone searching for every 

particle as, 

𝑎𝑟𝑐𝑐𝑜𝑠 (
(𝑟𝐼⃗⃗ − 𝑟𝐽⃗⃗ )

|𝑟𝐼⃗⃗ − 𝑟𝐽⃗⃗ |
.
𝑏𝐼⃗⃗  ⃗

|𝑏𝐼⃗⃗  ⃗|
) ≤ 𝛾 

           

 (4344b) 

If one particle satisfies the above relation, then that fluid particle is considered a free surface 

particle. In the present study, the value of  𝛾 =0.523 was chosen based on our numerical test. 

When this technique was used in MLPG_R, there were issues identifying the free surface 

particles when the wave face was nearly vertical. To overcome this difficulty, the Auxiliary 

functions from MPAM was used along with the scan code method. A flow chart of the scan cone 

method and MPAM used for free surface identification implementation is given in  Fig Fig 7. To 

speed up the searching process, an initial sweep is being carried out. For this, the magnitude of 

gradient of the position vector (𝑟 ) is estimated (𝛼𝑁). Based on our numerical test, the value 

greater than 0.3 is considered as a free surface. This reduces the searching region for the free 

surface particle. Thus, the combination of three above schemes reduces false positive, while 

looking for free surface particles, as shown in Fig. 7. This approach is particularly suitable for 

cases involving physical phenomena such as wave overtopping on coastal structures and green 

water loading on decks and whilst employing variable spaced particle in MLPG.  

 

4.6.2.3. Simple Free surface identification in 3D  

For a non-breaking wave without any 3D structure, there is no requirement of any special 

approach to identify the free surface particles. However, with the 3D structure present in the 

flow, due to the wake and interactions near the 3D structure, some of the free surface particles 

will penetrate and some of the inner particles will emerge near the free surface locations. Hence, 

these needs to be detected properly to estimate the pressure accurately. Shagun et al., (2021) 

during his implementation in 3D domain, proposed a simple free surface identification scheme 

instead of the two-step algorithm as discussed above. For a node I, a summated unit 

displacement vector is calculated as shown in Eq. (44).  

This equation is considered for |𝑟 𝑖 − 𝑟 𝑗| ≤ 𝑅𝑓, Here Rf is a size of a spherical sub-domain around 

node i, calculated using M closest neighbours given by 

 

In the preliminary work for the application on wave-cylinder interactions, M = 6, = 2.0 and 

𝛼𝑁= 0.24 were used (See Fig.7; Reduces the number of particles that needs to be considered). It 

𝑅𝑓 =
𝛽

𝑀
∑|𝑟 𝑖 − 𝑟 𝑗|

𝑛

𝑗=1

 (4445) 
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was shown that this approach alone however will identify nodes near corners and faces of the 

domain as free-surface. Nevertheless, to be successful in this approach, one need to add a single 

layer of ghost nodes along the outward normal of the side, bottom and body faces, placed at a 

distance of 0.55Rf. In case of highly irregular node distribution, two or more layers of ghost 

nodes along the outward normal can be used. This approach eliminates the misidentification 

problem for the free-surface nodes near the structure due to the disturbance. However, this 

approach was not yet tested for the incoming breaking wave problems. In those cases, the 

subsequent two algorithms, scan cone and MPAM might be required, which needs to be 

investigated further for 3D. 

 

 

 

 

 

 



 

Fig 7: Scan cone method and MPAM for identification of free surface particles. For 

Auxiliary functions definitions refer Zhou (2010). 

4.6.3. One-way and Two-way coupling with FNPT 

  In ocean engineering applications one needs to model the large scale – both in space 

(ranging from km2 to m2) and time (hours to sec).  There are two grand challenges for numerical 



modelling based on the NS theory for this kind of problems.  One is that simulating wave 

propagation in a large domain and long duration will inevitably suffer from numerical damping, 

irrespective of the methods (mesh and meshless), i.e., some of wave energy dissipated by the 

numerical damping.  Another is that such NS models take too long time to yield desired results 

which is a hindrance for practical/industrial use.  On the other hand, the FNPT models are more 

computationally efficient and does not suffer significant numerical damping. However, they are 

inheritably unable to consider the viscous effects and to deal with breaking waves and their 

interaction with structures. The teams led by the authors of the paper have started to develop 

hybrid methods coupling the NS and FNPT models since 2010.  Usually, in the region near 

structure or with potential breaking waves of interest, the NS model is used whilst the FNPT 

model is employed in the far field if the domain partitioning approach is adopted.  They explored 

different coupling strategies, including the mesh-based (Li et al., 2018; Gong et al., 2020) and 

meshless methods (Sriram et al., 2014; Zhang et al., 2021; Shagun et al., 2021) for NS model.  

Below, a summary on the coupling of meshless MLPG_R method with the FNPT model will be 

given. 

 

There are two kinds of coupling: one-way (weak) and two-way (strong) coupling. In one-way 

coupling, only the information from FNPT model is transferred to the NS model while in the two 

way coupling the information from the two models are mutually exchanged.  Fig. 8 shows the 

basic concept of the coupling for the MLPG_R method with a FNPT model.   

4.6.3.1. One-way coupling 

The one-way coupling can be regarded as a way that the FNTP model generates waves for the 

MLPG_R domain. The one-way coupling between a FNPT model (Sriram et al., 2006) and 3D 

MLPG_R method was reported by Shagun et al., (2021). The moving overlapping strategy, as 

shown in Fig. 8d, is used for this approach.  Its procedure is described below. 

Step 1: Run the FNPT model for whole domain and extract the velocity, pressure and free 

surface elevation in a region at the coupling interface or overlapping zone for the entire duration 

of the simulations.  

Step 2: Interpolate the variables in the MLPG_R domain at a required particle position 

surrounding FNPT nodes to estimate the pressure and velocity. 

Step 3: The extracted values of pressure are applied at the boundary of MLPG_R domain at 

required locations/area. 

Step 4: After solving the MLPG model, there will be reflection from the structure towards the 

generating or initial region. This needs to be supressed for long time simulations. The estimated 

velocity from MLPG and the velocity from FNPT will be similar (as they have simulated without 

any structure).  In order to achieve this, the following correction is made.   

RIMLPGFEMp uuu _)1(


 +−=        (4546) 



where  is given by 𝛼 =  1 − 3 (
𝑥−𝑥𝑙

𝐿𝑐
)
2
+ 2(

𝑥−𝑥𝑙

𝐿𝑐
)
3
  

xl is the left most location at zeroth time step and Lc is the length of the coupling region. Apart 

from matching the velocity, it is also required to ensure the continuity of the free surface 

elevation to have a smooth varying profile. 

In the above procedure, the coupling is mainly carried out using Dirichlet boundary conditions. 

However, some publications for the SPH method use Neumann boundary conditions, i.e. it 

provides velocity at the inlet boundary conditions. This is the marked contrast with the approach 

in the MLPG_R method. Mathematically, whilst solving PPE, it is better to specify the known 

pressure at the boundary instead of the velocity (i.e Neumann boundary conditions). One way 

coupling in SPH with shallow water equation or by Boussinessq equations are have also been 

investigated (notable works are Narayanaswamy et al., 2010; Kassiotis et al., 2011 Altomare et 

al., 2015; Ni et al., 2020).  Fourtakas et al., (2018a) adopted one way coupling between ISPH and 

a FNPT solver QALE-FEM (Ma and Yan, 2006) following the procedure outlined in Sriram et 

al., (2014). 

4.6.3.2. Two-way coupling  

In the above approach on one-way coupling, the potential flow model will be simulated without 

feedback from the NS model for all time steps.  Whereas, in the two-way coupled model, the 

information from the NS model is also feedback to the potential model.  Thus, the coupling has 

to be implemented both in space and time.  For coupling in space, Sriram et al., (2014) proposed 

four different options based on Eulerian and Lagrangian approaches. This is illustrated in Fig. 8 

with some updates based on the authors recent experiences. Among the options, we found the 

overlapping zone approach was better than the others, i.e., the options (c) and (d) are superior 

irrespective of Eulerian or Lagrangian models.  

In the particle-based method, we have mostly employed moving overlapping zone method as 

shown in Fig Fig 9. The figure snapshot is taken from the actual simulation to explain the 

procedure. In our approach, the coupling boundaries are allowed to move. The line 𝐵2 denotes 

the boundary for the FNPT domain and always moves along with the free surface and is kept 

straight (adopting quasi-Eulerian and Lagrangian approach). The line 𝐵1 represents the boundary 

for the NS domain, and it can change in its shape (based on wave kinematics). Here, 𝐿𝑓 and 𝐿𝑜 

are lengths of the fluid domain of the FNPT model and the overlapping zone respectively at the 

time 𝑡𝑛 (Say, t = 4.5s, wherein the waves haven’t propagated into the NS domain) . As the 

simulation advances to the time 𝑡𝑛+1 (Say, t = 12.5s, wherein the waves have propagated into the 

NS domain), the lengths of each zone changes to 𝐿𝑓 + 𝑑𝐿 and 𝐿𝑜 + 𝑑𝑆. As can be seen, there are 

three boundaries. In addition to 𝐵1 and 𝐵2, there is also the boundary 𝐵0. The particles in the 

region between 𝐵0 and 𝐵1 (called as feeding particles) participate during the interpolation in the 

Formatted: Font: Times New Roman, 12 pt, Font color: Text

1



MLPG_R model and the pressure and velocity at them are calculated by the FNPT model. The 

algorithm for the two-way coupling is further illustrated in Fig. 10 and discussed below. 

 

 



 

Fig.8. Different space coupling approaches (yellow– velocity or pressure boundary; Green– 

Free surface boundary condition). Reproduced and updated from Sriram et al., (2014)  
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Fig 9: Concept of moving overlapping zone from Sriram et al. (2014) for simulations of 

regular waves. TLP Stands for Two Layer Particle, wherein FNPT and NS will be 

solved. 
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Fig 10: The algorithm showing the two-way coupling process between the MLPG_R and 

FNPT models; 𝝓 is the velocity potential. 𝒓 is the position of the particle at an 

instant. 𝒑+ is the intermediate pressure. 𝒏 and 𝒏 + 𝟏 denoting the current and 

future time steps.  

The algorithm starts from the time step 𝑡 = 𝑡𝑛, where all the variables, such as velocity (u), 

velocity potential (𝜙), position (𝑟) and pressure (p) are known.  The intermediate value of 

velocity potential, the intermediate value of pressure, 𝑝 = 𝑝+on the boundary 𝐵1 is estimated by 

solving the boundary value problem for 𝜙. 𝐵1 depicts the boundary of the MLPG domain. Based 

on the boundary values of pressures obtained from the simulations carried out in the FNPT, the 
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boundary value problem for pressure was solved in the NS domain. The boundary value on the 

FNPT domain is updated based on the estimates from the NS. (See, Fig.10). 

Another critical factor to be kept in mind here is that we have two different solvers using two 

different time integration approaches. The FEM uses explicit 2nd order or 4th order Runge–Kutta 

time integration while the MLPG_R uses explicit Euler time integration. So, for coupling both 

the models, a  predictor-corrector approach as shown in Fig. 10 is employed.  

Similar to one way coupling, mostly in two way coupling the fixed overlapping zone can beis 

applied in two way coupling. However, an interesting work attempted in MPS needs to be 

pointed out. Sueyoshi et al. (2007) proposed the MPS method at the top part of the domain near 

the free surface while the bottom part of the domain was modelled by using the BEM. The 

information between the two solvers were transferred through a fixed boundary interface based 

on the Neumann type boundary conditions. Verbrugghe et al., (2018) proposed a two way 

coupling between OceanWave3D and DualSPHysics. The model was validated for propagation 

of linear and nonlinear waves along with a typical application of oscillating water column and 

2D floating body simulations. The issues within oscillations was noticed and it was attributed to 

the WCSPH as well as implementation of dynamic boundary conditions related to the fixed 

boundary interface. The issues associated with fixed overlapping boundaries have  already been 

pointed out in the previous sections. This was initially tried in the MLPG_R method and was not 

successful, hence Sriram et al., (2014) proposed a moving overlapping with pressure as an input 

whilst solving PPE in 2D. The same approach was also successful in our 3D approach (Agarwal 

et al., 2020). 

Manoj Kumar and Sriram (2021) extended the elastic structure interactions in MLPG_R, by 

considering three domains, a inviscid fluid domain (FNPT) solved using FEM, a viscous fluid 

domain (NS) solving using MLPG_R and a structural domain solved using FEM. In the hybrid 

coupling approach discussed in Fig. 10, a predictor-corrector scheme has been employed. Hence, 

the elastic structure equation can be solved in every stages or selected stages within an time step 

whilst solving the NS domain. The physical reason for this is that the structural deformation 

needs to be accounted in the viscous fluid domain and vice versa. Since the time-step at which 

the model operates is so small (normally, ∆𝑡 ≤ 0.0015 𝑠 for the FSI problems), the differences 

in plugging the structural solver at different model stages should not affect the results. However, 

Manoj Kumar and Sriram (2021) carried out a rigorous testing during the validation phase and 

showed some deviation among the implementations. The authors investigated three possibilities 

as listed below to show its influence, 

1. Solve the structure equations only in the predictor step in MLPG. In the predictor step, 

Fig. 5 scheme will be applied. (Algorithm A). 

2. Solve the structure equations only in the corrector step but, use the previous results for 

the predictor step. (Algorithm B). 

3. Solve the structure equations for both predictor and corrector steps. (Algorithm C). 



The difference between these algorithms lies in the quality of pressure forcing obtained at the 

fluid-structure interface. In Algorithm A, the pressure on the structure is based on the first 

intermediate pressure obtained after solving the BVP for pressure in the NS domain. During the 

corrector stage, FSI is not invoked. In Algorithm B, the fluid forcing on the boundary is 

estimated based on the corrected pressure at the final step. Thus, FSI makes use of the corrected 

pressure to calculate structure displacement and velocities. In this case, the FSI is not invoked in 

the predictor stages. In third approach, FSI is invoked during both predictor and corrector stages. 

This is called as Algorithm C. Again in Algorithm C, there are two possibilities whether to 

initiate A and B or B and A. Thus, the procedure is going to depends upon the numerical 

schemes and the implementation strategies. The authors finally concluded that the difference is 

due to the numerical estimates at the first-time step, while executing algorithm A (small 

numerical difference in pressure and velocity estimates) by comparison with analytical solution 

for hydrostatic test. Finally, they concluded that Algorithm B and Algorithm C (in the order of 

executing B & A) produces identical results and good comparison with the analytical solution. 

Further, the computational time (total time required for simulation) in all these algorithms were 

also similar. 

 



 

Fig 11: The algorithm for coupling MLPG_R and FNPT models to deal with fluid elastic 

structure interactions. 

5.0. Applications modelled by the MLPG_R method 

In this section, applications of the MLPG_R method are briefly discussed for dealing with 

various types of waves and their interaction with structures. Details regarding the SPH 

applications were reviewed recently by Luo et al., (2021). For ocean engineering applications, a 

numerical tool should have the following features. 

(a) Simulate small and steep (non-breaking) waves accurately; 

(b) Model plunging/splash-up (breaking or violent) waves rigorously;  

(c) Handle the interactions of complex violent waves with rigid and/or elastic structures robustly.  

(d) Have high efficiency in simulating such cases.  

Our developments in MLPG are specifically tried to achieve these features.  Fig. 12 shows a 

typical comparison between the analytical free surface profiles (both in space and time) with 

1. FEM (FNPT) 
 

3. FEM (FNPT) 

 

2. IMLPG_R (NS) 

   Predictor Stage 

4. IMLPG_R (NS) 

Corrector Stage 

6. Update all values and 

move to next time steps 

5. use TLP algorithm to make 

velocity continuous  

Solve Structural 

Equation 

Fig. 5 

Algorithm 

Algorithm A 

Solve Structural 

Equation 

Fig. 5 

Algorithm 

Algorithm 

B 



MLPG_R methods. The total number of nodes used is 16000 with a timestep of 0.01s for this 

simulation. Similarly, the results of the 3D MLPG_RS method for uni-directional focusing 

waves compared with that of potential flow theory are provided in Fig. 13, showing the capturing 

of all free harmonics, super and sub harmonics components in the free surface elevation.  The 

interaction of the uni-directional focusing waves with the cylinder is shown in Fig. 14. One 

interesting aspect is how well the present MLPG_RS method compares with the other particle 

methods, such as SPH.  One such comparison was recently reported in Sriram et al., (2021) as 

part of the comparative study carried out in ISOPE.  The results are reproduced in Fig. 15 for an 

identical case between 3D MLPG_RS and SPH.  It can be seen that the MLPG_RS methods 

shows good agreement with experiments without any artificial fluctuations which can be seen in 

the results of SPH method for this case.  Further, the 2D IMLPG_R method has been applied to 

modelling wave-porous structure interactions and wave-vegetation interactions in recent years.  

One typical example of solitary waves propagating over the vegetation region is shown in Fig. 

16.  The proposed model was validated with the existing numerical, analytical and experimental 

work for regular wave and solitary wave interaction with the vegetation. The details are reported 

in in Divya et al., (2020). The porous wave structure interaction was detailed in Divya and 

Sriram, (2017). 

 

Apart from modelling the small and steep waves with ease, MLPG has also been applied to 

breaking waves interactions or overtopping applications. Typical snapshot of the overtopping 

over different types of coastal structure is shown in Fig. 17.  One can notice there is no spatial 

oscillations in the velocity magnitude. The model was also applied to long distance wave 

propagations and undular breaking bore on the slope. A typical application using the coupled 

hybrid model is shown in Fig. 18, where a runup of thin layers from elongated waves are 

modelled with ease. However, turbulence and boundary layers are not resolved in this 

application, which should be attempted in future. The wave breaking interaction with a 3D 

structure is shown in Fig. 19. One could see the velocity magnitude on the free surface and 

pressure just above MWL are free from any numerical oscillation unlike other particle methods, 

which lays good foundation for modelling interactions between floating body and elastic 

structures with breaking waves, as the artificial oscillation can leads to instability or fail the 

modelling process during such interactions.  

 

A typical application of the 2D IMLPG_R method to model a floating body using variable 

particle spacing is provided in Fig. 20. From the figures, one can see that the method well 

handles the large displacement of the floating body with higher resolution region following the 

body movements. The adaptation of the neighbouring particles along with the floating body 

motion for large displacement can be seen. This is possible due to the different schemes such as 

ensuring continuity between the fluid and floating body velocities, smooth pressure and pressure 

gradient estimation and avoiding any clustered node distribution during simulation as discussed 

in the numerical treatment sections. Fig. 21 shows another case with the green water effects 

happening on the top of a floating section.  

 

Modelling complex wave breaking with elastic structure was attempted by Sriram and Ma 

(2012). Fig. 22 shows the comparison of the experimental high-speed images with MLPG_R 

method. There are slight leakage through the elastic plate in the experiments, as can be seen in 

the second or third row of the figure (as well as personal communication from Dr. Oliver 



Kimmoun).  As the numerical model is two-dimensional, no such leakage exists, which leads to 

some difference in the return profile as depicted in the figure. Nevertheless, the method predicts 

a small wave overturing and the deflection of plate compared to experiments (See, Sriram and 

Ma, 2012 for details), which is challenging in the particle method.  For such a case, a large 

number of particles are normally required in other class of particle methods otherwise it will be 

difficult to correctly capture the overturning. In addition, it also requires more iterations to 

converge within a time step compared with modelling a problem for a rigid body. Hence, to 

reduce the computational time, a coupled model formed by combining a FNPT at the far end 

with NS model near the structure was proposed by Sriram et al., (2014) as described early.  They 

demonstrated that the hybrid method needed only one-eighth of a NS model to achieve similar 

results, though the saving may be problem-dependent.  The technique proposed by Sriram et al., 

(2014)  is was adopted subsequently in other methods with some improvements, such as in 

qaleFEM-SPH, qaleFOAM and so on (See, Sriram et al., 2021). By adopting this hybrid 

coupling, Manoj Kumar and Sriram (2020) studied regular wave interactions with elastic plate. 

Further, Manoj Kumar (2021) studied the focusing wave interaction with the horizontal elastic 

plate as shown in Fig. 23, wherein a comparison of the experimental snapshot is also provided.  

The figure demonstrates that the numerical model well captures the physical phenomena 

observed in experiments, i.e., after the focusing wave impacts near the corner, the flexible plate 

deflects downwards (or starts to vibrates), which in turn interacts with the incoming waves 

creating a slamming effects.    

The hybrid method does not only save the computational time but also reduce the numerical 

dissipation suffered by NS solvers for modelling long distance and long duration propagation of 

waves. This was also pointed out by Grilli (2008) and Sitanggang, (2008). Based on our 

experience the numerical dissipation will occur approximately after 15L and 20T (L and T 

corresponds to wave length and period). To demonstrate this, wave propagation in a tank length 

of 100m with a water depth of 1m is simulated by using the MLPG_R method without 

considering physical viscosity. Two different wave parameters are considered, one with a smaller 

amplitude and the other with a larger amplitude waves (H = 0.14 and 0.26, corresponding to 

wave steepness H/L = 0.0216 and 0.0499, respectively). The wave elevations reading at two 

different locations together with the FFT results of the elevation are shown in Fig. 24.  One can 

see that from this figure, the smaller amplitude waves (Fig. 24b) have much less numerical 

dissipation compared to the larger amplitude waves (Fig.24d).  The latter shows about 6% 

reduction with respect to FNPT results.  One can also see the larger phase shift in the wave 

elevation for the steeper wave.  This occurs due to reduction in the wave height leading to the 

reduction of the wave celerity.  The numerical dissipation is expected to be decreased by 

increasing the resolution of particles, but this requires higher computational costs.  The better 

way is to employ a hybrid method discussed above.  It can be deduced that if the cases would be 

run by using a hybrid method, the numerical dissipation would be insignificant as already seen in 

Fig. 13.   
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The application in modelling multiphase flows is another milestone of MLPG_R method 

development.  For both real natural environment and engineering practice,  the density ratio of 

different fluids involved can approach 1, such as stratified fluid flows in oceans, or reach more 

than 1000, such as  the water-air flows.  The modelling robustly for the problems with lower and  

high density ratios is challenging for many numerical methods.  Zhou et al., (2015) developed 

the scheme in the MLPG_R method, which was not only robust for small density ratio, but also 

high density ratio more than 1000.  Fig. 24 25 shows the pressure distribution in a tank with 

sloshing liquids, depicting a smooth variations at the interface. Later, the same approach was 

extended to wave-porous structure interaction in Zhou and Dong (2018). 

Finally, the fourth point efficiency in simulation has been addressed in some of our papers. There 

are many ways to reduce the computational aspects (a) using the parallel computing, GPUs, 

OpenMP based on high performance computing (c) physics based approximations. In our 

development, before venturing into first approach, we implemented the second approach that is 

physics based approximations. This was discussed earlier, however it should be noted that the 

increase in computational time is a secondary effect. The computational aspect of the MLPG in 

3D for the problem of wave-fixed cylinder interactions with that of other class of particle and 

Mesh based solver from 20 different solver is reported in Sriram et al., (2021), showing better 

than other class of particle method. The main purpose of implementing the physics based hybrid 

approach is that NS solver exhibit numerical dissipation for long distance propagation. This was 

also pointed out by Grilli (2008) and Sitanggang, (2008) when they coupled with the mesh based 

NS solvers. Based on our experience the numerical dissipation will occur approximately after 

15L and 20T (L and T corresponds to wave length and period). However, to show the numerical 

dissipation characteristics, a tank length of 100m with a water depth of 1m is considered. Two 

different wave characteristics one with small amplitude and other with steep amplitude waves 

were generated (H = 0.14 and 0.26), corresponding to wave steepness (H/L) = 0.0216 and 0.0499 

respectively. The wave probe reading at two different locations are shown in  Fig. 25. More 

importantly, from the time history, the phase shift was observed at the larger distance. This is 

occurred due to reduction in wave height changing the celerity. Further, this is more pronounced 

for steep waves. To show the numerical dissipation, representing in frequency domain  the small 

amplitude waves, (based on FFT, Fig. 25b) doesn’t have numerical dissipation compared to to 

steep waves (Fig.25d) with a numerical dissipation of about 6% with respect to FNPT results. 

Thus, numerical dissipation plays a role and weak or strong coupling from potential based model 

is ideal. Thus, numerical dissipation plays a role and weak or strong coupling from potential 

based model is ideal.   
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Fig. 12. Comparison between analytical (dot/triangle) and numerical (lines) spatial wave profiles (obtained by 

using MLPG_R method) at different time instants a) t = 2s  b) t = 4 s and c) t = 8 s (d) time history at x = 4m. 

 



 

Fig. 13. Focusing wave elevation comparison with FNPT and Shagun et al., (2021) 3D 

MLPG_RS model and the errors.  

 

 

 

Fig. 14. Non-breaking focused wave interactions with cylinder (Shagun et al., 2021) 



 

 

Fig. 15. Comparison between 3D MLPG_RS (Red) and SPH (Blue) with experiments 

(black) for focused wave – cylinder interactions (extracted from Sriram et al., 2021, 

comparative study) 

 

 



 

 

 

Figure 16. Snapshot of wave propagation along with the pressure contours. The cyan 

colour shows the free surface. The green colour showing vegetation is only for 

representative purpose. (Divya et al., 2020) 
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Fig. 17. Overtopping. Left plots: Spatial variations of velocity (magnitude) for different 
configurations with H/d = 0.4, at a same time instant of 4.5s. Right plots: total volume 
collected at the end of the simulations. (Ma and Sriram, 2015) Commented [MQ5]: Which one you refer here?  I could not 

find the paper. 



 
Fig 18: Runup of an undular bore breaking over a slope of 1:20. (Kumar et al., 2021) 

 



 

 

Fig. 19. Different waves profiles of breaking solitary wave impacting on a vertical cylinder 

(monopile of offshore wind energy) and pressure recording at two locations (Point 1 - 0.1 

above MWL; Point 2 - 0.3 above MWL) (Zhou et al., 2009) 

 

 



 

(a) Small wave, H = 0.04m and T = 1.2s 

 

(b) Steep wave, H = 0.1m and T = 1.2s 

Fig. 20. Floating body positions at t = 0s and t = 10s for small and steep wave. (Rijas et al., 

2019) 
 
 

Fig 21. Floating body motion response under green water loading (Rijas et al., 2019) 
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Floating body position at t = 0s Floating body position at t = 10s 



 

 

 
 

  

Fig. 22. Comparison between experimental high speed image and numerical model results 

for solitary wave impact with elastic plate (High speed image obtained from Dr. Oliver 

Kimmoun, Kimmoun et al., 2009). Left side pictures showing the initial configuration in the 

numerical model and Right side pictures shows the comparison between numerical and 

experiments. 

 

 

 



  

     

 

Fig.23.  Snapshot of results obtained from the numerical simulation and experiments for 

focusing waves interacting with the flexible horizontal plate. Highlights show the region of 

impact and deflection. The red pointer shows the direction of propagation of the wave in 

experiments and numerical model (Manoj Kumar, 2021). 
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(c) 

Figure 24: Two phase modelling in a sloshing tank: Snapshots of pressure distribution at the first 

quarter (𝒕√𝒈/𝒉𝟐 = 𝟏. 𝟒) (a) and the third quarter (𝒕

√
  
  
  
  
  
  

𝒈/𝒉𝟐

= 𝟒. 𝟒) (b) of the first period with 



interfaces shown in black. (c) Pressure distributions along the depth at x=0.3m for the case with 

density ratio of 10. (Zhou et al., 2015) 
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Fig. 2524. (a) Regular wave simulation for smaller steepness at two different probe 

locations. (b) FFT of (a) (c) Regular wave simulation for higher steepness at two different 

probe locations. (d) FFT of (c) 



     

                             (a)                                                                        (b) 

 

 

(c) 

Figure 24: Two phase modelling in a sloshing tank: Snapshots of pressure distribution at the first 

quarter (𝒕√𝒈/𝒉𝟐 = 𝟏. 𝟒) (a) and the third quarter (𝒕√𝒈/𝒉𝟐 = 𝟒. 𝟒) (b) of the first period with 

interfaces shown in black. (c) Pressure distributions along the depth at x=0.3m for the case with 

density ratio of 10. (Zhou et al., 2015) 
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6.0. Key issues and future directions 

The concept of MLPG introduced by Prof. Atluri’s and co-workers was redeveloped into a form 

of the MLPG_R method for being able to model a wide variety of applications involving free 

surface waves in ocean engineering. The developments have overcome many challenges and 

hindrances. Use ofThe local weak form approximation with a Rankin Source solution as its test 

function  has advantages due to because it does not need to deal with derivatives of unknowns in 

PPE its flexibility in choosing the test functions and reducesing the order of continuity 

requirements. Nevertheless, the method needs to be improvised further in some of the following 

aspects. 

1. Turbulence and boundary layer: For some applications, one must model the turbulence and 

boundary layer effects. So far in developing this method for ocean engineering problem, these 

effects are assumed to be negligible. They needs to be incorporated to widen the scope of the 

application of the method. It should be noted that usage of turbulence closure is problem -

dependent, applying turbulence for the problems that are not required may lead to lower 

accuracy than without considering it.  

2. Variable Particle Resolution: The region with fine node distribution that is required for some 

problems, such as those about floating structures the range of structure movement,  is not easy to 

estimate at the beginning of the simulations for many problems. However, pPresently we do it 

based on the trial or error method. As we already know the wave characteristics and may have a 

reasonable estimate on how much the body surge.  Using the knowledge,, we can determine the 

initial region with fine adopt the initial node distribution accordingly. This is more or less a same 

issue for all methods which adopt the approach. This need to be investigated and to develop 

more robust technique to deal with issue.    

3. Breaking waves in 3D and their interactions with 3D floating bodies: Although some attempts 

have been made to model this kind of problems, there are still some numerical issues, 

particularly those arising from the irregular particle distribution near the bodies. Modelling 3D 

floating bodies requires variably-spaced particle distribution, particularly to capture the fluid 

dynamics near floating bodies accurately. This is not easy for particle methods.  In addition, 

implementation of variable time steps should also be attempted as the fluid and floating bodies 

usually have different time-varying properties. Further, better treatment of wall boundary 

conditions should be attempted for modelling interaction between breaking waves and floating 

bodies.  

4. Particle shifting strategy: One of the major hinderances in 3D breaking waves and their 

interaction with fixed/floating bodies is the irregular particle distribution. This has been rectified 

in 2D application using a minimum pressure in estimating its gradient (a kind of particle shifting) 

and interpolating the velocity to these stabilised nodal position.  However for 3D applications, 

the Lagrangian motion of the particles in and near the 3D wake region of a structure may lead to 
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a void.  Since, theThe minimum pressure based estimation to find the nodal position fails in 3D.  

Based on our experience, the methods that work in other particle methods such as SPH fail in the 

MLPG_R method., Tthe reason is unclear as of now, but should be investigated further. Novel 

and robust techniques need to be developed to reduce irregularity of particle distribution. 

5. Computational aspects: Even though the method works well, the code is largely in serial 

version so far, just with some subroutines converted to OpenMP. Hence, in future GPU or MPI 

needs to be implemented in the MLPG_R method and the FNPT model. Thus, the hybrid 

approach will be much faster. 

6. Benchmark studies: All numerical model developments and improvements should be validated 

against the experimental observations. The MLPG_R method has been not only validated for 

small scale but also large scale experiments for wave propagation, interactions with structures 

and runup. Nevertheless, the method needs to be further validated for many other complex cases, 

such as two-phase wave impact in large scale and breaking wave interaction with 3D rigid and 

flexible structures.   

7. 3D Coupling: Coupling the NS solver with Potential flow/Euler solvers brings in benefits at 

least in two folds.  One is to tackle the problems of numerical damping of the NS solvers with 

modelling long distance and long duration propagation of nonlinear water waves.  The another is 

to reduce computational time. Although computational time would be relative less important 

once the next generation of computers (such as quantum computers) are coming up, the 

reduction of computational time is still of a great benefit for practical use at this moment and in 

years to come. As reviewed above, coupling with different solvers has been successfully 

implemented in the recent years, but most of the work deals with 2D problems. A full two-way 

coupling of different solvers for modeling real 3D problems in particle method has not been 

attempted to the best of our knowledge.  There are many challenges in 3D coupling.  A few are 

indicated here.   One of them is that a surface- based transformation of variables  between solvers 

in coupling region may fail in 3D cases due to wave directionality and the complexity of waves 

induced by 3D floating bodies.  Better techniques need to be developed for 3D modelling.  

Another one is associated with overlapping zones.  They are predefined at the beginning of the 

simulations based on the input wave characteristics.   This is considered as a limitation for 

modelling 3D floating bodies in waves with potential large motions, as the predefined 

overlapping zones may not be appropriate at the later stage.   Moreover, in the existing works, 

overlapping zones are assumed not to be in the region with any breaking events.  The authors are 

unaware of the methodology to remove this limitation now, but we envisage that the future 

studies may eliminate the limitation.   Further,  new coupling strategies need to be sought for 3D 

cases except splitting the domain into two parts as in 2D cases. For example, embedding a small 

NS domain (spherical or cuboidal domain)  into a large potential model domain needs 

information exchange on the whole boundary surface surrounding the NS domain.  One-way 

coupling of such a strategy is relatively easier but two-way coupling will be a big challenge. 

Apart from domain based decomposition, implementation of functional splitting in particle 



method should be attempted such as in SWENSE mesh-based method (Li et al., 2021 and Li, 

2017), wherein potential and viscous flow decomposition has been used. 
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