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The staircase model is a simple generalization of the sinh-Gordon model, obtained by complex-
ifying the coupling constant. This produces a new theory with many interesting features. Chief
among them is the fact that scaling functions such as Zamolodchikov’s c-function display “roam-
ing” behaviour, that is, they visit the vicinity of an infinite number of conformal fixed points,
the unitary minimal models of conformal field theory. This rich structure also makes the model
an interesting candidate for study using the generalized hydrodynamic approach to integrable
quantum field theory (IQFT). By studying hydrodynamic quantities such as the effective veloc-
ities of quasiparticles we can develop a more physical picture of interaction in the theory, both
at and away from equilibrium. Indeed, we find that in the staircase model the effective velocity
displays monotonicity features not found in any other IQFT. These admit a natural interpreta-

tion when investigated in the context of the massless theories known as MA
(+)
k models, which

provide an effective description of massless flows between consecutive unitary minimal models.
Remarkably, we find that the effective velocity in the staircase model can be reconstructed by
a “cut and paste” procedure involving the equivalent functions associated to the massless ex-

citations of suitable MA
(+)
k models. We also investigate the average currents and densities of

higher spin conserved quantities in the partitioning protocol.
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1 Introduction

Our understanding of the out-of-equilibrium dynamical properties of many-body quantum sys-
tems has vastly expanded over the past decade [1, 2]. In the context of 1+1D quantum inte-
grable models, a lot of interest was triggered by the results of the quantum Newton’s cradle
experiment [3] which showed that dimensionality in conjunction with integrability give rise to
a distinct kind of dynamics, one in which there is no long-term thermalization. This result was
later related to the presence of infinitely many conserved quantities in integrable models. The
dynamics is then determined by all conserved quantities, leading to the concept of generalized
Gibbs ensembles (GGEs) [4]. As a consequence, quantum integrable models do not thermalize
to Gibbs ensembles but they equilibrate to GGEs. Thanks to this fundamental understanding,
non-equilibrium dynamics has become a powerful way of studying strongly correlated many-body
systems [2, 5–12].

Generalized hydrodynamics (GHD) is one of the leading approaches to computing dynamical
quantities in non-equilibrium steady states and non-stationary settings [11, 13, 14]. The basic
idea is that hydrodynamics emerges as a consequence of local entropy maximization and scale
separation on individual fluid cells containing a mesoscopic quasi-particle number. In a practical
sense GHD allows us to evaluate exact expectation values of currents in GGEs, by employing the
formula derived in [13] within integrable quantum field theory (IQFT) and numerically checked
in [14] in quantum chains. This current formula has been subject to increasingly rigorous and
general derivations [15–24].

The original GHD proposals considered the partitioning protocol. In this set up two indepen-
dently thermalized systems are put into contact at time zero. The presence of multiple conserved
quantities gives rise to ballistic transport, meaning that, after a transient period, steady state
currents flowing between the right and left sub-systems emerge; see the reviews [6, 8]. As men-
tioned above, GHD provides a method to compute such currents by combining the hydrodynamic
principle, generalized to infinitely many conservation laws, with an effective description of quasi-
particles, which for IQFTs is based on the thermodynamic Bethe ansatz (TBA) [25–27]. The
energy current and density in the partitioning protocol admit simple exact expressions in con-
formal field theory (CFT) [28–30]. These constitute a useful benchmark when studying IQFTs,
whose ultraviolet limits are described by CFT.

The GHD framework has been generalized in many ways, to adapt to increasingly com-
plex physical situations such as force terms [31–33], diffusive and higher corrections [18,34–36],
noise [37] and integrability-breaking terms [38–40]. It has been shown to be superior to con-
ventional hydrodynamics in describing the results of experiments on an atom chip [41] and to
qualitatively reproduce the phenomenology of Newton’s cradle experiment [42]. Impressive as
these developments are, an aspect of the original formalism that has only become apparent re-
cently is that, even when used in equilibrium situations, the hydrodynamic picture sheds new
light into the physics of IQFTs. Put another way, well-known equilibrium features can be anal-
ysed from a different viewpoint by looking at hydrodynamic functions, such as the effective
velocities of quasi-particles. This has become apparent in two recent studies of IQFTs with
unstable particles in their spectrum [43, 44]. These studies have shown that the presence of
unstable particles in the theory, even if they are not part of the asymptotic particle spectrum,
leads to recognizable signatures in the effective velocity profile and particle density of their sta-
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ble constituents. One may for instance identify a particle density ascribable to the unstable
particles. In this paper we apply GHD to the study of the staircase model (SM), introduced
by Al. B. Zamolodchikov [45] by generalizing the sinh-Gordon IQFT scattering matrix. The
SM has features which make it comparable to the model studied in [43, 44]. Namely, similar
to the case of unstable particles, the two-body scattering matrix of the theory has poles in the
unphysical sheet and the presence of these extra poles has an enormous effect on the physics of
the theory. In particular, the monotonicity properties of typical hydrodynamic quantities such
as the effective velocity are markedly different from those of any model studied so far and, as
is typical of the model, are heavily influenced by the interplay between the value of a coupling
θ0 and the value of the temperature (in a Gibbs ensemble) or temperatures (in the partitioning
protocol set-up). Various generalizations of the SM construction were proposed in [46,47].

This paper is organized as follows: In Section 2 we introduce the SM and the thermodynamic
Bethe ansatz approach. In Section 3 we review the main principles of the GHD approach in the
context of integrable quantum field theory. In Section 4 we investigate several hydrodynamic
quantities in the SM at equilibrium and identify unique features associated to this model: the
spectral particle density and spectral particle current have generally many local maxima while
the effective velocity displays intricate square-wave patterns [67]. We provide an explanation of

these properties based on theMA
(+)
k model, which provides an effective description of massless

flows between consecutive unitary minimal models. In Section 5 we extend our investigation
to the out-of-equilibrium situation where we consider the partitioning protocol. We focus on
the expectation values of conserved densities and currents, both at and away from equilibrium.
We evaluate these for several values of spin higher than 1 and observe that, under appropriate
scaling and at sufficiently high temperatures, they too develop a staircase pattern. For the same
higher spin currents/densities we investigate the temperature dependence in the CFT limit. We
conclude in Section 6. In Appendix A we review some standard results for the SM following
the derivations presented in [46, 47]. In particular, we present the constant TBA analysis that
allows us to obtain equations for the height of individual plateaux of the TBA L-functions and
derive the central charges of unitary minimal models. In Appendix B we present an explicit
computation of higher spin currents in CFT as derived from a thermal TBA in the Ising model.
We see that even for such a simple theory, the dependence on spin is relatively intricate.

2 The Staircase Model

2.1 The Model

The staircase model is constructed starting with the sinh-Gordon model. The sinh-Gordon model
is the simplest interacting IQFT in one spatial dimension. It is defined by the lagrangian [48,49]:

LshG =
1

2
(∂µφ)2 − m2

g2
cosh(gφ), (2.1)

where φ is the sinh-Gordon field, m is the bare mass of the single particle in the spectrum and
g is the coupling constant. The two-particle scattering matrix associated to this model is given
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by [50–52]

S(θ) =
tanh 1

2

(
θ − iπB

2

)
tanh 1

2

(
θ + iπB

2

) . (2.2)

The parameter B ∈ [0, 2] is the effective coupling constant which is related to the coupling
constant g in the lagrangian by [53]

B(g) =
2g2

8π + g2
. (2.3)

The S-matrix is obviously invariant under the transformation B 7→ 2−B, a symmetry which is
also referred to as weak-strong coupling duality, as it corresponds to B(g) → B(g−1) in (2.3).
The point B = 1 is known as the self-dual point.

In [45] it was observed that when analytically continuing the coupling constant B from the
self-dual point to the complex plane via the transformation

B 7→ 1 + i
2θ0

π
with θ0 ∈ R+ , (2.4)

the resulting scattering matrix

S(θ) = tanh
1

2

(
θ − θ0 −

iπ

2

)
tanh

1

2

(
θ + θ0 −

iπ

2

)
, (2.5)

still satisfies all physical requirements, such as unitarity and crossing, while being distinct from
the sinh-Gordon S-matrix. In particular, it has poles in the unphysical sheet at θ = ±θ0 − iπ

2 .
In order to investigate the properties of this new theory, the paper [45] carried out a detailed
TBA study of the model and discovered several unusual features. These observations were later
generalized to the whole family of affine Toda field theories [46, 47], of which the sinh-Gordon
model is the simplest example. We review the key ideas in the next subsection.

2.2 Thermodynamic Bethe Ansatz and Scaling Function

The TBA approach provides a description of IQFTs at finite temperature [25–27]. This descrip-
tion can be easily generalized to GGEs, as discussed in [54] (even though the generalization had
already been used in [55]). The TBA equations describing the SM at thermal equilibrium take a
very simple form. In fact, given that there is a single particle in the theory and that scattering
is diagonal, there is a single equation to start with. The non-trivial interaction that is present
in the model enters the TBA equation through the kernel or two-body scattering phase ϕ(θ)
which is defined as

ϕ(θ) = −i d
dθ

logS(θ) =
1

cosh(θ − θ0)
+

1

cosh(θ + θ0)
. (2.6)

This is a function that is peaked around θ = ±θ0. This means that interaction is maximal
when the rapidity difference between interacting particles takes these values and greatly reduced
otherwise. This feature plays a key role in the shape of some of the functions we will study later
in the paper, specially the spectral particle density and spectral particle current.
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For finite temperature T = 1/β the pseudoenergies ε(θ) satisfy the nonlinear integral equa-
tion (TBA-equation)

ε(θ) = β cosh θ − (ϕ ? L)(θ), (2.7)

where we have taken the mass m = 1 and ? denotes the rapidity convolution

(ϕ ? L)(θ) =
1

2π

ˆ
dθ′ϕ(θ − θ′)L(θ′). (2.8)

Since S(0) = −1 the TBA system is of fermionic type [25–27] and therefore

L = ln
(

1 + e−ε(θ)
)
. (2.9)

The ground state energy is given by

E(β) = − 1

2π

ˆ
L(θ) cosh θ dθ = −πc(y)

6β
, (2.10)

where c(y) is the TBA scaling function and

y = ln
2

β
(2.11)

is a new, more convenient variable in terms of which the infrared (IR) or low temperature limit
corresponds to y → −∞ and the ultraviolet (UV) or high temperature limit corresponds to
y → ∞. The scaling function flows from the UV value c(∞) = 1 corresponding to the central
charge of a free massless boson, to the IR value c(−∞) = 0. So far, this behaviour is identical
to that of the sinh-Gordon theory. The unusual features of the model become only apparent
when the dependence of the L-function and the scaling function on the parameter θ0 is explored
in detail. These have been discussed in the original paper [45] and in [46, 47] but it is worth
recalling the main ideas, as they will play a role in the hydrodynamic picture.

Let us examine the change in the function L(θ) as we increase y towards the deep UV regime.
We take θ0 � 1 in order to have two well separated bumps in the kernel (2.6). We have the
following regimes:

• For y > 0, L(θ) develops a plateau of height log 2 in the region −y < θ < y, that is
the usual free fermion UV behaviour. As y increases the plateau broadens. At the same
time, the scaling functions c(y) reaches the value c = 1/2 corresponding to a massless free
fermion or the Ising model. This is the first of the series of unitary minimal models and
we denote it by M3 for reasons that become clear below. This L-function is shown in the
top-right of Fig. 4.1.

• When y reaches the value θ0/2, the plateau’s edges start interacting via the kernel in
equation (2.7). The interaction can be described by two separate interacting integral
equations for two separate pseudoenergies ε±(θ) = ε(θ± θ0

2 ). The resulting system coincides
with the description of the massless flow between the critical (M3) and tricritical (M4)
Ising models given in [57]. This relation is explored in later sections. As y increases
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the scaling function grows from c = 1/2 to c = 7/10, as expected, while the L-function
develops two higher plateaux at values 2 log

(
2 cos π5

)
, which rise above the main plateau

at log 2. This L-function is shown in the top-right of Fig. 4.2. This specific flow has also
being studied using form factor techniques in [56].

• Similarly, when y reaches θ0 we have a new transition from c = 7/10 to c = 4/5 which
again describes the massless flow between two unitary minimal models, in this case the
tricritical and the tetracritical Ising model (M5). This L-function is shown in the top-right
of Fig. 4.3.

0 20 40 60 80 100

0.4

0.5

0.6

0.7

0.8

0.9

y

c(
y
)

θ0 = 50
θ0 = 35
θ0 = 20

Figure 2.1: Scaling
function of the SM for
θ0 = 20, 35, 50. The
central charges ck+2

(dashed horizontal lines
for k = 1, 2, 3, 4, 5) are
approached by c(y) at
different values of y, as
the crossover points are
at y ∼ kθ0/2.

• In general, every time y ∼ kθ0/2, with k = 1, 2, 3, . . . the scaling function flows (or roams)
from the value

ck+2 = 1− 6

(k + 2)(k + 3)
, k = 1, 2, . . . (2.12)

that is, the central charge of Mk+2, to the value ck+3 corresponding to Mk+3. Simulta-
neously, the L-function acquires new plateaux, emerging symmetrically in θ in pairs. In
summary, for θ0 � 1 the function c(y) exhibits a staircase behaviour roaming through
the value ck+2 inside every interval (k − 1)θ0/2 < y < kθ0/2 and finally settling on the
UV value c = limk→∞ ck = 1. The scaling function c(y) is depicted in Fig. 2.1 for three
different values of the parameter θ0.

The values (2.12) are not only observed numerically when evaluating c(y) through the defi-
nition (2.10), but they can also be obtained analytically by studying the constant TBA system
associated with the SM. That is, the set of TBA equations that are obtained in the UV limit.
This is discussed in detail in Appendix A.
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2.3 MA
(+)
k Massless Flows

As we have seen, the SM is associated with an RG flow which visits the vicinity of all unitary
minimal models. In particular, each pair of successive fixed points Mk+2 and Mk+1 are con-
nected by RG trajectories corresponding to a massless interpolating field theory whose UV limit
is Mk+2, while the IR limit is controlled by Mk+1. The associated RG flow is generated from
the UV fixed point by perturbing with the relevant operator Φ13 and negative coupling [57–59].
More details can be found at this end of this Section.

Much as the example discussed earlier of the flow between critical and tricritical Ising, which
can be described by a pair of TBA equations for shifted pseudoenergies, the interpolating flow
between generic fixed points Mk+2 and Mk+1 can be described by a set of TBA equations
associated with the Ak Dynkin diagram [57–59]. They take the form

εi(θ) = ωi(θ)−
k∑
j=1

(ϕ̂ij ? Lj)(θ) with ϕ̂ij(θ) =
Iij

cosh θ
(2.13)

and Iij = δi,j+1 + δi,j−1 is the adjacency matrix of the Ak algebra (see Fig. 2.2). The driving
terms ωi(θ) are given by

ωi(θ) =
β

2
(e−θδi,1 + eθδi,k). (2.14)

Note that the driving terms associated to nodes 1 and k are usually exchanged in the literature,

but this is a more suitable prescription in order to relate the MA
(+)
k model to the SM.

β
2 e
−θ

1 2 k − 1

β
2 e
θ

k

Figure 2.2: Ak Dynkin diagram showing driving terms associated to the massless TBA (2.13).

In the MA
(+)
k model, each node in the Dynkin diagram and each TBA equation can be

interpreted as associated to a different particle species, with non-trivial scattering only between
nearest neighbouring nodes. Only two nodes in the Dynkin diagrams couple to non-vanishing
driving terms. The source terms β

2 e
±θ correspond to right- and left-moving i.e. (RM) and (LM)

particles, whose one-particle energy and momentum are

e±(θ) = e±θ−y and p±(θ) = ±e±θ−y , (2.15)

respectively (y is the variable defined in (2.11)). The other nodes in the Dynkin diagram corre-
spond to magnons, which describe internal degrees of freedom of the quasi-particle excitations.
It is important to note that although the magnonic excitations themselves may be regarded
as quasi-particles, they have zero one-particle eigenvalues with respect to the conserved charge
operators, hence quantities such as the energy or momentum are carried only by the RM and
LM species. In particular the scaling function

c(y) =
3β

π2

k∑
j=1

ˆ ∞
−∞

dθ p′j(θ)Lj(θ) , (2.16)
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only receives equal contributions from the LM and RM. A GHD study of this and other massless
theories was carried out in [64].

It is worth saying a little more about the origins of this massless model. TheMA
(+)
k models

can be seen as perturbations of Mk+2 by the field Φ13 (k = 1, 2, 3 . . .). There are however
two families of theories with different properties depending on whether or not the perturbing

parameter is positive. These two families were named MA
(±)
k in [58].

The familyMA
(−)
k is massive, and the S-matrix has been written by various authors [58,60,

61]. It corresponds to a restriction of the sine-Gordon model (that is, the sine-Gordon model
at a specific k-dependent value of the coupling constant) which is also related to the restricted
solid-on-solid (RSOS)k lattice models. The scattering in these theories is non-diagonal but
the associated TBA system can be diagonalized resulting into an Ak-based system of k TBA
equations where the driving terms are ω1(θ) = cosh θ, ωi(θ) = 0 for i > 1. Thus the Ak-system
in this case describes a massive particle and k − 1 magnons.

The perturbation of interest in the context of the SM is MA
(+)
k which was studied in [57].

These models are massless (although non conformal, there is a fundamental scale in the theory)
and describe a crossover between the unitary minimal models Mk+2 and Mk+1. This flow was
studied perturbatively for large k some years before [62, 63]. The TBA description which was
then conjectured is given by the equations (2.13).

2.4 SM L-function from the MA
(+)
k Model

A remarkable feature of the effective description of massless flows provided by the MA
(+)
k

model is that it is possible to carry out both a quantitative and qualitative comparison between
solutions of (2.7) and (2.13) by introducing ad hoc shifts (in θ space) of the solutions of (2.13).

This procedure amounts to “cutting an pasting” the solutions for the L-functions of theMA
(+)
k

model in such a way as to reproduce the SM L-function corresponding to a fixed finite value of
α = y

θ0
for y, θ0 →∞. An illustration of this approach is presented in Fig. 2.3. As can be seen

in the example, such engineered L-function clearly matches the L-function structure of the SM
for 1

2 < α < 1.
This procedure allows us to see each step of the scaling function of the SM as two different

limits, encoded in the two sets of decoupled equations (A.13) for the values of the pseudoenergy
at the centres of the plateaux found in Appendix A: if the RG trajectory flows very close to the
fixed pointMk+2, the latter can be seen both as the UV limit of the Ak flow and as the IR limit
of the Ak+1 flow of the massless TBA (2.13). This is illustrated in Fig. 2.4.

3 Generalized Hydrodynamics: A Short Review

The main equations of GHD have been reviewed in many places (see i.e. [11]). Here we will focus
just on the key equations and on the functions that we will be examining in the paper. GHD is
based upon a description of quasi-particles which is provided by the TBA formulation. We have
already written the TBA equation for the SM in (2.7). However, a more general version of this

7
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Figure 2.3: Left : L-functions for theMA
(+)
3 model, showing solutions for three functions corre-

sponding to the RM, the LM and the magnon. Right : Same functions shifted in rapidity space
to reconstruct the single L-function of the SM.

equation takes the form

ε(θ) =
∑
i

βihi(θ)− (ϕ ? L)(θ), (3.1)

where hi(θ) are the one-particle eigenvalues of the conserved quantities in the model. For
instance h0(θ) = 1 (particle number), h1(θ) = e(θ) = cosh θ (energy), h2(θ) = p(θ) = sinh θ
(momentum) and more generally

h2s−1(θ) = cosh(sθ) h2s = sinh(sθ), for s ∈ Z≥0 . (3.2)

Recall that we have set the mass scale m = 1. The parameters βi are generalized inverse
temperatures. A new equation is obtained by differentiating (3.1) with respect to one of these
parameters, say βi. The resulting “dressing” equation can be written as

hdr
i (θ) = hi(θ) + (ϕ ? gi)(θ), with gi(θ) = n(θ)hdr

i (θ) (3.3)

and is a linear equation for the dressed quantities hdr(θ). The occupation functions ni(θ) are
defined as

ni(θ) =
1

1 + eεi(θ)
= 1− e−Li(θ). (3.4)

These dressed quantities enter the formulae

qi =

ˆ ∞
−∞

dp(θ)

2π
hdr
i (θ)n(θ) =

ˆ ∞
−∞

dθ

2π
e(θ)hdr

i (θ)n(θ) =

ˆ ∞
−∞

dθ

2π
edr(θ)hi(θ)n(θ) , (3.5)

and

ji =

ˆ ∞
−∞

de(θ)

2π
hdr
i (θ)n(θ) =

ˆ ∞
−∞

dθ

2π
p(θ)hdr

i (θ)n(θ) =

ˆ ∞
−∞

dθ

2π
pdr(θ)hi(θ)n(θ) , (3.6)
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Figure 2.4: Top: L-function of the SM for 1 < α < 3/2 (k = 3) highlighting the 2k + 1 = 7
plateaux’ mid-points zi and 2k kinks Ki as discussed in Appendix A. Bottom, Left : L-functions

of the MA
(+)
3 model in the UV limit, reproducing the odd-labelled plateaux of the SM model

and matching the colour scheme of the top panel. Bottom, Right : L-functions of the MA
(+)
4

model in the IR limit, reproducing the even-labelled plateaux of the SM model and matching
the colour scheme of the top panel.

for the average density qi and the average current ji associated to the conserved quantity of
one-particle eigenvalue hi(θ). One of the main results of [13, 14] was the expression for the
average current, which turned out to be related to the average density via crossing (the rigorous
proof of this formula has been examined in many papers since [15–24]). The last equality in
the equations above (i.e. the fact that the dressing can be applied to either hi(θ) or to the
energy/momentum without changing the result) follows from the TBA- and dressing equations.

At thermal equilibrium these equations are sufficient to describe all quantities of interest,
some of which have a natural hydrodynamic interpretation. Besides the densities and currents,
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we are interested in the functions

ρp(θ) = edr(θ)n(θ) spectral particle density, (3.7)

veff(θ) =
(e′)dr(θ)

(p′)dr(θ)
effective velocity, (3.8)

ρc(θ) = ρp(θ)v
eff(θ) spectral particle current . (3.9)

The spectral particle density and spectral particle current are functions whose integration in θ
gives the particle density q0 and the particle current j0. The effective velocity is the velocity of
propagation of quasi-particles due to the presence of interaction. From the definition, veff(θ) =
tanh θ for free fermions/bosons (when the kernel is vanishing) but changes when interaction is
present. In most IQFTs such as the sinh-Gordon model studied in [13] this change is rather
subtle. However, as we will see later, for the SM the change is enormous and is fully explained

by the massless picture provided by the MA
(+)
k model.

Finally, a word is due regarding the partitioning protocol. So far we have defined some
hydrodynamic quantities for a GGE described by (3.1). However, the same equations (3.5),
(3.6) and (3.7) hold if we instead want to describe the non-equilibrium steady state (NESS)
that will be formed if two copies of the SM model are first thermalized at different inverse
temperatures βL and βR and are then connected at time t = 0 and let to evolve for a long time.
Typically a NESS will emerge in the central region between the two subsystems. Within this
NESS there will be non-equilibrium ballistic currents emerging described by (3.6). In [13, 14]
a very simple characterization of this NESS was found. The NESS is fully determined by the
occupation function n(θ) which takes the form

n(θ) = nR(θ)Θ(ξ − veff(θ; ξ)) + nL(θ)Θ(veff(θ; ξ)− ξ) , (3.10)

where nL/R(θ) are the occupation functions in the right/left reservoir and veff(θ; ξ) is the effective
velocity, now also a function of the ray ξ := x

t . In consequence, all functions defined above will
also depend on the ray ξ. They depend only on the ray and not on x and t independently
because the problem is scale invariant.

The structure above admits a simple interpretation: particles on the right (left) of a given
ray have come from the left (right) where would have been originally thermalized at inverse tem-
perature βL/R. A special feature of the SM is that the equation veff(θ; ξ) = ξ may have multiple
solutions depending on ξ and βL/R, therefore the function n(θ) has multiple discontinuities as
shown in Fig. 3.1.

4 The SM at Equilibrium

Let us now solve the TBA-equation for the SM at some inverse temperature β, obtain n(θ)
and compute from this the quantities (3.7). As expected, the form of these functions, similar
to the L-functions, will very much depend on α. This is illustrated in Figs. 4.1, 4.2, 4.3 and
4.4, all of which show the scaling function (highlighting one specific temperature) and the L-
function, spectral particle density, spectral particle current and effective velocity for the same
temperature.
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Figure 3.1: A sketch of the effective velocity in the region 1
2 < α < 1 (k = 2, second plateau of

c(y)). As we can see, depending on the ray we can have multiple solutions to veff(θ; ξ) = ξ and
every time the velocity changes sign, so does n(θ) alternate between the right (blue) and left
(gray) solutions.

Sitting on a step of the scaling function defined by an integer k such that k−1
2 < α < k

2 ,
the L-function has 2k kinks. At the same positions, the spectral particle density and spectral
particle current exhibit 2k bumps (local maxima). Except for two outer-most bumps which are
centered around ±y, all other bumps are centered at values of θ whose distance from one of
the outer-most bumps is a multiple of θ0. This is due to the structure of the scattering phase
which maximizes interaction precisely for such distances. Thus, from a scattering viewpoint, we
can think of each pair of peaks of the spectral particle density whose mutual distance is θ0 as
describing densities of mutually interacting particles. In fact, it is this interaction that makes
the particle density increase with respect to the non-interacting (free fermion) case shown in
Fig. 4.1. A similar structure was found in [43]. In all figures for this section we have introduced
the convenient definitions:

ρ̃p/c(θ) =
ρp/c(θ)

max ρp/c(θ)
, (4.1)

which are the scaled spectral particle density (p) and current (c).
A simple example of this phenomenology is provided in Fig. 4.2. Here the two pairs of bumps

centered at ±y and ±(y − θ0) describe densities of particles that are mutually interacting and
also co-moving, as their effective velocities are the same.

If we actually compute the particle density associated to one of the larger maxima (say
the right-most peak centered at θ = y) and subtract from it the density associated with the
corresponding peak of a free fermion solution at the same temperature, we find that the difference
exactly matches the area of the smaller peak centered at θ = y−θ0. We can say that the increase
in the particle density with respect to the free theory is directly linked to the interaction with
a smaller density of particles at distance θ0 in phase space. In other words, we can identify
a stable density of interacting particles corresponding exactly to the area of the smaller peak.
These particles are both interacting and co-moving as the two peaks of the spectral density also
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Figure 4.1: Free fermion regime for k = 1. Top: Scaling function and L-function for β = 2e−15

and θ0 = 50, hence α = 3/10 < 1
2 . Bottom Left : Spectral density (solid orange line) and spectral

particle current (dashed red line). Bottom Right : Effective velocity (green) versus scaled spectral
particle functions ρ̃p/c(θ). Since we are in the free fermion regime, the effective velocity is simply
tanh θ and the spectral particle densities exhibit two separate bumps corresponding to equal
densities of right- and left-moving fermions.

correspond to the same effective velocities (+1 in this example).
The situation is similar but a bit more complicated in Figs. 4.3 and 4.4. For instance, in

Fig. 4.3 the spectral particle density and current have six local maxima, which can be seen as
describing three pairs of densities of mutually interacting particles centered around ±y, ±(y−θ0)
and±(y−2θ0). Again, interacting particles are associated with a fixed increase in particle density
and are in all cases co-moving so that they can be easily identified by following the twists and
turns of the effective velocity profile. Once more, the increase in the particle density can be
attributed to interaction. This can be quantified by comparing the particle density associated to
one of the larger maxima, say at θ = y, with that of the same peak in the free fermion spectral
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Figure 4.2: Tricritical Ising for k = 2: Top: Scaling function and L-function for β = 2e−35

and θ0 = 50, hence 1
2 < α = 7/10 < 1. Bottom Left : Spectral density (solid orange line) and

spectral particle current (dashed red line). Bottom Right : Effective velocity (green) versus scaled
spectral particle functions (4.1). Note that the effective velocity is now non-monotonic and has
2k − 1 = 3 zeroes.
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particle density at the same temperature. The difference in areas coincides with the combined
areas of peaks at y − θ0 and y − 2θ0, both of which are mutually interacting with each other.

Reflecting the interaction structure of the MA
(+)
3 model, the peak at y − θ0 also interacts with

the one at y.
As α is further increased more pairs of these local maxima will emerge, until infinitely many

are present in the deep UV limit. This behaviour is similar but distinct from what is observed
in the SU(3)2-HSG model studied in [43]. The main difference arises from parity breaking in
the HSG-model which for each particle type makes interaction maximal for some finite value
of θ but not for its opposite. The effect of this lack of symmetry is that the spectral particle
density of each particle never develops more than three local maxima.

Unlike for the L-functions where a constant TBA analysis allows us to determine the exact
height of each plateau, the definition of the effective velocities makes such an analysis difficult.
However, their complex structure can be well understood by mapping the SM to the correspond-

ingMA
(+)
k model described in the previous section. In particular we can reinterpret the multiple

peaks of the spectral particle densities in terms of the LM, RM and magnonic excitations of the
massless theory. This is shown in Fig. 4.5 and 4.6 and is similar in spirit to the reconstruction
of the L-function that we saw in Fig. 2.4.

The structure of the effective velocity is far more peculiar. For k > 1, veff(θ) becomes
strongly non monotonic and develops k plateaux at velocity veff(θ) = 1 and the same number
at the opposite velocity. The 2k − 1 zeros of veff(θ) are at the midpoints of the L-function’s
internal plateaux, that is the points zi given by (A.6). This can be argued from the definitions
(2.7) and (3.3), as these imply that

ε′(θ) = β pdr(θ) , (4.2)

and therefore the simple zeros of the effective velocity are at the points where ε′(θ) (and therefore
L′(θ)) vanishes. See Fig. 4.1, Fig. 4.2, Fig. 4.3 and Fig. 4.4 for some summarizing plots.

In Fig. 4.5 and 4.6 we reconstruct the effective velocity of the SM for k = 2 and k = 3,
respectively with the same procedure used for the L-function in section A.2. Notice that both

the description as UV limit of the MA
(+)
2 and IR limit of the MA

(+)
3 model are valid. In the

former case we have only two excitations with two peaks each in the spectral particle density;
in the latter, LM and RM have only one peak while the others are described by the magnons.
Nonetheless, both scenarios are valid and all peaks are at the same values of the effective velocity.

How the intricate features of the spectral particle density, current and effective velocity
change with temperature can be best seen in the video [67] which provides a visual summary of
all results in this Section.

5 SM and the Partitioning Protocol

In Section (3) we introduced the main ideas behind the partitioning protocol. In this section
we focus on the average currents (3.6) and densities (3.5) for spins s > 1. Unlike for the energy
current and density studied in [28–30], it is not known precisely how higher spin currents and
densities behave in the UV limit. The analysis below goes some way to explaining this and the
SM model is an ideal theory to do so, as we are able to access multiple UV fixed points.
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Figure 4.3: Tetracritical Ising model for k = 3: Top: Scaling function and L-function for
β = 2e−60 and θ0 = 50, hence 1 < α = 6

5 < 3
2 Bottom Left : Spectral density (solid orange

line) and spectral particle current (dashed red line). Bottom Right : Effective velocity (green)
versus scaled spectral particle functions (4.1). The effective velocity exhibits three plateaux with
veff(θ) = 1 and three plateaux with veff(θ) = −1. Therefore the effective velocity changes sign
at 2k − 1 = 5 points.

5.1 Higher Spin Currents and Densities

Consider the one-particle eigenvalues (3.2) and their associated average current and density
(3.5)-(3.6) with n(θ) given by (3.10). We are interested in the non-equilibrium steady state at
ray ξ = 0 and in the situation in which the left and right subsystem both tend in the UV limit
to the same minimal model, that is, defining

yR := log
2

βR
, yL := log

2

βL
and σ :=

βR

βL
, (5.1)
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Figure 4.4: Minimal modelM6: Top:Scaling function and L-function for β = 2e−85 and θ0 = 50,
hence 3

2 < α = 1.7 < 2. Bottom Left : Spectral density (solid orange line) and spectral particle
current (dashed red line). Bottom Right : Effective velocity (green) versus scaled spectral particle
functions (4.1). As in previous figures, we see that the effective velocity changes sign at 2k−1 = 7
points and exhibits eight plateaux at alternating values ±1.
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(+)
3 models

shifted according to the analysis in (A.11)-(A.12). Left : UV limit of the MA
(+)
2 model. We

have two bumps of the spectral particle density for the RM and two bumps for the LM. One

peak is at veff(θ) = 1 (RM) and one at veff(θ) = −1 (LM). Right : IR limit of theMA
(+)
3 model.

LM (RM) each have one peak in their spectral particle density at veff(θ) = ±1, respectively.
The single magnon in the theory has two symmetric peaks (these are the two smaller peaks in
each figure). The overall effective velocity has the same features as the previous case and both
descriptions match qualitatively the SM behaviour. The reconstructed functions reproduce all
features of the functions presented in Fig. 4.2 for the case k = 2.
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ṽ
e
ff

(θ
)
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Figure 4.6: Effective velocities and spectral particle density of the MA
(+)
3 and MA

(+)
4 models

shifted according to the analysis in (A.11)-(A.12). Left : UV limit of theMA
(+)
3 model. We have

two bumps of the spectral particle density for each excitation. All peaks (for all excitations) are

at veff(θ) = ±1. Right : IR limit of the MA
(+)
4 model. The reconstructed functions reproduce

all features of the functions presented in Fig. 4.3 for the case k = 3.

we will consider
(k − 1)θ0

2
< yR < yL <

kθ0

2
, (5.2)
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that is, σ > 1. If yL/R lie in the same range (5.2) and σ is not too large then the occupation
functions of the right and left subsystems are very similar and one can numerically check that
the zeroes of the effective velocity are still very close to their equilibrium values. Given (3.10)
we can therefore define the total currents j2s−1 (and j2s) for the joint system as the sum of
contributions from the two subsystems:

j2s−1 = jR2s−1 + jL2s−1, (5.3)

with

j
L/R
2s−1 =

ˆ
L/R

dθ

2π
pdr(θ)nL/R(θ)h2s−1(θ) , (5.4)

and integration regions defined by

R ≡]−∞, z1] ∪ [z2, z3] ∪ · · · ∪ [z2k−2, z2k−1]

L ≡ [z1, z2] ∪ [z3, z4] ∪ · · · ∪ [z2k−1,+∞[.
(5.5)

Now we use the fact that if εL/R(θ) are the solutions of the TBA equations for the two Gibbs
ensembles, from (4.2) it follows that

ε′L/R(θ) = βL/R p
dr(θ). (5.6)

Therefore, since ε′L/R(θ)nL/R(θ) = −L′L/R(θ), we have

j
L/R
2s−1 = −

T s+1
L/R

2π

ˆ
R
L′L/R(θ)βsR/Lh2s−1(θ) . (5.7)

We will see in a few lines why this rewriting of TL/R = T s+1
L/Rβ

s
L/R is useful. To proceed we can

take θ0, yR/L � 1 in order to exploit the correspondence between the SM and theMA
(+)
k model

explained in the previous section. In this approximation the expression (5.7) is slightly simpler,
and is replaced by the massless limit

jR2s−1 = − T s+1
R

22−sπ

ˆ
K1

dθ e−s(yR+θ)L′R(θ) and jL2s−1 = − T s+1
L

22−sπ

ˆ
K2k

dθ e−s(yL−θ)L′L(θ) . (5.8)

Integrating by parts and considering yR,/L sufficiently large, boundary terms vanish (as for large
temperature, the L-functions exhibit a double-exponential decay) and we end up with

j2s−1 =
s

22−sπ
(CsLT s+1

L − CsRT s+1
R ), (5.9)

where

CsR =

ˆ
K1

dθe−s(yR+θ)LR(θ), CsL =

ˆ
K2k

dθe−s(yL−θ)LL(θ). (5.10)

Since both the L-functions and the kinks K1 and K2k are symmetric with respect to the origin
we can write CsL/R := Cs(yL/R) with

Cs(y) =

ˆ
K2k

dθe−s(y−θ)L(θ) . (5.11)
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Note that for s = 1 and (k − 1)θ0/2 < y < kθ0/2, we recover the known result [28–30]

lim
y,θ0→+∞

C1(y) =
π2

6
ck+2 , (5.12)

with ck+2 given in (2.12). A very similar result can be obtained for j2s by simply replacing the
minus sign by a plus sign in (5.9).
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Figure 5.1: Cs(y) for spin s = 1, 2, 3, 4, 5 and 6 from Eq. (5.11). Here θ0 = 50.

The same considerations can be applied to the charge densities q2s−1 and q2s as defined in
(3.5). Again, the only contributions to the integrals come from K1 and K2k and at a finite but
large temperature one obtains:

q2s−1 ≈ j2s and q2s ≈ j2s−1. (5.13)

where the symbol ≈ indicates equality up to terms of order O(e−y), thus becomes exact in the UV
limit. Notice however that because of relativistic invariance q2 = j1 at any finite temperature.

Unfortunately, for s > 1 the coefficients Cs(y) do not admit an obvious simple form. However
we can at least perform some analysis based on numerics. Since it is only the value of the ratio
α = y

θ0
that fixes the UV limit of the theory, we expect that Cs(yL) = Cs(yR) as long as the

condition (5.2) is satisfied. This is indeed verified by the numerical evaluation of the function
Cs(y) which shows that it is constant in the central regions of [(k− 1)θ0/2, kθ0/2] (see Fig. 5.1).

Looking at the plots in Fig. 5.1 we also observe that when α approaches a half-integer value
the function Cs(y) has a sudden fall. This is consistent with the definition of Cs(y) in (5.11): it
is easy to show that

L(z2k) ≤ lim
α→k/2

Cs(y) ≤ L(z2k−1) , (5.14)

where L(z2k) ' 0 and L(z2k−1) ' 1. In the central plateau regions, to a first approximation
Cs(y) depends linearly on the central charge and exponentially on the spin. To see this we can
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Figure 5.2: The function C̃s(y) defined in (5.17) for spin s = 1, 2, 3, 4, 5 and 6 from Eq. (5.11)
and θ0 = 50. For each spin all plateaux are almost the same height, which strongly suggests the
coefficient of the currents is very nearly proportional to the central charge ck+2. However there
are small deviations for spin s > 1.

treat s as a continuous variable and differentiate Cs(y) with respect to s. We obtain a differential
equation for Cs(y) which is solved with the initial condition (5.12):

Cs(y) =
π2

6
ck+2 exp

{ˆ s

1
ds′ 〈θ〉s′ − (s− 1)y

}
, (5.15)

where

〈θ〉s ≡
´
K2k

dθθesθL(θ)´
K2k

dθesθL(θ)
. (5.16)

Writing Cs(y) in this form gives a complicated dependence on the spin but has the advantage
that the central charge is factored out and corrections to linearity are encoded in the exponential.
In Fig. 5.2 we show the scaled functions

C̃sk(y) =
6 Cs(y)

π2ck+2
, (5.17)

for the first few integer values of s. As is clear from the figure, these functions have almost the
same values at every plateau and deviations from linearity in ck are very small, but non-zero
when s > 1. It would be interesting to investigate these corrections in more detail as well as the
explicit dependence on the spin. The latter can be obtained exactly at the free fermion point,
which is instructive. We show the calculation in Appendix B.

Another numerical check of (5.11) is presented in Fig. 5.3 where we look instead at the scaled
currents:

j̃2s−1 =
π βs+1

R

s 2s−2(σs+1 − 1)
j2s−1 , (5.18)
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Figure 5.3: Scaled currents j̃2s−1 versus values of Cs(y) obtained from (5.11) for s = 1, 2, 3, 4.
We see very good agreement in all plateau regions. All data are for θ0 = 50 and σ = e.

as functions of −yL for fixed σ = e along with the coefficients Cs(y) as obtained from (5.11). As
expected, we find good agreement in all the plateau regions.

6 Conclusions and Outlook

In this paper we have used the generalized hydrodynamics approach to study the paradigmatic
staircase model [45]. The SM has a property which is unique among integrable quantum field
theories, that is, at thermal equilibrium and high temperature, the theory does not flow to a
single ultraviolet fixed point but rather to infinitely many, depending on how the high temper-
ature limit is carried out. More precisely, at temperature T , the key scale in the model is the
ratio α = y

θ0
where y = log(2T ) and θ0 is a parameter of the scattering matrix. Taking both y
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and θ0 to infinity, whilst keeping their ratio fixed and finite, determines the choice of the UV
fixed point. The set of all possible UV fixed points is given by the unitary minimal models of
conformal field theory. In addition, the flow between consecutive CFTs, ordered according to
their central charge, admits an effective description in terms of a massless theory known as the

MA
(+)
k model, which we have also studied in this paper. The main conclusions of our study can

be summarised as follows:

1. The evaluation of TBA quantities that have a key hydrodynamic interpretation, such as
the spectral particle current and density and the effective velocity gives new insights into
the properties of the model, even at thermal equilibrium. The spectral functions of the SM
generally exhibit multiple local maxima/minima while the effective velocity has multiple
zeroes and plateaux. The number of such maxima, minima, zeroes and plateaux is linked
to the scale α introduced above. For k−1

2 < α < k
2 the spectral particle density has 2k

maxima and the spectral particle current has k maxima and k minima. The effective
velocity has 2k − 1 zeroes, k plateaux at value +1 and k plateaux at value −1. The
non-monotonicity of the effective velocity is indeed one of the most distinct features of the
model. All these properties can be seen in the video [67].

2. The massless description of the SM by means of the MA
(+)
k models provides an accurate

description of all the functions mentioned above. The agreement between both descrip-
tions can be visualized by contrasting any of the SM functions with a “cut and paste”
arrangement of the corresponding functions found in the massless model. The agreement
is particularly striking for the effective velocities, whose intricate square-wave structure is
perfectly reproduced.

3. Similar properties are found within the partitioning protocol, especially when the right and
left temperatures are chosen so as to fall within an interval of values of α associated to
the same UV fixed point. In this context, the SM model provides an excellent opportunity
to study the averages of conserved currents and densities for higher spins near different
UV fixed points. Indeed, it is well-known how the energy current and density scale in
CFT [28–30] but a lot less is known for higher spin conserved quantities. In this paper
we provide a partial answer to this question. We show numerically and analytically that
higher spin currents and densities scale with appropriate powers of the temperatures TL/R,
as expected. More importantly, we also show that the numerical coefficient of these powers
is very nearly proportional to the central charge of the UV fixed point. By very nearly we
mean that the central charge is not exactly reproduced (except for spin 1, corresponding to
the energy), but deviations from it are numerically very small and still to be analytically
understood.

There are several future directions of research that we plan to pursue. First, in line with
the last point, we would like to have a better analytical understanding of the UV scaling of the
averages of higher spin currents and densities. We hope to achieve this through clever manipu-
lation of the TBA equations (similar to how c is obtained in terms of dilogarithm functions) and
also through the explicit construction/study of conserved quantities in CFT. Second, we would
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like to generalize these results to other staircase models such as the generalizations constructed
in [46,47].

In conclusion, this paper constitutes an important addition to a so far small body of work
including also [43, 44] which explores how quantities of interest in the context of generalized
hydrodynamics can provide, even at thermal equilibrium, new insights into properties of inte-
grable quantum field theory. These insights are especially rich in IQFTs possessing unusual
features, such as unstable particles or, as in the present case, an intricate RG physics. In all the
models studied, including SM, we find a quantitative relationship between the emergence and
area of new local maxima of the spectral particle density and the intensity of the interaction, as
described by the two-particle scattering matrix. We also find that in such models the effective
velocities can exhibit extremely intricate and unusual patterns as seen in [67], very far from the
standard deformed tanh θ shape that is found for most interacting IQFTs.
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A Constant TBA for the SM

A.1 L-function Kinks and Plateaux

As mentioned in the introduction, the value of TBA functions in the SM depends very strongly
on the interplay between the parameters y = − log(β/2) and θ0. In fact, the crucial parameter
is precisely their ratio

α =
y

θ0
(A.1)

If this ratio is kept fixed with both y and θ0 going to infinity, then the scaling function c(y)
tends to the central charge of one of the unitary minimal models Mk+2. Precisely which one
depends on the value α.

As already introduced in section 2.2, the general structure is the following. When

k − 1

2
< α <

k

2
, k ∈ N, (A.2)

the L-function has 2k kinks at positions ±(y − `θ0) with ` = 0, 1, . . . , k − 1. Kinks can be
organized into two sequences, depending on whether they originate from the left or from the
right. That is, we can order kinks according to

θ1,L < θ1,R < θ2,L < · · · < θk,L < θk,R (A.3)

with {
θ`,L = −y + (`− 1)θ0

θ`,R = y − (k − `)θ0

` = 1, 2, . . . , k (A.4)
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As we have seen, the L-function will develop plateaux in the regions between consecutive kinks.
There are therefore 2k + 1 plateaux, the first and the last being in the regions θ < −y and
θ > y, respectively, where L(θ) is effectively zero. The internal plateaux are of alternating
width, and so is the distance between two adjacent kinks. We arrange the internal plateaux in
two sequences, odd and even, according to:{

P2`−1 = [θ`,L, θ`,R], ` = 1, . . . , k

P2` = [θ`,R, θ`+1,L], ` = 1, . . . , k − 1,
(A.5)

with |P2`−1| = 2y− (k− 1)θ0 and |P2`| = kθ0− 2y, where |P | indicates the width of plateau P .
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Figure A.1: L-function of the SM for k = 2. Points z` lie at the centre of plateaux, while kinks
K` interpolate between them.

Finally, we define the mid-points of the internal plateaux

z` ≡
(`− k)θ0

2
, 1, . . . , 2k − 1, (A.6)

and

z0 ≡ −
kθ0

2
, z2k ≡

kθ0

2
(A.7)

to extend the definition (A.6) to the first and last plateaux where L(θ) is zero. All these
definitions are illustrated in Fig. A.1 for the case k = 2. So far we have ignored the fact that the
kinks Ki have themselves a finite width. We can see that the `th kink is spread in the interval

K` = [z`−1, z`], i = 1, 2, . . . , 2k . (A.8)

A.2 Constant TBA equations

Following the definitions given in the previous section, we will now proceed to derive the so-called
constant TBA equations [25–27]. These can be seen as UV limits of the original TBA equation
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for the SM, whose solutions describe the height of the centres of the plateaux at zi. Because
there are many such plateaux in the SM there are several constant TBA equations, which in
effect form a system of coupled equations in much the same spirit as the TBA description of

theMA
(+)
k model presented in section 2.3. Following the steps used in [46,47], we want to look

at the values of L(θ) at the midpoints of the plateaux. Let εi := ε(zi) be the values of the
pseudoenergy at the plateaux’ mid-points. The TBA-equation can be expressed as

εi = 2e−y cosh(zi)−
2k∑
i=1

ˆ
Ki

dθ′

2π
L(zi − θ′)ϕ(θ′) , (A.9)

where we can reduce our integration region because of the double-exponential fall-off of L(θ).
The driving term is vanishingly small for all i except for regions K1 and K2k:

2e−y cosh(θ) ∼


e−y−θ, θ ∈ K1

0, θ ∈ K2, . . . ,K2k−1

e−y+θ, θ ∈ K2k

(A.10)

Furthermore the kernel couples only those mid-points which are at distance θ0 from each other
since it is strongly peaked at θ′ = ±θ0. Therefore, we can identify L(zi ± θ0) := Li±2. We
can also make the standard asumption that underlies all constant TBA derivations, namely
that the L-function is effectively constant (with values Li±2) over the region where the kernel
is non-vanishing. In effect this means that we can take the L-functions outside the convolution
(A.9) and just integrate each term in the kernel separately, giving

ˆ ∞
−∞

dθ

cosh(θ ± θ0)
= π . (A.11)

The equations for plateaux midpoints simplify to:

− 2εi = Li+2 + Li−2, i = 1, . . . , 2k − 1 , (A.12)

with boundary conditions ε−1 = ε0 = ε2k = ε2k+1 = ∞. Setting xi = exp{−ε2i−1} for i =
1, . . . , k and yi = exp{−ε2i−2} for i = 2, . . . , k we can rewrite (A.12) as

x2
i =

k∏
j=1

(1 + xj)
Iij and y2

i =

k∏
j=2

(1 + yj)
Iij , (A.13)

with boundary conditions x0 = xk+1 = y1 = yk+1 = 0. These two sets of equations are again
reminiscent of an underlying An structure and Iij is the incidence matrix of An. Solutions to
these equations where first given in [65] in their study of the constant TBA of An minimal Toda
field theory and also in [58] in the study of RSOS models. They were also found in a more
general context in [66]

x` =
sin π`

k+3 sin π(`+2)
k+3

sin2 π
k+3

, y` =
sin π`

k+2 sin π(`+1)
k+2

sin2 π
k+2

. (A.14)
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The associated UV central charge can be computed in terms of these values in the standard
way [25,26] and gives ck+2 as in equation (2.12).

Due to the kink structure of the L-function discussed here (see (A.10)) the SM scaling
function (2.10) only receives contributions from the outer-most kinks K1 and K2k. Writing
c(y, θ0) = c− + c+ with

c− =
3

π2

ˆ
K1

dθe−y−θL(θ), c+ =
3

π2

ˆ
K2k

dθe−y+θL(θ) , (A.15)

we find that c− = c+ and the two contributions match exactly the formula (2.16) for theMA
(+)
k

model. Their computation is standard and, as expected, for k−1
2 < α < k

2 we obtain once more
ck+2 as in (2.12).

B Higher Spin Currents for a Free Fermion

In the free fermion case we can evaluate explicitly and analytically all the functions that we
have been discussing in this paper. In particular, in the partitioning protocol we have that

εL/R(θ) = βL/R cosh θ , (B.1)

and so the even and odd spin currents can be written as

j2s−1 =
1

2π

ˆ ∞
0

cosh(sθ) sinh θ

[
1

1 + eβL cosh θ
− 1

1 + eβR cosh θ

]
, (B.2)

j2s =
1

2π

ˆ ∞
0

sinh(sθ) sinh θ

[
1

1 + eβL cosh θ
+

1

1 + eβR cosh θ

]
. (B.3)

For β > 0 it is possible to expand the occupation functions as

1

1 + eβ cosh θ
= e−β cosh θ

∞∑
n=0

(−1)ne−nβ cosh θ , (B.4)

and to express the CFT limit of the currents above in terms of modified Bessel functions Ks(x).
For instance, for the currents j2s we can use the identity

ˆ ∞
0

sinh(sθ) sinh θe−β cosh θ dθ =
s

β
Ks(β) , (B.5)
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to obtain

j2s =
1

2π

∞∑
n=0

(−1)n
ˆ ∞

0
sinh(sθ) sinh θ[e−βL(n+1) cosh θ + e−βR(n+1) cosh θ]dθ

=
s

2π

∞∑
n=0

(−1)n

n+ 1
[TLKs((n+ 1)βL) + TRKs((n+ 1)βR)]

≈ s

2π

∞∑
n=0

(−1)n

(n+ 1)

[
2s−1Γ(s)

βs+1
L (n+ 1)s

− 2s−1Γ(s)

βs+1
R (n+ 1)s

]

=
sΓ(s)

22−sπ
(T s+1
L + T s+1

R )
∞∑
n=0

(−1)n

(n+ 1)s+1

=
sΓ(s)

4π
(2s − 1)ζ(s+ 1)(T s+1

L + T s+1
R ) , (B.6)

where we have used the small x expansion of Ks(x) and ζ(x) is Riemann’s zeta function. As
discussed in the main text, we expect the coefficients (5.11) to be identical for j2s−1 and j2s

and so from the computation above we can identify

Cs(∞) = Γ(s)ζ(s+ 1)(1− 2−s) . (B.7)

In particular, we have the values

C1(∞) =
π2

12
= 0.822467 , C2(∞) =

3ζ(3)

4
= 0.901543 ,

C3(∞) =
7π4

360
= 1.89407 , C4(∞) =

45ζ(5)

8
= 5.83272 . (B.8)

These values are well reproduced by the height of the first plateau in the Figs. 5.1 and 5.3. As
we can see in Fig. B.1 this coefficient grows rapidly with the spin s.
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Figure B.1: log(Cs(∞)) for the free fermion.

In fact, using Stirling’s approximation we have that

log
(
Cs+1(∞)

)
≈ s log s− s. (B.9)
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