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ABSTRACT

The work presented in the thesis is concerned with on-line optimising control of large scale 

industrial processes. Theoretical analysis has been carried out to investigate optimality and 

convergence features of various optimising control algorithms in both centralised and hierarchical 

forms, providing a basis for algorithm design and assessment. Important issues, such as iterative 

strategies, coordination methods and feedback structures, concerning the improvement of algorithm 

efficiency are explored. An improved price updating formula is proposed and implemented in the 

single iterative loop Integrated Optimisation and Parameter Estimation (ISOPE) structure with 

global feedback to further improve the convergence features of the algorithm. A new coordination 

technique — Modifier Coordination (MC) method is proposed and implemented in both single and 

double iterative ISOPE structures. Approaches for coping with output dependent constraints are 

examined and the Penalty Relaxation (PR) technique is integrated into the ISOPE structure to 

extend the existing ISOPE algorithms so as to cover many output dependent cases. Comparative 

studies of some newly developed algorithms, techniques and methods based on substantial 

computer simulations are also provided. Issues concerning software implementation of optimising 

control algorithms are discussed providing a general guideline to such practices. Suggestions for 

future research as a continuation of the work presented in this thesis are also made.
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CHAPTER 1

INTRODUCTION

1.1 ON-LINE PROCESS OPERATIONAL CONTROL

The purpose of process operational control is to find, when the process is first put into operation, 

and to maintain, when the process is continuously disturbed by a slowly changing environment, the 

optimal operating conditions for a production process, so that it brings about the maximum benefit 

at the minimum cost.

An early attempt to implement such a process operational control scheme may be traced back to 

1970 when computers were introduced in on-line process control (Youle and Duncanson, 1970). 

Simple approaches, such as trial and error and hill-climbing, were employed to adjust the controller 

set-points of the process so that the process performance would be improved. With the rapid 

development of the computer industry, the power and capacity of computers have been greatly 
increased. This makes it possible to approach many complicated on-line process operational control 

problems quantitatively, which were considered impractical before. This is in fact the reason why 

process operational control is becoming more and more popular nowadays.

Even in the early studies of process operational control, it was recognised that it was different from 

dynamic control in principle. The important feature, which distinguishes process operational 

control from dynamic control, is that the quality of the control is evaluated according to the 

resulting steady state performance of the process rather than its transient behaviour. This implies, 

from a practical point of view, that after each application of the new controller set-points, it is 

necessary to wait, before taking any process measurements, until the process resumes its steady 

state (Findeisen et ah, 1980). As a result, the total number of controller set-point changes required 

to reach the optimum becomes crucial in the application of process optimising control 

(Ellis, Roberts and Michalska, 1986; Lin, Kambhampati and Roberts, 1989). This is in fact one of 
the reasons why the above mentioned simple approaches are seldom used in the practical world.
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Since steady state optimisation is involved when locating the optimum operating conditions, finite 

dimensional optimisation plays an important role in process operational control. The application of 

optimisation methods and modelling techniques results in a systematic approach to process 

operational control. The main idea of such an approach is to use a mathematical model, which is 

built upon the available knowledge of the process, to replace the real process in the optimisation. 

Since the real process information is not required in the model-based optimisation, a great deal of 

reduction in the number of controller set-point changes may be expected. However, due to the 

inadequacy of the available knowledge of the process and also to the changing nature of the 

process, there is bound to be model-reality differences which, consequently, result in inaccuracy in 

the application of pure model-based optimisation methods (Roberts, 1979). This is the reason why 

pure model-based optimisation techniques generally fail to produce the true optimum where there 

are significant model-reality differences. To tackle this problem, feedback techniques are employed 

to adjust the model-based optimisation by making use of the real process information in modifying 

optimisation algorithms (Findeisen et ah, 1980) and in model adaptation (Roberts, 1979).

1.2 OPTIMISING CONTROL OF INDUSTRIAL PROCESSES

As mentioned in Section 1.1, in order to keep up with the ever changing nature of process and 

environment, the model has to be adaptive. This results in the model parameter estimation 

problem. Combining parameter estimation and system optimisation processes together establishes 

the Two-Step (TS) method (Haimes and Wismer, 1972). Since there is interaction between 

parameter estimation and system optimisation, the TS method is generally sub-optimal 

(Durbeck, 1965; Foord, 1974). It is observed that the sub-optimality of the TS method is 

dependent on the model-reality differences and the choice of initial values (Chen, 1986). This 

makes it impossible, in most cases, to estimate accurately the deviation of the algorithm solution 

from the real optimum. In order to find and maintain the true optimum, regardless of the changing 

environment, it is necessary to develop an optimising control method such that the optimality of 

the method is independent of the model-reality differences.
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1.2.1 Integrated System Optimisation and Parameter Estimation

In order to design an algorithm which is capable of producing true optimum regardless of model- 

reality differences, it is necessary to find a way to cater for the interaction between parameter 

estimation and model-based optimisation problems. This is achieved by introducing a modifier into 

the model-based optimisation problem so that the interaction between system optimisation and 

parameter estimation is compensated for at the end of algorithm iteration. This leads to a Modified 

Two-Step (MTS) approach which is also called Integrated System Optimisation and Parameter 

Estimation (ISOPE) (Roberts, 1979). The appealing feature of the ISOPE method is that it is 

capable of producing the true optimum, regardless of model-reality differences. The ISOPE method 

has later been extended to hierarchical process optimisation with different feedback structures for 

the purpose of handling large scale problems (Brdys and Roberts, 1986).

1.2.2 Decomposition and Coordination

As the optimising control problems to be solved are getting closer to reality, their complexity is 

increasing sharply. In the past decade distributed computer control has become more and more 

popular in the process industry, resulting in a rapid expansion in the scale of the process 

operational control problems. Thus, the overall or centralised process operational control 

approaches have become less attractive to todays process industry. In the practice of distributed 

computer control, it is common to have a two-level computer system dedicated to the purpose of 

process supervision and control. Since this two-level computer system assumes a hierarchical 

structure, a decomposition and coordination scheme may be more favourable^** ̂ cintralised 

optimising control approaches.

A practical way of handling large scale process optimisation consisting of several interconnected 

sub-processes is to decompose the overall problem into interconnected sub-problems of manageable 

size so that they can be solved hierarchically (Singh and Titli, 1978). This leads to a two-level 

structure in which the sub-problems are solved independently in the lower level and the individual 

sub-problem solutions are coordinated by a coordinator in the upper level.
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Two different coordination strategies have been mostly used in hierarchical process operational 

control, Interaction Balance method (Price method) and Interaction Prediction method (Direct 

method) (Findeisen et ah, 1980; Singh and Titli, 1978). Since the direct method is usually difficult 

to converge and there are restrictions on its application, the price method has been widely used in 

the coordination of hierarchical optimisation (Findeisen et ah, 1980; Singh and Titli, 1978). A 

major disadvantage of the price method, recognised through the application of hierarchical 

optimising control, is that the coordination efficiency depends closely on the Hessian structure of 

the real optimisation problem and the convergence of the algorithm may be very slow towards the 

end of iteration especially when the problem is ill-conditioned (Lin, Roberts, Wang and Wan, 1990; 

Lin, Amini and Roberts, 1990). To tackle this problem, a new coordination strategy is proposed 

(Lin, Amini and Roberts, 1990). In this approach, the interaction between subsystems is considered 

as a kind of model-reality difference and is, therefore, taken care of by a specially designed modifier 

(Ellis, Michalska and Roberts, 1984; Lin, Amini and Roberts, 1990). Since the coordination task is 

performed by the modifier which has a more desirable convergence feature than the price 

coordinator, the coordination efficiency is significantly improved.

1.2.3 Iterative Strategies

According to the nature of hierarchical optimisation, the interaction balance between subsystems is 

achieved in an iterative way. Two different iterative strategies, namely single iterative loop and 

double iterative loop strategies, can be employed to implement a hierarchical optimising control 

algorithm. In the single iterative strategy, the controller set-point is updated simultaneously with 

the coordinator while, in the double iterative strategy, a nested double iterative loop structure is 

employed such that the subsystem coordination is separated from the controller set-point 

optimisation.

The single iterative strategy aims at reducing the total number of algorithm iterations while the 

double iterative strategy is designed to reduce the real process iteration at the price of a possible 

increase in off-line computation (Shao and Roberts, 1983; Hendawy, 1989). The single iterative 

strategy becomes attractive when there is a limitation in computer power and the process is of fast 

transient nature. On the other hand, the double iterative strategy is more suitable for processes 

with slow transient nature.

- 22 -



1.2.4 Output Dependent Constraints

It is often required that the controlled process always operates within the region specified by the 

safety standards and capacity limits. This results in certain constraints on the process operational 

control. Generally, there are two kinds of constraints, i.e. local and output dependent constraints. 

The constraints imposed on the controller set-points only, are referred to as the local constraints, 

while the constraints imposed on both controller set-points and process outputs are called the 

output dependent constraints. Due to the difficulties in analysis, output dependent constraints are 

usually avoided in the early development of the ISOPE methods (Brdys and Roberts, 1985; 

Tatjeweski, Abdullah and Roberts, 1990), although such cases are often found in practical 

situations.

The earliest attempt to extend the ISOPE method so that it can deal with output dependent 

constraints was to augment the modifier to take into account the model-reality differences in 

constraints (Brdys, Chen and Roberts, 1986). The major disadvantage of this technique is that the 

feasibility of the model-based optimisation problem is not ensured during the course of iteration 

(Lin, Chen and Roberts, 1988) and this will cause a great deal of difficulty in the on-line 

implementation of the algorithm. To get around this problem, a New Modifier method (NM) is 

proposed in which the model-reality differences in the constraints are compensated for by 

introducing a new modifier into the model-based optimisation problem (Lin, Chen and Roberts, 

1988; Lin, Hendawy and Roberts, 1988a). The disadvantage of the NM method is that the 

convergence is rather slow, especially when the output dependent constraints are tight at the 

optimum. A more efficient approach to problems with output dependent constraints is the Penalty 

Relaxation (PR) technique. In this technique, the convergence features of the standard ISOPE 

method are retained and it has been found to be the most efficient technique to date for solving 

such problems (Lin, Kambhampati and Roberts, 1989; Lin, Li, Wan and Roberts, 1989).
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1.3 SCOPE AND AIMS OF THE THESIS

In the past decade, a great deal of effort has been put into the research concerned with on-line 

optimising control theory. Efficient algorithms have been developed in an attempt to meet 

requirements from industry, which are summarised in Chapter 6, and theoretical analyses have 

been carried out to ensure their stability. Important issues such as development of more efficient 

coordination methods, convergence and stability studies for hierarchical optimising control 

algorithms and investigation of their applicability conditions, techniques for dealing with output 

dependent constraints, have been receiving ever increasing attention from both practical and 

theoretical fields.

During the past few years, optimising control theory has been successfully applied in the field of 

process design. This has initiated the research on the software development of optimising control 

theory. Emphasis is given to issues such as algorithm specification, design policies, modular 

structures and man-machine interface.

The aim of the thesis is to further explore the above mentioned topics and to push forward the 

research by improving the existing results. The scope and contribution of the thesis are briefly 

summarised as follows :

1.3.1. Contribution to Theoretical Analysis

A thorough study on optimality and convergence of ISO PE algorithms in both centralised and 

hierarchical cases is provided in the thesis. In the centralised case, the applicability conditions tor 

the standard MTS method are investigated, providing an insight into the practical meaning of such 

conditions. In the hierarchical case, detailed analysis has been carried out to study the optimality 

and convergence features of the four newly developed hierarchical optimising control algorithms. 

The importance of the theoretical work included in this thesis lies in the fact that it provides a 

more complete theoretical basis for algorithm specification in on-line hierarchical optimising 

control.
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1.3.2. Contribution to Algorithm Development

A new coordination method, which is much more efficient than the price method in many cases, 

has been developed (Lin, Amini and Roberts, 1990). The main feature of this method is that it 

retains the convergence properties of the standard MTS method which is usually considered 

efficient in most cases. To improve the efficiency of the single loop ISOPE algorithms, a global 

feedback structure is employed giving rise to an improved single iterative ISOPE method 

(Amini, Lin and Roberts, 1990). In order to extend the ISOPE algorithms so that they can be 

applied to output dependent cases, a penalty relaxation technique has been integrated into the 

modifier coordination structure. Augmentation techniques are also introduced into the newly 

developed ISOPE algorithms to further increase on-line efficiency. These works are considered as a 

continuation of the efforts made in this area to develop and improve optimising control algorithms.

1.3.3 Contribution to Algorithm Assessment

A number of newly developed optimising control algorithms in both centralised and hierarchical 

forms have been assessed in the thesis. Techniques for dealing with output dependent constraints, 

such as a new modifier method and a penalty relaxation technique, and approaches for increasing 

the algorithm efficiency, such as the use of augmentation techniques, are also examined. 

Substantial simulations have been carried out to justify these assessments. This provides useful 

information for the algorithm specification in the practice of on-line optimising control of industrial 

processes.

1.3.4. Contribution to Software Implementation Methodology

Important issues concerning software implementation of optimising control algorithms are 

discussed in the thesis. Based on requirements from industry, a number of criteria for algorithm 

specification are established. A new design idea of forming an algorithm bank, which can produce a 

family of optimising control algorithms to cover most practical situations, is proposed and applied 

in a design scheme for an optimising control Computer Aided Design (CAD) package. A possible 
software configuration of such a package is also discussed. The work presented provides a general 

guideline for software development of an optimising control CAD package.
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1.4 OUTLINE OF TUE THESIS

The outline of the thesis is as follows :

In Chapter 2, the basic concept of on-line process optimisation is introduced in a centralised 

framework. Theoretical analysis is carried out to investigate optimality and convergence features of 

three basic solution approaches i.e. Two-Step (TS), Modified TS (MTS) and Improved MTS 

(IMTS) methods. Applicability conditions for the MTS method are discussed, providing insight 

into the convergence features of the algorithm. Techniques for dealing with output dependent 

constraints are also introduced and assessed according to their convergence features.

Chapter 3 mainly focuses on the issue of developing efficient hierarchical Integrated System 

Optimisation and Parameter Estimation (ISOPE) algorithms in different iterative structures. A 

new coordination strategy — modifier coordination is proposed to increase the coordination 

efficiency of hierarchical optimising control algorithms. The Penalty Relaxation (PR) technique is 

integrated with the modifier coordination strategy to extend ISOPE algorithms so as to cover 

output dependent cases. Augmentation techniques are introduced to reduce the algorithm 

sensitivity and the number of on-line iterations.

In Chapter 4, a theoretical study of optimality and convergence of the hierarchical ISOPE 

algorithms developed in Chapter 3 is presented. Sufficient conditions for the convergence of these 

algorithms are provided.

Chapter 5 is dedicated to the simulation studies of the convergence features of the hierarchical 

ISOPE algorithms developed in Chapter 3. Based on the simulation results obtained from three 

different examples, a comparative study of on-line and off-line efficiency and algorithm sensitivity 

is presented.

In Chapter 6, some general views on software development of ISOPE algorithms for on-line process 

operational control are presented. A novel idea of forming an algorithm bank to cover different 
practical situations is proposed. A number of criteria are worked out for the purpose of algorithm 

specification. A practical scheme for the development of a CAD package for process operational 

control is also presented.

Chapter 7 is the concluding part of the thesis, which provides a brief summary of the results 

achieved and suggestions for future research in this area.
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CHAPTER 2

ON-LINE PROCESS OPTIMISATION —  CENTRALISED CASE

2.1 INTRODUCTION

The aim of on-line process operational control is to find and maintain the optimum operating 

conditions for a production process, bringing about the maximum profit at the minimum cost. 

According to the nature of process control a change in the operating conditions for a process is 

realised by changing its controller set-points. Generally, there are two different ways to locate the 

optimum controller set-points. One is called the direct approach where the optimum operating 

conditions are achieved by directly improving the controller set-points applied in a trial and error 

manner while, the other is based on a systematic optimisation procedure in which a mathematical 

model is used in the process of system optimisation. In general, the direct approach requires a 

much larger number of controller set-point changes to locate the correct optimum operating 

condition than the optimisation approach. This explains why the optimisation approach receives 

much more attention than the direct method in the practice of process operational control.

In the optimisation approach mentioned above, a process model, which is built upon the available 

knowledge of the system, is used in the process optimisation. Since the available knowledge of the 

process may not be adequate and the process itself as well as the environment in which it operates 

keeps changing, there is bound to be model-reality differences (Roberts, 1979). This will result in 

inaccuracy in the process optimisation. In order to keep up with the change in the process and 

environment, the model has to be adaptive. This establishes the model parameter estimation 

problem. Combining parameter estimation and system optimisation processes together one obtains 

a method called the Two-Step (TS) method. Since there is interaction between parameter 

estimation and system optimisation, the TS method is sub-optimal and the sub-optimality is 

dependent on the model-reality difference. To separate these two processes a modifier is introduced 

in the model-based optimisation problem and this leads to the Modified Two-Step (MTS) approach 

which is also called Integrated System Optimisation and Parameter Estimation (ISOPE) 

(Roberts, 1979; Brdys and Roberts, 1986).
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In this chapter the standard TS and MTS as well as its improved version are introduced and 

thoroughly analysed. The New Modifier (NM) method and the Penalty Relaxation (PR) technique 

are presented for problems with output dependent constraints.

2.2 FORMULATION OF TIIE PROBLEM

In order to preserve the physical meaning of the formulation, we start with clarifying the 

fundamental elements of an optimisation problem i.e. objective function, decision variables and 

constraints, following the basic principles of process operational control.

2.2.1 Performance Index

Since the purpose of process optimisation is to achieve the optimum operational performance for 

the process, a certain criterion should be clarified to measure the performance of the process. In 

order to perform optimisation on system performance, this criterion needs to be expressed in a 

quantitative form, so that different degrees of optimum system performance can be analysed. In 

practice the aim of adjusting process operation is usually to achieve maximum profit at the 

minimum cost. This can easily be expressed in terms of the selling price of the products produced 

and the cost of the materials and energy consumed in the production process. Generally, the 

products, materials and energy mentioned above are associated with the output of the process and 

the controller set-point which is also called the manipulative variable in some cases. Therefore, a 

mathematical function of c, the controller set-point, and y, the output of the process, can be used 

to represent the above mentioned criterion, i.e.

Q : C x Y - * R  with C C Rn, Y C IRm and

Q = Q (c,y) (2T)
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2.2.2 Optimisation Variables

Based on the idea of hierarchical multi-layer process control the entire system is divided, according 

to different functions, into at least two layers, i.e. direct control layer and optimisation layer 

(Findeisen, et ah, 1980). The task of the direct control layer is to keep the output of the controlled 

process as close as possible to the given controller set-points under whatever disturbances. In the 

optimisation layer the task is to generate the optimum controller set-points. Applying the optimum 

controller set-points to the direct control layer results in the optimum steady state performance of 

the process. Unlike the dynamic control problem in the direct control layer the optimisation of the 

controller set-point is carried out in a purely steady state fashion. Therefore, here the optimisation 

variables should be the controller set-points which are defined in a finite dimensional space.

2.2.3 Process Mapping

From a mathematical point of view process mapping is nothing more than equality constraints in 

an optimisation problem. It is, however, important to identify the mapping from the constraints 

imposed by the process designer or operator because this mapping reflects reality rather than the 

desire of a human being. In general, the process mapping is unknown and it is impossible to obtain 

accurate knowledge about it without taking proper measurements. In the practice of process 

operational control, given a controller set-point one can always expect, if the process is properly 

regulated, a steady state process output after a sufficiently long period of time. This means the 

process mapping exists and is well defined. It maps from the domain for the controller set-points 

onto the region for the steady state process outputs, i.e.

K* : C -+ Y

y = K*(c) (2.2)
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2.2.4 Process Operation Constraints

In order to ensure that the process under control always operates within the region specified by the 

safety standards and capacity limits it is necessary for the designer to impose some constraints on 

the process operation and for the operator to direct the process within these limitations. Although 

these constraints are usually imposed on both controller set-point and process output, it is worth 

while identifying the local constraint, which is dependent solely on the controller set-point, from 

the output dependent constraint which is dependent not only on the controller set-point but also on

the process output i.e.

f(c) < 0 with f: C -> IR1 (2.3)

G(c,y) < 0 with G: C x Y -* IRS (2.4)

Based on the above disscusion, a steady state optimising control problem is formulated as follows:

min Q(c.y)'•O J
(ROP)

s.t.

y = K*(c)

G(c,y) < 0 

c € C

where

€  = j c E R " :  f(c) < 0 } (2.5)

c and y are the controller set-point and process output vectors, respectively.

In order to develop efficient solution algorithms for the optimisation problem ROP several basic 

assumptions are made on the above formulation. It is recognised in the practice of optimising 

control that these assumptions are usually met due to the nature of the problem.
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Assumption 2.1

It is assumed throughout this chapter that:

1. The performance index Q(- , •), the constraint mappings f(-) and G(- , •), and the process 

mapping K*(-) are continuously Frechet differentiable;

2. Q(- , •) is strictly convex;

3. f(-) and G(- , •) are convex.

2.3 STANDARD TWO-STEP AND MODIFIED TWO-STEP METHODS

It was seen in Section 2.2 that the formulation of ROP is virtually a non-linear programming 

problem. It is, however, worth mentioning that unlike ordinary optimisation problems, an 

optimising control problem usually has uncertain constraints due to the fact that the process 

mapping K*(-) in ROP is generally unknown.

Two different types of approaches can be developed for the solution of ROP. One possibility is to 

employ a direct on-line search approach which requires a great number of process measurements 

and the other is to use a system model to approximate the process mapping K*(-) in ROP. In 

practice, algorithms for the direct on-line optimisation approach are not easy to implement 

because, due to the slow nature of the process dynamics and also the presence of noise, the 

performance of such algorithms deteriorates. Therefore, model-based methods provide alternative 

approaches to optimising control problems. The mathematical model used in the model-based 

optimisation problem contains parameters whose values are estimated by comparing output 

responses from the model with the corresponding responses from the real process, defining the 

system identification or parameter estimation problem. In turn, the mathematical model is used to 
determine the optimum controller set-points, so that a model-based optimum process performance 

is achieved, defining the model-based optimisation problem. A successive solution of the above 

mentioned problems forms an iterative procedure which is repeated until convergence is achieved. 

This is in fact the basic idea of the standard Two-Step (TS) method (Haimes and Wismer, 1972).
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2.3.1 Two-Step Technique

As mentioned above, the solution of ROP using direct on-line search is inefficient and therefore, a 

process model is used to approximate the process mapping K*(-) in ROP. i.e.

F: C x A -+ Y with

y = F(c , a) (2.6)

where a  is the parameter of the process model and A is a finite dimensional space of dimension t.

In order for the process mapping F(- , •) to match that of the real process, a parameter estimation 

problem is defined as follows

F(c , a) = K*(c) (2.7)

The following assumption is needed to clarify the parameter estimation problem :

Assumption 2.2

It is assumed that the model mapping F(- , •) in equation (2.7) is point-parametric (Brdys, 1983).

It can be proved under assumption 2.2 that the real process optimisation problem ROP is 

equivalent to the following optimisation problem (Brdys, 1983):

min Q(c, F(c,a))

(EOP)
s.t.

F(c, a) = K* (c)

G(c , F(c , a)) < 0 

(c , a) G C x A
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Following the basic idea discussed at the begining of section 2.2, the standard Two-Step (TS) 

method can be implemented as follows :

Choose an initial set-point v® E C and set k = 0;

Step 1 Apply vk to the real process and measure its output Iv*(vk). Then estimate the model 

parameter a k by solving the following equation:

F(vk , a k) = K* (vk) (2.8)

Step 2 Solve the following model-based optimisation problem 

min Q(c, F(c,ak))

(MOP)

s.t.

F(c, a k) = K* (vk)

G(c , F(c , a k)) < 0 

c G C

to obtain a model-based optimum c(vk ) or ck for short.

k • k-1- 1The controller set-point can be updated by passing the value of c directly to v and the

convergence of the algorithm is achieved when ck = vk. The information structure for this 

technique is shown in Figure 2.1.

Remark 1 In the practical implementation of the algorithm, the requirement ck 

by an inequality ck - vk <  e , where e > 0  is a desired accuracy threshold.

is replaced

Remark 2 An alternative to the controller set-point updating strategy described above is to use the 

following simple relaxation technique :

Vk+1 =  v k +  cv ( ck - v k ) (2.9)
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where 0  <  ev < 1  is the gain factor which is chosen to control the convergence rate of the 

algorithm. This technique is found to be very helpful in some cases to the convergence of the 

algorithm (Brdys and Roberts, 1987).

Remark 3 In general the standard TS method only gives a sub-optimal solution to the real 

optimisation problem ROP as is observed in the example given by Chen (1986). This is due to the 

fact that it is difficult to match the output as well as the first order derivatives of the real process 

and the corresponding model at the optimum controller set-point when there is a structural 

difference between the model and reality.

In general, a mathematical model will not be a true representation of the real system. This causes 

the two problems to interact in that the solution of the optimisation problem is dependent upon 

the values of the model parameters and the parameter estimates will change according to the set- 

points. Such a two-step approach as mentioned above, cannot overcome the model-reality structure 

differences and, therefore, a sub-optimal solution results.

It is discussed by Foord (1974), Ellis and Roberts (1982) and Chen (1986) that a sufficient 

condition for the standard TS method to give the correct optimum for ROP is that there are no 

model-reality differences up to the first order. This explains the reason why the standard TS 

usually produces sub-optimum results when there are model-reality structure differences.

2.3.2 The Modified Two-Step Technique

The modified two-step approach (Roberts, 1987) is an improved version of the two-step technique 

in that it incorporates a modifier to compensate for the model-reality differences, and results in an 

optimal solution. Since this technique integrates the parameter estimation and optimisation 

problems together, the above algorithm is referred to as the Integrated System Optimisation and 

Parameter Estimation (ISOPE) technique. A constructive way of deriving the ISOPE method is to 

use the Lagrangian approach (Roberts, 1979).
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Rewrite EOP as:

(EOP1)

min q ( c, a ) c,a n v ’ 7

s.t.

F ( c , a  ) = K*(c) 

g ( c , a  ) < 0

where :

c G C

q ( c , a )  = Q ( c , F ( c , a ) )  (2.10)

g ( c , a )  = G ( c , F ( c , a ) )  (2.11)

In order to decouple the optimisation and parameter estimation problems incorporated in EOP1, 

an additional equality constraint v = c is introduced to convert the above optimisation problem

into:

min q ( c , a  ) c,v,a v 7

(EOP2)

s.t.

F ( v , a  ) = K*( v ) 

g ( c , a  ) < 0  

c G C

V = c

The problems EOP1 and EOP2 are equivalent (Chen, 1986) and in turn EOP is equivalent to ROP 
as discussed earlier. Therefore, the optimality conditions of EOP1 and EOP2 are identical. The 

Lagrangian function associated with EOP2 is :

L(c,v,q,A,»?,^j)= q ( c , a ) + AT ( v - c ) + î/ 1  [ F ( v , a ) - K*(v) ]

+ £T g( c , a  ) + pT f(c) (2 . 1 2 )
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where A, i j ,  £  and p are Lagrange multipliers and f(c) is defined in (2.5).

Assuming that all the required derivatives, including [dT F ( v ,a ) r l
da exist and the regularity

conditions for constraints are satisfied then the Kuhn-Tucker conditions are as follows :

<9T L _  ô 1 q(c,a) d 1  g(c,a) <9i f(c)
dc dc A + dc € + dc p = 0

d L L
dv = A + [T <9T F(v,a) dT K*(v) 1

l dv dv

dT L _  5 1 q(c,a) d 1  F(v,a) d 1 g(c,a)
da da + d a V + da i  = 0

d A v - c = 0

¿El
dr] = F(v , a) - K*(v) = 0

= g(c , a) < 0

£T = Î T g(c , a) = 0  , i  > 0

= , T f( 0  = 0  , n > 0

(2.13)

(2.14)

(2.15)

(2.16)

(2.17)

(2.18)

(2.19)

(2 .20) 

( 2.21)

Solving i] from (2.15) and substituting it into (2.14), it is not difficult to obtain the formula for A :

A = A(c,v,„.0 = [ ^ ) - % W ]  [ % ^ ] - l [ % ^ a-% 2 ) {]

(2.22)

Since \  — c, (2.22) can be rewritten as :

A = A(v,„,{) =  [ 2 ^ - ^ i ï î ]

(2.23)
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Therefore, E0P2 can be reformulated in the following form :

min |  q ( c , a  ) - AT ( c ) j  

s.t.

g ( c , a  ) < 0

c 6  €

For any given v and £, â(v) and A are calculated according to formulae (2.17) and (2.23). The 

solution of the above optimisation problem and associated Lagrange multipliers are denoted by 

c(v,a,£), £(v,a,£) and //(v,a,£), respectively. Then any solution of the operator equations :

c(v , â(v) , 0  = v (2.24)

and

£ ( V  , d(v) , 0  =  e  (2-25)

is a solution of (2.13) to (2.21).

For the time being, we assume that the system inequality constraints do not depend upon the 

system output, and output dependent cases are covered in Section 2.5. Then,

dT g(v>oO f  _  n
da  ^

and (2.24) and (2.25) reduce to : 

c(v , a(v)) = v

and (2 .2 2 ) to :

a =  1 (. , v, . )  = [ ^ - ^ ] [ 2 - ] £ * 1 ]<9T F(v,a) 1 -l dT q{c,a)
dv da da (2.26)

Based on the above arguments, the algorithmic implementation of the method can be described as 

follows :
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Step i  Apply vk to the real process and measure its outputs K*(vk). Determine a new parameter 

value a k by solving :

Choose some initial set-points v° £ C, Lagrange multipliers f  £ Rr and parameters ¡3.

F(vk ,a) = K*(vk)

Perform additional perturbations about vk and measure corresponding process outputs to compute 

finite difference approximations of the derivatives :

<9T K*(vk)
3v

Finally, calculate Ak = A ( ck~̂ , vk, a k , £k) using equation (2.22).

Ak can also be calculated using equation (2.23). In this case, Ak A ( £k )■

Step 2 Solve the following model-based optimisation problem,

micin |  q ( c , a  ) - AT ( v ) |

(MMOP)

s.t. c £ C

to obtain ck for given ok and Ak.

The iteration is terminated when ck = vk . In practice, the procedure is terminated when :

ck - v k < e (2.27)

where e is a prescribed tolerance.

Otherwise, update the control vk using the following simple relaxation formula :

vk + 1  = vk + ev (ck - vk) (2.28)

where 0 <  ev < 1 is a gain factor as used in equation (2.9). This technique has been successful in 

solving many example problems and gives optimal solutions (Roberts, 1979; Brdys and Roberts,
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1987).

It is seen from the above derivation that in the model-based optimisation problem MMOP a 

modifier is introduced to modify the performance index so that when the algorithm converges the 

solution of MMOP will coincide with the real optimum even if there are model-reality differences. 

It is also observed from equation (2.23) that the modifier becomes zero when the model-reality 

derivative differences vanish. This reveals the important role of the modifier in the ISOPE 

algorithms and that is the reason why the ISOPE method is also called the modified two-step 

method MTS. The information structure for the MTS method is shown in Figure 2.2.

2.3.3 An Improved Version Of The MTS Method

In this section, the standard MTS method is improved to give a wider choice for model selection. 

In this improved version of MTS, the parameter estimation as well as the matching between model 

ouputs and real outputs is no longer required.

0 .thFor any given initial v £ C, the k iteration of the proposed algorithm is described as follows :

Step X For given vk , calculate the modifier according to the following equation (Brdys and 

Roberts, 1987; Lin, Han, Roberts and Wan, 1989) :

Ak = A(vk) = q’(vk) - q;(vk) (2.29)

where q(v) =  Q(v , F(v)), q’(-) is the partial derivative of q with respect to v and F: 

a properly chosen model.

3,n v 0 m is

Step 2 For given A , solve the following model-based optimisation problem

mic¿n { q(c) - (Ak)T c |
(MOP)

s.t. c £ C

Denote c(vk) as the optimum of MOP, or simply as ck .
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The controller set-point is updated by using the relaxation technique described in Section 2.3.2, 

that is :

(2.30)

where 0  <  ev < 1  is the iterative gain factor.

The iteration is terminated when = v^. Figure 2.3 shows the information structure for the

improved MTS method.

2.4 OPTIMALITY AND CONVERGENCE ANALYSIS

Optimality and convergence analysis for the standard and improved versions of MTS method are 

presented in this section. This analysis is based on the previous work of Brdys and Roberts (1987), 

Chen (1986) and Kambhampati (1989).

2.4.1 Optimality

The following theorems establish the optimality of the standard and improved MTS method in the 

sense that every algorithmic solution satisfies the Kuhn-Tucker conditions of the real optimisation 

problem ROP. The following sets are defined to clarify the proof of the theorems.

Definition 2.1

(2.31)

and denote Q* as the optimum solution set of the real optimisation problem ROP.
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Theorem 2.1

Let Assumption 2.1 be satisfied, and v £ ilj and i) be the associated Lagrange multiplier vector. 

Assume that for any c £ C, the regularity conditions (Luenberger, 1984) are satisfied. Then v 

satisfies the Kuhn-Tucker necessary optimality conditions for ROP. If, in addition, € is convex and 

q* is convex on C then v is a solution of ROP.

Proof

Obviously, v is feasible and

c(v , b(v)) = v (2.32)

According to the assumption made in the theorem, there is an rj > 0 such that :

9 T q(c(v ).a (v )) . J(, i i ( l ) )  +  »T W . ) 1  ,  = 0 (2.33)

f( c(v) ) < 0 (2.34)

r]^f( c(v) ) = 0  and r\ > 0 (2.35)

Since F(v , a(v)) = K*(v), using the definition of modifier vector A (equ. 2.26) as 

(2.32), we obtain :

well as equation

<9T q*(v) <9T f(v)
8 c ' dc ^ ~

(2.36)

f(v) < 0 (2.37)

77^f(v) = 0  and r/ > 0 (2.38)

which is precisely the Kuhn-Tucker conditions at v for ROP. The Kuhn-Tucker conditions become 

sufficient for optimality if q* is convex (Luenberger, 1984).
QED
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Theorem 2.2

Let Assumption 2.1 be satisfied, and v € and rj be the associated Lagrange multiplier vector. 

Assume that for any c £ C, the regularity conditions (Luenberger, 1984) are satisfied. Then v 

satisfies the Kuhn-Tucker necessary optimality conditions for ROP. If, in addition, C is convex and 

q* is convex on C then v is a solution of ROP.

Proof

Obviously, v is feasible and

c(v) = v (2.39)

According to the assumption made in the theorem, there is an rj > 0 such that :

8  »  - A(v) + d « f > > „ = 0 (2.40)

f( c(v) ) < 0 (2.41)

Tp~f( c(v) ) = 0  and ij > 0 (2.42)

Since F(v) = Iv*(v), using the definition of modifier vector A (equ. 2.29) 

we obtain :

as well as equation (2.39),

<9r q*(v) 3T f(v)
dc 1 dc v - u (2.43)

f(v) < 0 (2.44)

r/^f(v) = 0  and i) > 0 (2.45)

which is precisely the Kuhn-Tucker conditions at v for ROP. The Kuhn-Tucker conditions become 

sufficient for optimality if q* is convex (Luenberger, 1984).
QED
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In order to establish the convergence theorems for the standard and improved MTS in a systematic 

fashion, it is helpful to express the algorithmic mapping into a composition of a series of 

point-to-set mappings.

2.4.2 The Algorithmic Mappings for the Standard and Improved MTS Methods

An inspection of the algorithmic descriptions for the standard and improved MTS methods shows 

that at each iteration, the algorithmic mapping of these two methods can be decomposed into 

several point-to-set mappings.

2.4.2a The Standard MTS Method

1. Parameter estimation: For vk £ C determine the parameter vector a k by solving equation (2.8). 

Since the solution of a need not be unique, we have in general,

a k £ â(vk) (2.46)

where ô(vk) is the solution set of equation (2 .8 ).

2. Model-based optimisation :

min
c£C

{ q ( c , o k ) - (  Ak )T c }

where a k £ â(vk) and Ak = A (vk, a k) is calculated according to (2.26). Let ck be a solution.

3. Iterative variable updating: If ck = vk the procedure is terminated.

Otherwise, vk~^ = vk + ev (ck - vk) and the procedure is repeated.

In the following, the mappings representing these stages are defined. The overall algorithmic 

mapping then can be expressed as a composition of these mappings.
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For v G C , if we define the sets :

a ( v )  =  { Q £ R t : F ( v , a  ) =  K*( v ) } (2.47)

and

= U à  ( v )
v e c

(2.48)

then a point-to-set mapping is given as

: C (2.49)

and stage ( 1 ) can be described as :

For a given v^ G C find such that G d(v^).

Let us define another point-to-set mapping :

c : C x f l - * C (2.50)

c ( v , a  ) =  Arg min^ { q ( c , a  ) - A^( v , a  ) c j (2.51)

where a G d(v) and the capital A of Arg indicates that the optimisation solutions are not required 

to be unique and

A : C x A -+ Un (2.52)

is determined by the relation (2.26). Then stage (2) is described as :

For a given (v^ , a^) G C x A, find c^ such that c^ G ¿(v^ , a^).
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We will allow the iterative gain ev to vary during the iterations, i.e.

vk + 1  = vk + ek (ck- vk) with 0 < r < ek < B( vk ) 

where B: C -► IR is an appropriately defined function.

Now let us define :

u : C x ( C - C ) - » C

with

¿ j (v ,d )  =  | v  + f d 6 C : r < f < B ( v ) |  

where d = c - v

Notice that the appropriate choice of B(v) is of great importance for guaranteeing v - 

Stage (3) can be stated as :

For a given vk and ck , find vk~*~̂ such that vk_k  ̂ E Cj (vk , ck - vk). If ck = 

vk + 1  = vk and the iterative procedure is terminated.

Next, the following compositions of d, c and w are given. The cartesian product of 

identity mapping I :

6 : C - *  C x A

with

6 (v) = |  (v,a) E C x A : a  E à (v) j- 

The composite mapping of 6 and c : 

c 6 : C -> C

(2.53)

(2.54)

(2.55)

e d E C. 

vk , then

à  and the

(2.56)

(2.57)

(2.58)
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Stages (1) and (2) together can be expressed as :

For a given G C find E c 6 (v^). The sum mapping of c 6 and - I 

c6 - I : C -> C - C (2.59)

with

(cS - I ) ( v )  =  | d  = c-  v e C - C : c £ c i ( v ) J  (2.60)

The cartesian product of c 6 - I and I :

v  : €  C x (C - C) (2.61)

with

„ (v) = { (v , d) G C x (<C - C) : d G (c<5 - I) (v) } (2.62)

Finally, the overall algorithmic mapping of the standard MTS method is defined as the 

composition of v  and u> , i.e.

$ = u (2.63)

and the k^ 1 iteration of the algorithm is expressed as :

For a given v^ G C find v^"^ E $ (v^).

In a more general sense, the set of all fixed points of $ can be defined as the algorithmic solution 

set :

ft =  { v G C : v £ f  (v) j  (2.64)

If the solutions at stages (1) and (2) are unique and a fixed iterative gain ev is chosen the above 

mappings are all point-to-point mappings.
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2.4.2b The Improved MTS Method

1. Model-based optimisation :

min |  q ( c ) - ( Ak)T c \  
cGC  ̂ J

where Ak = A (vk) is calculated according to (2.29). Let ck be a solution.

2. Iterative variable updating: If ck = vk the procedure is terminated.

Otherwise, vk_k  ̂ = vk + ev (ck - vk) and the procedure is repeated.

In the following, the mappings representing these stages are defined. The overall algorithmic 

mapping then can be expressed as a composition of these mappings.

Stage (1) can be described as :

Define the point-to-set mapping :

c : C -» C (2-65)

as

c ( v ) = Arg min { q ( c ) - AT ( v ) c )  
c£C t J

(2.66)

and

A : €  -> Rn (2.67)

is determined by the relation (2.29).

Then stage (1) is described as :

For a given (vk) £ C, find ck such that ck £ c(vk ).

We will allow the iterative gain ev to vary during the iterations, i.e.,

vk + 1  = vk + ek (ck- vk ) with 0 < r < ek < B( vk) (2.68)

where B: C -+ R is an appropriately defined function.
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Now let us define :

w : C x (C - C) -> C (2.69)

with

û ( v , d )  =  | v  +  f d e C : T < f < B ( v ) |  (2.70)

where d = c - v

Notice that the appropriate choice of B(v) is of great importance for guaranteeing v + e d G C. 

Stage (2) can be stated as :

For a given and c^ find such that v^"^ G Co (v^ , c^ - v^). If c^ = v^, then

and the iterative procedure is terminated.

Stages (1) and (2) together can be expressed as :

For a given v^ G € find c^ G c (v^). The sum mapping of c and - I

c - I : C -> C - €  (2.71)

with

( c - I ) ( v )  = | d  =  c-  v G C - C : c G c ( v ) J  (2.72)

The cartesian product of c - I and I :

i / : C -» C x  ( C - C) (2-73)

with

¡/ (v) =  I  (v , d) G C x (C - C) : d G (c - I) (v) I  (2-74)
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Filially, the overall algorithmic mapping of the improved MTS method is defined as the 

composition of v  and ui , i.e.

4> = lu v (2.75)

and the k^ 1 iteration of the algorithm is expressed as :

For a given v^ G C find v^-̂  & <F (v^).

2.4.3 Convergence Analysis

The following theorems provide a set of sufficient conditions for the standard and improved MTS 

method to be globally convergent.

Theorem 2.3 (Convergence Theorem for The Standard MTS Method)

Assume :

(1) The set C is bounded and the set A is compact.

(2) The functions f. , j = 1, ... , r are convex and continuous on C.

(3) The function q*(-) is Frechet differentiable on C and its derivative q*(-) is Lipschitz 

continuous on C with constant A* > 0 , i.e.

q*(c+h) - q*(c) < A* h | , for all c, c+h 6  C

where 11 h 11 denotes the Euclidean norm of vector h.

(4) The function K*(-) is continuous on Rn and continuously Frechet differentiable on C.

(5) The model mapping F(- , •) is continuous on C x A and F( . ,a) is continuously Frechet 

differentiable on C for every a  £ A.
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(6 ) The process model F(- , •) is point-parametric on C i.e., the set a(v) is not empty for all 

v G C (Brdys, 1983).

(7) The function Q(- , •) is continuously differentiable on € x Y .

(8 ) For every a  G A, the function q(. , a) is Frechet differentiable on C and its derivative is 

uniformly monotone on C with constant b (a) > 0 , i.e.

where b : A -> IR is upper semicontinuous on A and the following holds :

inf b (a) > 0  

a G A

(9) The point-to-set mapping a  is open on C. Then,

(i) If t and e are chosen such that 0 < t < 1 and e >  0 and

c , a ) h > b ( a  ) 11 h j | “ for all c and c+h G C

(2.76)

(2.77)

then the algorithmic mapping $ is well-defined on C and closed outside the set ft.

(ii) There is at least one cluster point of the sequence {v^} generated by the algorithm 

vk + 1  G $  (vk)- Each cluster point belongs to Q and, moreover, each point vk satisfies the real 

process constraints and corresponding process performace values satisfy the condition :

q*(vk"^ ) <  q*(vk) if vk £ ft for k = 1 , 2  ...

The proof of this theorem is a modified version of the one given by Brdys and Roberts (1987) and 

is given by Chen (1986).
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An inspection of Theorem 2.3 shows that assumptions (1) and (2) are mild. The set C is often 

bounded in practical problems. If q+ is twice continuously differentiable on C assumption (3) is 

satisfied and can usually be taken for granted in practical situations. Assumptions (4) to (7) are 

standard and are usually fulfilled.

Sufficient conditions for assumption (9), openness of d, can be derived based on the general results 

reported in Brdys and Ulanicki (1978). However, if an estimation result is unique for all v E C, 

then d is a point-to-point mapping. Based on the previous assumptions it can be proved that d is 

a closed point-to-point mapping (Chen, 1986). Hence, due to compactness of A, d is a continuous 

function.

The important assumption is assumption (8 ). It requires that the composition of the performance 

index and the process mathematical model is a uniformly convex function on the feasible control 

set, but it is usually satisfied when Q(- , •) is strictly convex (Chen, 1986; Lin, Wang and Roberts, 

1989).

It is important to observe that no assumption requires that q*(-) is convex and, therefore, the 

convergence theorem applies to non-linear processes and to the situation where the q*(-) is not 

necessarily convex.

Theorem 2.4 (Convergence Theorem for The Improved MTS Method)

Assume :

(1) The set C is bounded.
(2) The functions f  , j =  1 , ... , r are convex and continuous on C.

(3) The function q*(-) is Frechet differentiable on C and its derivative q*(-) is Lipschitz 

continuous on C with constant A* > 0 , i.e.

q*(c+h) - q*(c) II < A* 11 h 11 , for all c, c+h E C

where h denotes the Euclidean norm of vector h.

(4) The function K*(-) is continuous on IRn and continuously Frechet differentiable on C.

(5) The model mapping F(-) is continuous and continuously Frechet differentiable on C.
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(6 ) The function Q(- , ■) is continuously differentiable on C x Y .

(7) The function q(-) is Frechet differentiable on C and its derivative is uniformly monotone on € 

with constant b >  0 , i.e.

[ Qc (c+h) * 9 c (c) h > b 11 h 11" for all c and c+h £ C 

Then,

(i) If r and e are chosen such that 0 < r < 1 and e >  0 and

B(v) = min { 1 , ^  - t } (2.78)

(2.79)

then the algorithmic mapping $ is well-defined on C and closed outside the set fl.

(ii) There is at least one cluster point of the sequence {vk} generated by the algorithm 

vk + 1  £ $  (vk). Each cluster point belongs to Cl and, moreover, each point vk satisfies the real 

process constraints and corresponding process performance values satisfy the condition :

q*(vk+1) < q*(vk) if vk 0 Cl for k = 1 , 2 ...

The proof of this theorem is given by Lin, Han and Roberts (1989). An inspection of Theorem 2.4 

shows that the assumptions made in the theorem are basically the same as those for Theorem 2.3. 

Therefore, the comments made for Theorem 2.3 apply also to this theorem.

2.5 STUDIES ON THE CONVERGENCE CONDITIONS FOR THE STANDARD MTS 

METHOD

In this section, the convergence conditions for the MTS method (assumptions of Theorem 2.3) are 

examined. To gain some insight into the above mentioned conditions we present a simple case of 

linear quadratic problems.
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2.5.1 Convergence Analysis for Unconstrained Linear Quadratic Cases

In this case both model and reality are linear mappings and the performance index i 

quadratic (Amini and Roberts, 1988) i.e.

Model y =  D c |  » =  F (c , a)

Reality y* = D*c + e* = K*(c)

Performance index Q = [ y - d ] ^  A [ y - d ] -|- c^ B c

Real optimum

By solving equations (2.82) and (2.81) simultaneously we obtain the real performance : 

q*(c) = [ D*c + e* - d ] T A [ D*c + er d ] + c T Bc  

Applying the optimality condition for ROP yields :

= 2 [ Be + D j A ( D*/C+ e* - d ) ] = 0 

c* = [ B + D* A D* j ' 1  D j  A [ d - e* ] 

where c* is the real optimum of ROP.

Model-Based Optimisation

The model-based performance index is obtained from equations (2.82) and (2.80), i.e. 

q (c) =  [ D c +  ft - d ]  ̂ A [ D c  +  f t - d ]  + c ^ B c

ROP is

(2.80)

(2.81)

(2.82)

(2.83)

(2.84)

(2.85)
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According to the principle of the MTS method the modified model performance index then 

becomes :

q ( c ) - ^ c = [ D c + a - d ] ^ A [ D c + t t - d ] + c ^ B c - A ^  c 

By minimising q(c) we obtain :

2 [ B c + DT A ( D c  + a -  d ) ] - A  = 0 

giving

c = [ B + DT A d ] ' 1  [ 0.5 A + DT A ( d - a  ) ]

Modifier Calculation

The modifier in equation (2.86) is calculated according to :

_  r 3T F ( V , a  ) <9T K*( V ) 1 3T Q(v , F(v , a))
L d v '  <9 v J d y

(2.86)

(2.87)

(2.88)

A =  2 [ D - D* ] T A [ y - d ]

Parameter Estimation

The parameters of the model are determined by solving : 

F ( v , a  ) =  K*( v )

where v is the current application of set-point c. 

i.e.

D v + a  =  D*v + e*

(2.89)

(2.90)
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or

a ^ D j - o J v  + e* (2.91)

Updating Controller Set-Point and Deriving Algorithmic Mapping

The controller set-points are updated using the following formula :

Vk + 1  = vk + 4  (ck - vk) (2.92)

Let Cy = £v throughout the iteration, then the algorithmic mapping is obtained by combining 

equations (2.87), (2.89), (2.91) and (2.92), i.e.

vk + 1  = [ I + ev [ [ B + DT AD ] 1  [ DT AD - D^AD* ] - I ] ] vk

+ ev [ B + DT AD ] 1  D jA  [ d e* ] (2.93)

Convergence Study

Using Ostrowski’s theorem (Bertsekas, 1982) convergence will occur when

<7 [ I + e Ä ] < 1

where a [ ] is the spectral radius of [ ] and

[A = I B + DT AD ] _ 1  [ DT AD - d J a D,, ] - I (2.94)

which is symmetric
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Lipschitz Condition

The applicability conditions of the MTS method provided in Theorem 2.3 require 

derivative of the real performance is Lipschitz continuous with constant A* >  0, i.e.

q* (c+h) - q* (c) < A* h for all c, c+h G C.

Hence

A* >
|| q*(c+h) - q*(c)

Now, from equation (2.83)

q*(c) — 2 J B + d J  AD* ] c + 2 D*A [ e* - d ]

and

q;(c + h) =  2 [ B + D ? AD* ] (c+h) + 2D*A [ e* - d ]

Hence,

q*(c+h) - q*(c) — 2 [ B + dJ a D* ] h

and

A* > 2 [ B + DJ AD, ] ¡I

Hence, we use

A* — 2 Amax [ B + D^AD* ]

where Amax [ B + DjAD* ] = max eigenvalue of [ B + DjAD* ] (Bertsekas, 1982) .

that the

(2.95)

(2.96)
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Monotone Condition

In Theorem 2.3 it is assumed that the derivative of the model performance i; 

with constant b(a) > 0  according to :

[ He (c+h , a) - (c) h > b (a) 11 h 11" for all c, c+h 6  C

Using equation (2.85) gives

(c , a) = 2 [ B + DT AD ] c + 2 DT A [ a  - d ]

and

qc (c+h , a)  = 2 [ B + DT AD ] (c+h) + 2 D1  A [ a - d ]

Hence,

qc (c+h , a) - qc (c , a) = 2 [ B + DT A D ]

and

b (a) <
2 hT [ B + DT A D ] h

hT h

But, according to a well-known result (Bertsekas, 1982);

t  r t  ir T 1  2 h  B + D A D  h
A • I 2 ( B + D AD ) I < --------*------------------ i—min L v 1 > \  — Th h

i  + a x  [  2 < B +

where A • ( I  I ) = mi mm v I J ' minimum eigenvalue of [ ].

Hence,

b (a) < A • f 2 ( B + DT A D ) 1 v ' — min I v ’ J

uniformly monotone

(2.97)

d t a D ) ]

(2.98)
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Stability

From Theorem 2.3 the maximum iterative gain for the algorithm convergence is : 

2  b(a)
fmax —

Hence, from equations (2.96) and (2.98) :

(2.99)

2 Amin [ B + A D 
max. ev = ------- ----------- —--------

V a x  I B +  D* A D*
(2.100)

It is important to note that the above estimation of the upper bound for gain selection is in general 

a conservative one (Chen, 1986; Amini and Roberts, 1988). The reason for this is as follows; the 

global convergence theorem states that convergence is achieved if ev is not greater than B(v), 

however, having convergence does not necessarily mean that ev must be less than B(v). Hence 

cv < B(v) is only a sufficient condition. The simulation results obtained using a MATLAB 

program support the above arguments for linear quadratic cases. Convergence conditions of 

Theorem 2.3 can also be investigated through simulation by referring to the two examples, one of 

linear and one of non-linear nature, presented by Amini and Roberts (1988).

2.6 OPTIMISING CONTROL PROBLEMS WITH OUTPUT DEPENDENT CONSTRAINTS

In previous sections it was assumed, for the sake of the simplicity of the algorithm development, 

that the process constraints are independent of the process outputs. It is, however, important to 

extend the ISOPE method so that it can cope with output dependent constraints as such cases are 

often found in the industrial application of optimising control.

The earliest attempt to extend the ISOPE method so that it can deal with output dependent 

constraints was to augment the modifier to take into account the model-reality differences in 

constraints (Brdys, Chen and Roberts, 1986). The major disadvantage of this technique is that the 

feasibility of the model-based optimisation problem is not ensured during the course of iteration 

(Lin, Chen and Roberts, 1988) and this will cause a great deal of difficulty in the on-line 

implementation of the algorithm. To get around this problem, a New Modifier method (NM) is

- 58 -



proposed in which the model-reality differences in the constraints are compensated for by 

introducing a new modifier into the model-based optimisation problem (Lin, Chen and Roberts, 

1988; Lin, Hendawy and Roberts, 1988a). The major advantage of this method is that it preserves 

the feasibility of the model-based optimisation problem during the course of iteration. It is, 

however, found through simulation that the convergence of the NM method is rather slow mainly 

due to the fact that the convergence features of the new modifier are effectively the same as those 
of the price coordination mechanism in the hierarchical optimisation problems (Lin, Kambhampati 

and Roberts, 1989). A more efficient approach to problems with output dependent constraints is 

the Penalty Relaxation (PR) technique. In this technique, the main features of the standard ISOPE 

method are retained and it has been found that it is a highly efficient technique for solving such 

problems (Lin, Kambhampati and Roberts, 1989; Lin, Li, Wan and Roberts, 1989).

In this section, the above mentioned New Modifier (NM) method and the Penalty Relaxation (PR) 

technique are described and thoroughly analysed. A review of these two methods based on 

comparative studies is also provided.

2.6.1 The New Modifier Method

The main idea of the New Modifier (NM) method is to introduce a new modifier into the model- 

based optimisation problem MMOP and the model-reality differences in the constraints are 

compensated for by modifying the performance index of MMOP so that the real optimum is 

obtained towards the end of iterations.

In this section, the NM method is derived directly rather than using the standard Lagrangian 

approach (Lin, Chen and Roberts, 1988). Optimality and convergence conditions are also studied in 

this section.

2.6.1a Algorithm Description

The following definition is needed to clarify the algorithmic description.
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Definition 2.2

Define :

g*: IRn x Rm -» RP with

g* (v) = G (v , K*(v)) (2.101)

and

q*: IR x IR -> R with

q* (v) = Q (v , K*(v)) (2.102)

Starting from any initial controller set-point vP € € and initial guess of the iteration is 

described as follows :

Step 1 Apply vk to the real process and obtain the corresponding steady state measurements

K*(vk). Determine a k = a(vk) by solving :

F(vk , a) = K*(vk) (2.103)

Perform additional perturbations about vk and measure the corresponding process outputs to 

compute a finite difference approximation of K*(vk), where :

(. .k} 3T K*(vk) 
K*(V } -  d\T~ (2.104)

Finally, calculate the modifiers Ak = A(vk , d k , f k) according to :

(2.105)

where y = F(v , a) is a process model.
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Step 2 With given and A ,̂ solve the following model-based optimisation problem

mic
(MMOP)

n { q ( c , â k ) - (Ak)T c + [ 

s.t. c £ C

<9g(vk , â k) ck I t
ôv «k ]T<}

The solution is denoted as c(vk , d k , £k), or ck for short.

The vectors vk and £k are updated according to the formulae :

vk + 1  = vk + ev (ck - vk)

{k+1 =  d  +  A  (vk -  d )  [  g . (v k ) +  (vk ) ( i k  -  V k )  ]

(2.106)

(2.107)

where g*(vk) is the derivative of g*(vk) as defined in (2.104) for K*(vk). In order to clarify the 

strategy for choosing the iterative gain factor ek a projection operator P(v ,£) is introduced 

satisfying :

[ P(v , 0  { g*(v) + g* (v) (c(v , a  , 0  - v) } = 0 Vi £ N2(v , £)

[ P(v , 0  { g*(v) + gi (v) (c(v , a  , (,) - v) } ]j = [ g*(v) + g; (v) (c(v , a  , Q  - v) } ] {

Vi £ NX(v , 0

where â  is the short form of â(v) and

(2.108)

N V  , 0  = I  i: = 0  and [ g*(v) + g* (v) (c(v , à  , £) - v) ]j < 0  } (2.109)

where [•]j denotes the î 'k element of the vector. The gain parameter ek is determined as follows :
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Let

N2(v , £) = { i: £j >  0 and [ g*(v) + g \  (v) (c(v , â  , £) - v) ]j < 0 j (2 .110)

and

4 min
ieN 2 (vk , £k)

(2.111)

then

min { if N2 (vk , £k) is not empty

if N2 (vk , £k) is empty (2 . 1 1 2 )

In the above, ev and e£ are prescribed positive scalars. The purpose of (2.100) to (2.112) is to 

exclude the possibility of £k~^ becoming negative. The iteration is terminated when ck = vk and
t k + l £ . Figure 2.4 shows the information structure for the NM method.

Inspecting the model-based optimisation problem, it is seen that g(c , a) is excluded from the

constraint set of MMOP. On the other hand, its influence on the optimisation is taken into account
c* ) k IT'—— ----  £ J c added to the objective function. This has an effect of

simplifying the optimisation calculation, especially if there are no f(c) constraints. In this case, 

MMOP becomes an unconstrained problem. Unlike the previous algorithm given by Brdys, Chen 

and Roberts (1986), the constraints of the model-based optimisation problem in the present 

algorithm do not change during the course of iteration. Because of this, the possibility of having no 

feasible solution in the model-based optimisation is ruled out. The technique employed to iterate £ 

originates from the active set method (Luenberger, 1984). Note that there is no new requirement 

because K*(v*) and K*(vk) needed to update £ have already been provided in Step 1.

2.6.1b Optimality and Convergence

It is shown in this section that the NM method is optimal in the sense that every algorithmic 

solution point satisfies the Kuhn-Tucker conditions for ROP (Lin, Chen and Roberts, 1988). The 

following definitions are introduced to clarify the proof of the optimality theorem :
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= { (v » 0 : v e c > v = c(v , a  , 0 ; and > 0  ,

[ P(v » 0  ( g*(v) +  g* (v) (c - v) ) ] ; =  0, i =  1, ... , P } 

= |  v: 3 £ such that (v , £) £ Q |

^ 2  =  |  €'■ 3 v such that (v , £) £ Q |

(2.113)

(2.114)

(2.115)

and denote 0^ as the optimal solution set of ROP.

It can be seen that Q is the algorithmic solution set. In the following r/ is denoted as the Lagrange

multiplier vector associated with the constraints f.

Theorem 2.5

Let the assumptions for ROP and EOP be satisfied, and assume that every v £ is a regular 

point of the constraints f(v) < 0. Then, for every (v , £) £ f2, there exists a i) such that (v , £ , 17) 

satisfies the Kuhn-Tucker necessary optimality conditions of ROP.

For (v , £) £ O, c(v , a  , £) is the optimal solution of MOP. Since c is a regular point of the 

constraints f(c) < 0 , there exists a 17 such that :

Proof

dT q ( c , a  ) 
9c (2.116)

?7 -f.(c) = 0 , 17 > 0 , and f(c) < 0 , i = 1 , .. (2.117)

Since F(v , a  ) = K*(v), (2.105) can be rewritten as :

A(v , a , £) = dq ( v . SL ) . dq*(v) , dg ( v , a ) * _ 9g*(v)
9c 9c 9c  ̂ 9c ^ (2.118)

Substituting (2.118) into (2.116), and using c = v in both (2.116) and (2.117), yields :
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T] — 0 (2.119)

7?ifi(v) = ° ’ 71 \ -  °’ and fi(v) -  i = !) ••• . r (2.120)

According to the definition of il, £ and v satisfy

Îj [ g*(v) ]j = 0, > 0, and [ g*(v) ]j < 0, i = 1, ... , p (2.121)

(2.119) to (2.121) are precisely the Kuhn-Tucker conditions of ROP at v.
QED

dq*(v) , <9g*(v) , <9f(v)
<9v +  <9v Ç +  <9v

It can be proved, subject to certain conditions, that the presented NM method is locally convergent 

(Lin, Chen and Roberts, 1988). As seen from the proof in the given reference, convergence 

conditions for the NM method are nearly the same as those for the single loop ISOPE method for 

hierarchical optimising control given by Brdys and Roberts (1985). This means that the NM 

method requires more strict conditions for its convergence than the standard centralised ISOPE 

method. Simulation results also show that in the NM method the convergence of the Kuhn-Tucker 

multiplier ¡s slower than that of the controller set-point v^ (Lin, Kambhampati and Roberts, 

1989; Lin, Li, Wan and Roberts, 1989). In fact, it is not difficult to observe in the algorithmic 

description for the NM method that the updating innovation for ¡s effectively the gradient of 

the dual problem and, therefore, the convergence of should be of the same nature as that of the 

price coordination mechanism in hierarchical optimisation algorithms.

2.6.2 Penalty Relaxation Technique

In order to develop a more efficient algorithm, which can be used for solving optimising control 

problems with output dependent constraints, than the NM method it is necessary to devise a 

technique which can cope with the output dependent constraints within the structure of the 
iterative mechanism in the ISOPE method. This is precisely the motivation for the introduction of 

the Penalty Relaxation (PR) technique.
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In the PR technique, the output dependent constraints are linearised at the given controller set- 

point in each iteration to form the model constraints in the model-based optimisation problem 

MMOP. A set of relaxation variables are introduced to relax the model constraints so that the 

feasibility of the model-based optimisation problem MMOP is ensured during the course of 

iteration. A penalty term of the relaxation variables is so constructed that by adding it to 

performance index in MMOP, the feasibility of the original output dependent constraints is 

preserved towards the end of iteration (Lin, Kambhampati and Roberts, 1989; Lin, Li, Wan and 

Roberts, 1989).

2.6.2a Algorithm Description

The PR technique given in this section fits in both the standard MTS method (Roberts, 1979; 

Brdys and Roberts, 1987) and the improved version of MTS (Lin, Han, Roberts and Wan, 1989), 

which were introduced in Sections 2.3.2 and 2.3.3. In the following, the algorithm description is 

dedicated to the combination of the PR technique and the improved version of MTS.

For any initial v®, the k^1 iteration of the proposed algorithm is described as follows :

Step 1 Apply vk to the real process and measure its output K*(vk), and hence q*(vk) and g*(vk). 

Perform additional perturbations about vk to compute q*(vk) and g*(vk) using the Finite 

difference approximation method. Then, calculate the modifier according to the following equation 

(Lin, Kambhampati and Roberts, 1989; Lin, Han, Roberts and Wan, 1989)

Ak = A(vk ) = q’(vk) - q ; ( v k) (2 . 1 2 2 )

where

q(vk) = Q(v , F(v)) (2.123)

and

F: IRn -» IR*1, with y = F(v)

is a properly chosen model.
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Step 2 For given solve the following model-based optimisation problem

min { q(c) - (Ak)T c + p 11 w 112 }

(MMOP)
s.t.

g*(vk) + g*(vk) (c - v) + w < 0 
c 6 C

where p >  0 is a penalty coefficient which is normally assumed to be large, Denote c(v*) and 

w(vk) as the optimum of MMOP, or simply as ck and wk for short.

The controller set-point vk is updated using the relaxation technique described in Section 2.3.2.

vk+1 =  vk +  el) (ck - vk ) (2.P24)

The iteration is terminated when vk^  = vk .

It is observed from the above description that unlike the NM method (Lin, Chen and Roberts, 

1988), in the PR method the output dependent constraints are linearised at each given set-point 

and no iteration on the Kuhn-Tucker multipliers are needed. As a result, the convergence features 

of the standard MTS method are preserved. Finally, since the PR technique is combined with the 

improved MTS (Lin, Han, Roberts and Wan, 1989), the matching of process outputs and model 

outputs are not required. This makes the model selection very flexible. The information structure 

for the penalty relaxation method is shown in Figure 2.5.

2.6.2b Optimality and Convergence

In this section, optimality of the PR method is investigated. It can be proved that subject to mild 

conditions, it is optimal and globally convergent (Lin, Kambhampati and Roberts, 1989).

It is well known that under mild conditions the real optimisation problem ROP is equivalent to the 

following :
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(E0P1)

s.t.

micin { q*(<0 + P

g*(c) + W < 0 

c G C

in the sense that the optimum solution set of EOP1 can be made arbitrarily close to that of ROP 

provided that the penalty coefficient p is sufficiently large (Luenberger, 1984), where q*(-) and 

g*(-) are defined in (2.102) and (2.101), respectively. Therefore, it is sufficient to use EOP1 for 

investigation of the optimality for the PR method. Define :

if = |  v: v = c(v) |

where c(v) is the optimum solution of the model-based optimisation problem MMOP.

Denote if* as the optimal solution set of EOP1 and assume that the constraint set C is defined in 

equation (2.5). With the above preliminary definitions we are ready to prove the optimality of the 

PR method.

Theorem 2.6

Let Assumption 2.1 be satisfied and assume that every v G if is a regular point of the constraints 

g*(v) < 0 and f(v) < 0. Then, for every v G ft, there exists w, £ and i] such that (v , w , £ , ) ? )  

satisfies the Kuhn-Tucker conditions of EOP1, where £ and T) are the Kuhn-Tucker multipliers for 

the constraints g*(v) < 0 and f(v) < 0, respectively.

Proof

For every v G if, (c(v) , w(v)) is the optimum solution of MMOP. Since v G if, we have c(v) = v. 

Hence, for any given v G if, c(v) is a regular point of the the constraints g*(v) + g^(v) (c - v)

< 0 and f(v) < 0, and (c(v) , w(v)) is a regular point of the constraints g*(v) + g^(v) (c - v) + w

< 0 and f(v) < 0. Therefore, there exists £ and i) such that :
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q’(c) - A(v) +  g*(v) £ +  f(c ) rj —  0 and f  + 2pw =  0 (2.125)

[ 8*(v) + g*(v) (c - v) + w ]j =  0, i =  1, , r (2.126)

with

> 0> [ g*(v) + g*(v) (c - v) + w ]j = 0, i = 1, ... , r (2.127)

r/jfj (c) = 0 with »?• > 0, f-(c) < 0 , i = 1, ... , s (2.128)

where c and w are the short forms for c(v) and w(v), respectively.

Substituting (2.122) into (2.125) and the equation c(v) = c into (2.126) — (2.127) yields 

q*(c) + g;(v) £ + f  (v) T) = 0 and £ + 2pw = 0 (2.129)

[ g*(v) + w ]j = 0, with > 0, [ g*(v) + w ]j < 0, i =  1, ... , r (2.130)

r7ifi(v) = 0 with T!\ -  ° ’ fi(v) -  °> i = !. -  - s (2.131)

Equations (2.129) — (2.131) are precisely the Kuhn-Tucker conditions of EOP1.
QED

It has been proved that subject to nearly the same conditions as those of the standard MTS 

method the PR method is globally convergent (Lin, Ivambhampati and Roberts, 1989). It is also 

observed from the applicability conditions, given by Lin, Kambhampati and Roberts (1989), for 

the PR method that the penalty term introduced into the model-based optimisation problem 

MMOP has an effect of convexifying the real optimisation problem ROP. Compared with the NM 

method the applicability conditions of the PR method are much easier to satisfy and the 

convergence of the iterative mechanism is much more efficient.
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2.7 SUMMARY

In this chapter basic concepts of on-line process optimisation are discussed. Based on these concepts 

a general mathematical formulation for centralised optimising control problems is derived. 

Optimum solution approaches to such problems are presented. Emphasis has been given to the 

Modified Two-Step (MTS) method which is designed to produce the true optimum regardless of 

model-reality differences. Optimality and convergence of the MTS method is thoroughly 

investigated. Techniques for coping with output dependent constraints, such as the New Modifier 

(NM) and Penalty Relaxation (PR) methods, are introduced and integrated with the MTS method 

to cover more general cases in optimising control. The ideas behind the presented centralised 

optimising control algorithms are further extended to hierarchical optimisation in the next chapter.
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Figure 2 . 1  The Standard Two-Step Method
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Model-Based OptlMlsatlon ParaMeter EstlMation and

Min QCc, y)-<Xx>Tc X̂ , X Modifier Calculation
4  ’ Xc ? y 
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Figure 2.2 The Modified Two-Step Method
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Figure 2.3 The iMproved Modified Two-Step Method
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Model-Based OptlMlsation
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s . t .
c€C

Updating Forwulae

, x + 1 _= v x + e v <cx - v x >

£ X+1 = ^ x + e x Cg ( v Xj
£

+ g : i v x ) i c x - v x >3

°cx > Xx

gÿ < vx , £x>

, x+ 1

^x+ 1 

+ -------

Paraweter EstiMation, 
Modifier and New Modifier 

Calculat ions
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Figure 2 .4  The New Modifier Method
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Figure 2 .5  The Penalty Relaxation Technique
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CHAPTER 3

HIERARCHICAL ALGORITHMS FOR INTEGRATED SYSTEM 
OPTIMISATION AND PARAMETER ESTIMATION (ISOPE)

3.1 INTRODUCTION TO HIERARCHICAL OPTIMISING CONTROL

A natural way to view a large scale industrial process or plant, which is often too complicated to 

comprehend in its entirety, is to consider it as a collection of interconnected subprocesses. By 

exploiting the structure of such a large scale process as an interconnected assembly of sub-processes 

it is possible to decompose the overall problem of controlling a complex industrial process into 

interlinked sub-problems of manageable size. Each sub-problem can be solved independently of the 

other sub-problems, with the interconnections being accounted for by some form of coordination 

procedure. Such an approach leads to hierarchical optimising control structures.

Generally, a hierarchical control system is structured by arranging a number of decision making 

units in a priority order where, at each level, some units may operate in parallel giving rise to a 

pyramid structure. In the practice of on-line process optimisation, this structure is identified by the 

natural hierarchy of the process.

A large scale industrial process usually consists of several interconnected sub-processes under 

regulatory and steady state optimising supervisory control. Each sub-process has its own local 

regulatory and optimising decision units with coordination often required at a second level within 

the supervisory layer to ensure that overall system objectives, interconnections and constraints are 

satisfied. The local optimising decision units compute the set-point values to maximise their local 

performance subject to local model equations, constraints and estimates of disturbances. 

Coordination is performed at a higher level unit which transmits intervention inputs (coordination 

variables) to all local decision units, calculated on the basis of previous optimisation results.

In this chapter important issues in on-line hierarchical optimising control such as coordination 

method, iterative strategy, feedback configuration and information structure are thoroughly 

discussed. Single and double loop ISOPE algorithms are presented and a variable augmentation 

technique is introduced to assist the convergence of the algorithm.
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3.2 HIERARCHICAL FORMULATION FOR STEADY STATE OPTIMISING CONTROL 

PROBLEM

As mentioned in Section 3.1, the purpose of introducing hierarchical optimising control is to cater 

for situations where the production process is composed of a number of interconnected 

sub-processes and, therefore, the formulation for hierarchical optimising control is rather different 

from that for centralised cases.

Consider a finite-dimensional control system, composed of N interconnected subsystems whose 

input-output steady state behaviour is described by the mappings

F . : C  x 1). -> Y. i= l, ..., N
* 1 1 1 1  ’ ’

That is

Vi = F*i (ci , uj) i= l, N (3.1)

where C- , U. and Y. are finite dimensional spaces and c- G C-, u- G U- and y- G Y- are the i^1l ’ l l ' l i ’ l l J i l
subsytem’s control, input and output vectors, respectively.

The structure of the interconnections of the subsystems is given by 

N
u. =  H- y =  Y) H- y. i= l, ..., N

1 j= l  1J J

where H- and H-. are interconnection matrices composed of zeros and ones i ij H

We make the usual assumptions that (3.1) and (3.2) are uniquely solvable with respect to the 

controls, so that the input-output mapping can be expressed as

Y = K*(c) (3.3)

where

(3.2)
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c = (cj, . . ., cN) G € j x ... x CN = C

U = (Up . . ., uN) G U1 x ..,. x UN = U

y = (yl5 • • -, yN) G Yj x ...' x Yn =  Y

and K* : C -* Y.

The local constraint set takes the form

c u i = { < v . uj) G C  x Uj 1 , ^ )  < 0 } i= l, - ,  N (3.4)

or globally,

DU = € U1 x ... x CUN (3.5)

where f- : C- x U. -> Rri 1 i =  1, ..., N

In general, the real system relations are not known, so an approximate model is used instead of the 

system mapping.

F-l : c . x u. x A. -» Y.l i i i i= l, ..., N

y; — F- (c- , u- , a -)l v l ’ l ’ ly i= l, ..., N (3.6)

where A- is a finite-dimensional space and »j G Aj is the i^1 subsystem model parameter vector.

As before, the global model description can be written as 

F : C x U x A - * Y

y = F (c , u , a) (3.7)

where

a  =  ( a j ,  . . ., a N) G A1 x ... x AN =  A (3.8)
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The overall performance index is the summation of the local performance indices:

Q : €  x U x

N
Q (c, u, y) = ¿2 Q- (c. , u. , y.) 

i= l
(3.9)

Just as in Chapter 2, the following assumption is made to clarify the future analysis of the 

algorithms.

Assumption 3.1

It is assumed throughout this chapter that :

1- Mappings f( • , • ), F( • , • , • ), K+j( • ) and the performance index Q ( • , • , • )  are 

continuously Frechet differentiable.

2- Mapping f ( • , • ) is convex.

3- The model input-output mapping is point-parametric on CU (Brdys, 1983).

Based on the above definitions and assumptions, the task of determining the optimal operating 

condition for a hierarchical process can be formulated as follows :

min Q ( c, u, y )c,u,y ^  J '
(HROP)

s.t.

y = K* (c) 

u — Hy 

(c, u) G CU

It can be proved that subject to mild assumptions HROP can be replaced by an equivalent 

problem, HEOP, of the following form (Brdys, 1983) :
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min q ( c, u, a  )c,w,a v y
(HEOP)

s.t.

F (c, u, a  ) = K* (c) 

u = H F (c, u, a  )

(c, u) G OU

where q : C x U x A - * R  with

q(c , u , a) = Q(c, u , F(c , u , a)) (3.10)

It is interesting to observe in the above formulation for hierarchical control that a set of variables 

is introduced to represent the interactive inputs and an extra equation u = HF(c, u, a) is added to 

preserve interaction balance between subsystems. It is also noted in the derivation of the 

formulation that in hierarchical cases it is essential to assume the separability of the performance 

index and the constraints with respect to the subsystem controller set-points and interactive inputs.

3.3 DECOMPOSITION AND COORDINATION

Consider a large scale process consisting of interconnected sub-processes. The hierarchical 

optimising control is usually implemented in a two-level structure. In the lower level local decision 

units are implemented to determine the local optimum operating conditions for each sub-process by 

maximising the subsystem performance index subject to local constraints while, in the upper level, 

a coordinator is introduced to preserve the interaction balance between sub-processes during the 

course of iteration. There are two different kinds of coordination strategies, i.e. Interaction 

Prediction method (Direct method) and Interaction Balance method (Price method) (Findeisen 

et ah, 1980; Singh and Titli, 1978). Since the direct method is usually difficult to converge and 

there are restrictions on its application, the price method has been widely used in the practice of 

hierarchical optimising control (Findeisen et ah, 1980). A new coordination strategy called Modifier 

Coordination (MC) mechanism which is found to be much more efficient than the price method in 

some circumstances is also presented in this chapter (Lin, Roberts, Wang and Wan, 1990; Lin, 

Amini and Roberts, 1990).
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3.3.1 Price Coordination (Interaction Balance)

As mentioned above, the hierarchical optimisation is performed within a two-level structure. In the 

upper level the main task of the coordinator is to coordinate subsystem optimisation performed in 

the lower level. The overall optimisation problem is decomposed into independent local 

optimisation problems which are solved separately in the lower level. The lower level optimisation 

is arbitrated by the upper level coordinator through either a price correction term (interaction 

balance method) or a prediction of the interaction between subsystems (direct coordination 

method). On the other hand, the coordination is updated using the information obtained in the 

lower level optimisation. In the price coordination method intervention of the upper level 

coordination into the lower level optimisation problems is achieved by modifying their performance 

indices. The main feature of this method is that the interaction between the subsystems is ignored 

in the lower level optimisation and the interaction balance is enforced by the introduction of a 

price modification term in the local optimisation problems (Findeisen et ah, 1980; Singh and Titli, 

1978). Compared with the direct coordination approach the price coordination method is much 

more simple to implement and easier to converge. The major disadvantage of this coordination 

method is that the coordination efficiency depends closely on the Hessian structure of the real 

optimisation problem and is sometimes found to be poor in the sense that the convergence of the 

algorithm becomes very slow towards the end of iteration. The reason for this is that the 

convergence behaviour of the price coordination mechanism is governed by the features of the 

Lagrangian for the real optimisation problem around its saddle point.

3.3.2 Modifier Coordination

In order to improve the coordination efficiency and to overcome the other disadvantages suffered 

by the price coordination method a new coordination strategy for hierarchical process optimisation 

is proposed. Unlike the price coordination method this approach is not derived from the Lagrangian 

of the real optimisation problem and is, rather, a direct type approach.

In this approach the overall optimising control problem is decomposed into independent local 

optimisation problems by employing a separable model structure in the hierarchical optimisation 

scheme. The interaction between subsystems is considered as a kind of model-reality difference and 

is, therefore, taken care of by the modifier as found in the standard and improved MTS methods 

(Lin, Han, Roberts and Wan, 1989; Lin, Wang and Roberts, 1989; Lin, Amini and Roberts, 1990). 

This idea is also motivated by the early work of Ellis, Michalska and Roberts (1984). Since the
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coordination task is performed by the modifier which also compensates the model-reality difference, 

this approach is referred to as the Modifier Coordination (MC) approach. It is observed in the 

theoretical analysis that this approach retains the desired convergence behaviour of the improved 

version of the MTS method and is, compared with the price coordination method, very efficient.

3.3.3 Open-Loop Coordination and Introduction of Feedback

In the practice of on-line hierarchical optimising control of industrial processes, two different types 

of coordination methods are identified according to their use of real process information during the 

course of coordination, i.e. open-loop coordination and closed-loop coordination methods (Findeisen 

et al., 1980). In the open-loop methods the process mapping is approximated by a model and the 

optimisation is performed in an off-line fashion until the optimum is reached. Open-loop 

coordination methods rely upon an accurate mathematical model of the real process. Since there 

are inevitably model-reality differences in real circumstances, the accuracy of the optimum 

achieved is usually poor.

To overcome this problem process measurements are taken and fed back to decision units within 

the hierarchical optimisation structure (Findeisen et ah, 1980). Such algorithms are referred to as 

closed-loop coordination methods. Since real process information is used in the optimisation, the 

accuracy of the optimum is significantly improved. There are two principle methods in which 

feedback information from the real process may be employed, i.e. global feedback and local 

feedback. In global feedback the process measurements are sent to the coordinator to arbitrate the 

subsystem coordination, while in local feedback the process measurements are sent to the local 

decision units to modify the lower level optimisation problems. Global feedback structure is 

generally more efficient than local feedback since process measurements are used in the 

coordination. It is, however, important to bear in mind that in the global feedback scheme 

information interchange between the real process and the coordinator is inevitable and this can be 

expensive in some circumstances, for instance, where the sub-processes are geographically far apart. 

These two major feedback schemes can be separately or jointly fitted into the ISOPE structure to 
form different hierarchical ISOPE methods which are able to achieve the true optimum regardless 

of the model-reality differences (Brdys and Roberts, 1986).
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3.3.4 Iterative Strategies for Hierarchical ISOPE Algorithms

Generally, the interaction balance between subsystems in the hierarchical optimisation is achieved 

in an iterative manner. To implement a closed-loop coordination mechanism within the ISOPE 

structure two different iterative strategies can be employed, i.e. single iterative loop and double 

iterative loop strategies.

In the single iterative strategy the controller set-point is updated simultaneously with the 

coordinator while, in the double iterative strategy, a nested double iterative loop structure is 

employed such that the subsystem coordination is separated from the controller set-point 

optimisation. Since there is only one iterative loop in the single iterative strategy, the total number 

of iterations required by this strategy is much less than that of those required by the double 

iterative strategy (Shao and Roberts, 1983). As a result, this strategy becomes very attractive when 

there is a limitation on the computing power and the process is of fast transient nature. On the 

other hand, the purpose of developing the double iterative strategy is to reduce as much as possible 

the number of controller set-point changes at the expense of an increase in the total number of 

iterations because in some circumstances, especially when the transient of the process is slow, the 

number of controller set-point changes plays a more important part than the total number of 

iterations in reducing the overall process adjusting time (Brdys and Roberts, 1985).

3.3.5 Information Structures of Hierarchical ISOPE Algorithms

In the practice of optimising control there are two different information feedback structures, 

namely output and input-output feedback (Brdys and Roberts, 1986; Chen, 1986). Generally, the 

input-output feedback structure, in which both input and output process measurements are used, is 

more efficient than the output feedback structure, in which only output process measurements are 

used, in the sense that it reduces the number of real system iterations. This becomes obvious when 

examining the way in which the real process information is extracted because in the modifier 

calculation the input-output feedback structure extracts the real process information from the 
process measurements in a more efficient manner. It is, however, important to note that in some 

circumstances the input-output feedback structure may not be possible to implement due to the 

physical configuration of the system.
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3.4 SINGLE ITERATIVE LOOP ISOPE ALGORITHMS

Two single iterative ISOPE algorithms are presented in this section. In the first algorithm the price 

coordination method has been implemented in a global feedback structure while in the second 

algorithm the modifier coordination technique is incorporated with the ISOPE framework (Amini, 

Lin and Roberts, 1990; Lin, Roberts, Wang and Wan, 1990; Lin, Amini and Roberts, 1990). The 

input-output information feedback structure is used in both algorithms.

3.4.1 Single Iterative ISOPE Algorithms with Global Feedback (AL1)

We follow the analysis of Brdys and Roberts (1986) in which we first establish the Lagrangian 

function associated with IlEOP, which is equivalent to HROP, the real optimising control problem, 

and then develop the optimality conditions for it. It is assumed that the real system input and 

output measurements are available. In order to separate parameter estimation from system 

optimisation, HEOP is expanded by introducing a single new variable v, as follows :

min q ( c, u, a  )c,u,a v '
(HEOP1)

s.t.

F (v, HK*(v), a  ) = K* (v) 

u = H K* (v)

(C, u) e  c u

V =  C

The Lagrangian function associated with HEOP1 takes the form 

L ( c , u , v , a , p , A , £ , / i )  = q ( c ,  u, a )  + pT [ u - H K * ( v ) ]

+ £T f (c , u ) + AT (v  - c) + pT [ F (v, HK*(v), a  ) - K* (v) ] (3.11)
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Hence, the optimality conditions (Luenberger, 1984; Roberts, 1979) are

d V L _  gT q(c , u , a ) _ ^  dT f(c , u) Q 
de de de ç

¿)T L _  <9T g(c , u , a  ) ^ T f(c , u) f  _  n
du ~  du + P + ôu * “  U

dT L _  , , T ôTp (v’ HK*(V)- a  ) dT K*(v) 1 rr ô T K , ( v ) t  ...
~ d ^ - X + [ ------------ f a --------------------J ,L '  Ôv.............. . H p - °

0T L _  ^T q(c , u , a  ) <9T F (v , HK*(v), a )
3 a  ~  d a  + d a  ^

^  = û (vk) - HK*(vk) = 0

d- W  =  v - c  =  0

û  = F (v, HK*(v), a  ) - K* (v) = 0

ijj fjj (c , u) = 0 £;j > 0 j G Jj i = 1 , - ,  N

(3.12)

(3.13)

(3.14)

(3.15)

(3.16)

(3.17)

(3.18)

(3.19)

Equations (3.12) and (3.13) give the decomposed model-based optimisation problems

mmc
( H M M O P )j

mn /  q. (c- , u- , a-) - A- c- + p- u- \
■ , U ■ I H1 V 1 ’ 1 ’ V  1 1 M 1 JF i v

s.t. f; (cj , Uj) < 0 i = 1, ..., N

The decomposed parameter estimation problems are

Fj (vj  , H K *(v ) ,  o j  ) =  K* (v)j (3.20)

resulting in parameters a.

Finally the modifiers are obtained from equations (3.14) and (3.15)

A (v  , »  , p) =  [  a T F  f c l  °  * - ^  °  > ]  -■

T dT q(v , IIK*(v) , a ) j <9T K*(v) tjt  
i* r)rv J dv H J P (3.21)
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Using equation (3.16) the price updating formula is obtained as follows

k+1
= P + ( û k (3.22)

where

uk = HK*(vk) (3.23)

It is worth noticing that the modifier A takes into account the model-reality differences by 

modifying the performance index in the model-based optimisation problem. In fact equation (3.21) 

can be re-written as (Brdys and Roberts, 1986) :

1 , . 5T q(v , a  ) <9T q*(v ) <9T K*(v) T
A ( v  ’ a  ’ p )  -  — a ï ------------------------- d V ~  +  ' dv  H  1 (3.24)

where

q (v , a) = q(v , HK*(v) , a  ) (3.25)

q*(v) = Q (v , HK*(v) ) (3.26)

Substituting (3.24) into (3.12) and (3.13), which are the Kuhn-Tucker optimality conditions for 

HMMOP, yields :

dT q(c , u , a  ) ôT q(v , a  ) ôT q*(v) <9T K*(v) n T_ , ôT f(c , u) r _  n
--------W ---------------- dV—  + ~ d ï ------------d V ~  H p +  — dl—  « “ °

<9qT (c , u , a  ) ^T f(c , u) f  _  n
du +  P  +  du ^ ~  U

(3.27)

(3.28)

Combining (3.27) and (3.28) results in :

dT q(c , u , a  ) <9T K*(v) „T  dT q(c , u , a ) _ dT q(v , a  ) dT q*(v)
de dv du dv dv

[ gT f(c , u) ¿>T K*(v) h t  ^T f(c , u) ] , _  o 
'  de dv du * ç

(3.29)
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When c = v, the equilibrium for the optimising algorithm is achieved; Then equation (3.29) takes 
the following form

dT q*(v)
dv (3.30)

and it is straight forward to see that equations (3.19) and (3.30) are precisely the Kuhn-Tucker 
conditions for HROP.

Remark 1

By carefully examining the above derivation it is observed that the modifier A can be partitioned 

into two separate parts, A and A with

<9T q(v , a  ) dT q*(v)
dv 8v

A =_  d K»(v) T
dv HAP

(3.31)

(3.32)

— . . . ~ '"Pwhere A takes into account the model-reality differences while A together with p u in HMMOP 

looks after the interaction balance.

Remark 2

Substituting (3.24) into the model-based optimisation problem (HMMOP)j, i=l,...,N, and 

differentiating the performance index with respect to p we obtain the dual gradient of the 

optimisation problem HMMOP,

8 l M v ) HT c
dv dual gradient of HMMOP

In order to achieve the desired convergence behaviour in the price updating mechanism, it is 

important to use the gradient of the dual of the model-based optimisation problem HMMOP to 

update the price vector (Findeisen et ah, 1980; Luenberger, 1984) . However, according to 

equations (3.22) and (3.23) the innovation term for updating the price is not the same as the 

gradient of the dual of HMMOP. In fact, it is observed through simulation that the convergence 

behaviour of the price updating mechanism represented in equations (3.22) and (3.23) is so poor 

that the method does not converge even for a simple example.
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In order to remedy the above problem we have modified the price updating mechanism 

pk-k  ̂ = pk -f tp ( uk - uk ) by changing the previous innovation term to

uk - ( HK,(v) + HKi(v) (c - v) )

Hence, the new price updating formula is

pk+1 = pk + ep [ uk - ( HK*(v) + HKi(v) (c - v) ) ] (3.33)

The terms enclosed by the brackets in equation (3.33) are nothing more than the linearisation of 

HK*(c) at v.

It is worth mentioning that introducing the new innovation term does not affect the optimum of 

HMOP in any way, because HK*(v) + IIK*(v) x v is treated as constant in the model-based 

optimisation. Therefore, the innovation term in the new price updating mechanism is equal to the 

dual gradient of an optimisation problem equivalent to IIMMOP.

Based on the above discussion the algorithm description is presented as follows :

Step 1

For given values of vk, the parameters a k are estimated according to 

F (vk , HK*(v), a  ) = K* (vk)

Perform additional perturbations about and measure the corresponding process outputs to

compute the finite difference approximation of K* (vk). Finally calculate the modifier

Ak =  A (vh  c.k, p>) = [ 8T f  <v t ’ Hgv*(vk)' ^  > ■ flTKaf  k> ]

r ÔT F (vk , HK*(vk), a k ) ■1 -1 r 5T q (vk , HK+(vk), a k ) 1
*• da I t  da  J

ôT K*(vk) T k 
Ôv H p (3.34)
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Step 2

For given Ak, a k and pk, solve the following model-based optimisation problem

mmc
(HMMOP)

am |  q (c , u , a) - c + p^ u j  

s.t. f (c , u) < 0

The solution is denoted by c (a k, Ak, pk) , û (ak, Ak, pk) or ck, ûk for short.

The iterative variables vk and pk are updated according to the formulae

vk+1 = vk + cv ( ck - vk )

pk+1 = pk + ep [ Ûk - ( HK*(v) + HK;(v) (c - v) ) ]

(3.35)

(3.36)

The above description of the algorithm does not reveal the hierarchical structure of the problem. In 

order to gain insight into the decomposition and coordination nature of the problem an alternative 

description of the algorithm is also provided.

The ith local decision unit

The optimisation problem for the î  local decision unit is the model-based optimisation problem

(HMMOP)j

(HMMOP)j

min
cv~ i

in { q. (c- , u- , û.) - A? c- + p?  u- 1
, u -  I. u v 1 ’ 1 ’ l ’ 1 1 * 1  1 J

s.t. fj (cj , m) < 0 i = 1, N

The coordination mechanism

The coordination task is accomplished by enforcing equation (3.36).
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The parameter estimation problem

The parameter estimation problem is addressed by the equation listed in step 1.

Finally, the interaction between parameter estimation and system optimisation is balanced when 

the convergence of (3.35) is achieved. The information structure for this method is shown in Figure 

3.1.

3.4.2 Single Iterative ISOPE Algorithms using Modifier Coordination (MC)

The main idea of the Modifier Coordination Strategy (MC) is to convert the interaction between 

subsystems to a form of model-reality difference by introducing separable subsystem models in the 

model-based optimisation problem. Then, the decomposition of the whole optimising control 

problem follows automatically. Since the approach to problems with input dependent constraints is 

different from that of problems with only set-point dependent constraints, the algorithmic 
description for each case is presented separately.

3.4.2a MC for problems without input dependent constraints (AL2')

In this case the local constraint set CU in the real optimisation problem HROP will become input 

independent and is, therefore, denoted by C , instead of CU, where

C =  Cj x ... x CN with Cj = { cj; fj(cj) < 0 }, i = 1, ..., N (3.37)

To clarify the mathematical derivation, we introduce the following definitions :

Definition 3.1 

Define

q*(v) = Q(v, HK*(v), K*(v)) (3.38)
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Let

[Ki(v)]n

k ; ( v) -
[k ; ( v)]22

o
(3.39)

o
[K*(v)]j\jN

and

[HKi(v)]n

h k ; ( v) =
[HK*(v)]22

o

(3.40)

o [HK*(v)]p^

where

[ K*(v) ].. and [ HK*(v) ] — , i = 1, N are diagonal sub-matrices in the following partitions :

k ; ( v) =

[k ; ( v)]u

[K*(v)]2j

[K*(v)]

[K*(v)]22

[K*(v)]ij^

[K  ̂(v)] 2]nj
(3.41)

[K*(v)]^j [K*(v)]ĵ 2 , . [K*(v)]nn

and
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[HKi(v)]n  [h k ; ( v)]12

[h k ; ( v)]21 [h k ; ( v)]22

HKi(v)

[h k ; ( v)]1n

[h k ; ( v)]2N

[h k ; ( v)]n1 [h k ; ( v)]N2 [HK*(v)]ĵ

Define

N
q ( c , v) =  E  q;(c; . v)

i= i

with

q.(Ci , v) = Qj ( Cj , Uj(cj , v) , yi(cj , v) ) i — 1) - ,  N 

nd

Uj(Ci ,  V )  = [ HK+(v) ]; + [ HK;(v) ]ü (Cj - V j )  i = 1, N

yi(ci . v) = [ K*(v) ]i + [ K*(v) 1 1 ; (ci - v.) i = i, - ,  n

(3.42)

(3.43)

(3.44)

(3.45)

(3.46)

or globally,

u(c , v) =  HK*(v) + HKi(v) (c - v) (3.47)

y(c , v) =  K*(v) + K;(v) (c - v) (3.48)

It is noted from definition 3.1 that for any given v a fully decomposed optimisation problem may 

be established if equations (3.47) and (3.48) are chosen as the process model in the model-based 
optimisation. In general, there is model-reality difference between u(c,v) and HK*(v) and between 

y(c,v) and K*(v) even if c eventually converges to v. In order to compensate for the model-reality 

differences the modifier should be designed such that the Kuhn-Tucker conditions of the real 

optimisation problem HROP are preserved in the model-based optimisation when the iterations are
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complete. This can be easily achieved by subtracting the gradients of the performance index in 

HROP from those of the model-based optimisation problem (Lin, Han, Roberts and Wan, 1989; 

Lin, Roberts, Wang and Wan, 1990).

Based on the above discussion the Modifier Coordination Strategy for problems without input 

dependent inequality constraints is developed and its algorithmic description is written as follows :

Description of algorithm l f AL21

Step 1

For given values of vk , calculate the modifier A(v) according to :

Ak = A (vk) = q£ (vk ,vk) - qi (vk) (3.49)

Step 2

For given Ak solve the model-based optimisation problem HMMOP, decomposed into N 

sub-problems (HMMOP)j, i= l, ..., N, with the i*"k sub-problem taking the following form :

min { qj(Ci , vk) - ( A ^ o  }

(HMMOPl)j

s.t. fj(cj) < 0 1

1 r 1 rp 1 mlm | 1
Denote cK = [ (c p  , ... , (cj(j) J , where c^ is the short form for Cj(vK), as the optimum of the 

ith model-based optimisation sub-problem.

The controller set-point vector v is updated using a relaxation technique : 

vk+1 = vk + ev (ck - vk) (3.50)

where 0 <  ev < 1 is an iterative gain factor. Figure 3.2 shows the information structure for AL2.
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3.4.2b MC for problems with input dependent constraints (AL31

It can be proved that the algorithm AL2 may fail to produce the true optimum when the problem 

has input dependent constraints. The reason for this is that, in contrast to the case without input 

dependent constraints, the optimum conditions for the model-based optimisation problem 

HMM0P1 may not match the Kuhn-Tucker conditions for the real problem HROP at the 

algorithmic solution point because there is, in general, a difference between the derivatives of the 

constraints in the problems HMMOP1 and HROP.

In order to overcome this problem an adjusting term is added to the modifier calculating formula 

to compensate for the derivative difference between IIMMOP1 and HROP, therefore, making up 

the mismatch of the Kuhn-Tucker conditions for HMMOP1 and HROP at the algorithmic solution 

point. The algorithm implementation of this idea is described as follows :

Description of algorithm 2 ÎAL31

Step 1

For given values of v , calculate the modifier A(v) according to :

Ak = A (vk) = qè (vk,vk) - qj, (vk)

+ 2P f i c H v 1"1) ^ ( c H v 1̂ 1) fu(vk ,HK*(vk)) [ HK;(vk) - HKi(vk) ]

In the above

f(c,v) = f(v,HK*(v)) +  [ fc(v,HK*(v)) + fu (v,HK*(v)) HKi(v) ] (c - v) 

cr(c,v) = diag [ (Tx(c,v) , ... , <rm (c,v) ]

(3.51)

(3.52)

(3.53)

with cr.(c,v) = 0 if f-(c,v) < 0 and <7j(c,v) = 1 if f j(c,v) > 0, m is the dimension of f(c,u), and p 

is a penalty coefficient which is normally assumed to be large.
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Step 2

For given Ak solve the model-based optimisation problem HMMOP, decomposed into N 

sub-problems HMMOP-, i = 1, N, with the i^1 sub-problem taking the following form,

(HMMOP)j
{ Si(ci , vk) - ( Af ) Tci + P | |  Wj | | 2 } 

l ’ l J

s.t. fj(cj,vk) + Wj < 0

areDenote ck = [ (ck)^  , ... , (c^ )^  and wk = [ (wk)^  , ... , (w ^)T ] T , where ck and wk 

the short forms for Cj(vk) and Wj(vk ), respectively, the optimum of the itk model-based 

optimisation sub-problem.

The controller set-point vector v is updated using a relaxation technique

vk+1 = vk + ev (ck - vk) (3.54)

where 0 < ev < 1 is the iterative gain factor.

An inspection of (3.51) shows that a compensation term is added to the modifier calculation 

formula to make up the constraint derivative difference between IIMMOP1 and HROP. In fact, 

(3.51) can be rewritten as :

Ak = [ ql  (vk ,vk) + 2pf(ck' 1,vk"1) f(c k”1,vk-1) fu (vk,HK,(vk)) HK;(vk) ]

-  [ q* (vk) + 2pf(ck-1,vk‘1) ^(ck-^vk-1) fu (vk ,HK+(vk)) HK;(vk) ] (3.55)

At the algorithmic solution point, the first part of the right hand side of (3.55) (enclosed by a pair 

of square brackets) will cancel with the Lagrangian of IIMMOP (with Ak being taken out) when p 

approaches infinity. The second part of the right hand side of (3.55) is found to be, as p 

approaches infinity, the Lagrangian of (HROP) when c and v are substituted by the algorithmic 

solution v*.
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It is also observed in the equations (3.51) and (3.55) that instead of 2p f(ck,vk ) cr(ck,vk ), 

2p f(ck~1,vk~1) <r(ck~^,vk~ )̂ is used as the Kuhn-Tucker multiplier (Luenberger, 1984). The reason 

for this is simply because ck and vk are not yet available when calculating Ak. Figure 3.3 

represents the information structure of AL3.

3.5 DOUBLE ITERATIVE LOOP ISOPE ALGORITHMS

The motivation for introducing double iterative strategies is to reduce as much as possible the real 

process iterations at the expense of a possible increase in the off-line iterations because in many 

circumstances the total adjusting time of an optimising control algorithm is dominated by the 

settling time of the control process and, hence, by the number of controller set-point changes. The 

basic idea behind the implementation of such a scheme is to separate the iteration for achieving 

interaction balance from that for controller set-point optimisation. This idea can be realised using a 

double nested iterative loop structure (Shao and Roberts, 1983).

3.5.1 A Double Loop ISOPE Algorithm using Price Coordination (AL4)

In this section a double loop ISOPE algorithm is presented, which can be considered as the double 

loop version of the single iterative ISOPE algorithm presented in Section 3.4.1. A similar approach 

to that used for the derivation of the algorithm presented in Section 3.4.1 may be employed here to 

derive the algorithm. Since the basic idea behind the double iterative strategy is to separate the 

operation of achieving interaction balance from real system iteration, we start the algorithm 

derivation with the following equivalent optimisation problem which takes a slightly different form 

from HE0P1 :

min q ( c, u, a ) c, u,a n ' '
(HE0P2)

s.t.

F (v, HK*(v), a  ) = K* (v) 

u = H K* (c)

(c, u) e c u

V  =  C
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Comparing the optimisation problems HEOP1 and HEOP2 it is observed that the constraint 

u = HK*(v) in HEOP1 has been changed to u = IIK*(c), reflecting the purpose of separating 

interaction balance from real process operation.

The Lagrangian function associated with HE0P2 takes the form 

L ( c , u , v , a  , p , A , £ , p ) = q ( c, u, a ) + pT [ u - H K* (c) ]

+ £T f (c , u ) + AT (v - c) + pT [ F (v, HK*(v), a  ) - K* (v) ] (3.56)

Hence, the optimality conditions (Luenberger, 1984; Roberts, 1979) are

<9T L . <9T q(c , u , a  ) <9Tf(c , u) <9T K*(c) T _  n
~ d T ~ --------Wc----------x + ~ T c — i  + H p - °

dT L _  gT q(c , U  , a  ) dT f(c , u) p _  „
du ~  du + P + du * "  U

[ <9T F (v, HK*(v), a  ) dT K*(v) 1

l dv dv 1

dT L _  dT q(c , u , a  ) <9T F (v, HKfr(v), a  ) 
d a  d a  da

a l L
dp u - HK*(c) = 0

=  v - c  =  0

T
^  =  F (v, HK*(v), a  ) - K* (v) = 0

Îy fy (c , u) =  0 fjj > 0 j G Jj i = 1 , ..., N

(3.57)

(3.58)

(3.59)

(3.60)

(3.61)

(3.62)

(3.63)

(3.64)

Equation (3.63) defines the parameter estimation problem

F (v , HK*(v), a  ) = K* (v) (3.65)
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and the modifier calculation formula is obtained from equations (3.59) and (3.60)

a r 8 T F (v, IIK*(v), a ) _ <9T M v )  1 r dT F (v, HK,(v), « ) 1  _i 
 ̂ d \  <9v * *■ d a  ■*

x r gT g(v , HK,(v) , a  ) 1  

*■ d a  * (3.66)

Through simple calculation it is straight forward to see that the above formula is equivalent to

(3.67)a I dT  F(v , H K,(v) , a) dT  K,(v) 1  dT Q(v , HK,(v) , y)
' ’ '  1  d \  dv J dy

where y = F(v , H K+(v) , a).

Equations (3.57) and (3.58) define the following optimisation problem

s.t.
min |  q (c , u , a) - AT c |  

u = HK*(c)

f (c , u) < 0

In order to transfer the above optimisation problem to a pure model-based one it is necessary to 

replace K*(c) by a model. This model should be a true representation of the reality at the end of 

the iteration for otherwise an inaccuracy in the optimum may occur. In the light of this, a linear 

approximate model is employed to transfer the above problem to the following model-based 

optimisation problem.

min { q (c , u , a) - XT  c }

(HMMOP)

s.t.

u = HK*(v) + HK;(v) (c - v) 

f (c , u) < 0

Using the price coordination method the above model-based optimisation problem can be solved 
hierarchically.
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The lower level optimisation problem for the i*k subsystem is described as follows :

min
ci,ui

(HMMOP)j
{ qi(cj , Uj , d f)  - A?Cj + (pp)T Uj - d ?o  }

s.t. f]

oVIcr

where

T  = [ (pL) HK*(vk) ]j, CU = CUlX X CUN

and the price vector is updated by using the gradient of the dual problem of HMMOP.

Starting from some initial v^ satisfying v^ G C the ktk iteration is described as follows :

Step 1 Apply vk to the real process to obtain the corresponding steady-state measurement K+(vk). 

Determine d k = a(vk) by solving the following equation :

F(vk , HK*(vk) , a) =  K*(vk) (3.68)

Perform additional perturbations about vk and measure the corresponding process outputs to 

compute the finite difference approximation of K*(vk). Finally, calculate the modifier 

Ak = A(vk , d k ) according to (3.67).

Step 2 For given d k and vk , solve the following model-based optimisation problem by using the 
price method

min |  q(c , u , d k) - A1 (vk , d k ) c j

(HMMOP)
s.t.

u = HK*(vk) + HK;(vk) (c- vk)

(c,u) G CU

The solution is denoted by c(vk , d k ) and û(vk , d k ) or ck , ûk for short.

Since HMMOP is to be solved hierarchically using the price method, it is necessary to have an 

inner iterative loop to achieve the interaction balance of the constraints u = HK*(vk) + HK*(vk) 

(c - vk). For given vk and d k , the inner-loop coordination can be described as follows :
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Step 2a For given pk , the inner-loop optimisation problem for the ikk subsystem is 

min {  q-(c- , u- , a k ) - A?c- -f (pk )^u. - d-^c- 1
Cj,Uj F i v i 1 • ' 1 1 V i i ' 1 1 1 J

s.t. (o , m) £ CUj

where

dj =  [ (pL ) HK+(vk) ] ; ,  CU =  CUlX . . .  x CUN

The solution is denoted as êj(vk , â k , p^) and üj(vk , â k , pk ) or ck , ük for short.

Step 2b For given pk , ck and ük , where

P L)T = [ ( e b T -  ( 4 ) T ] “ <1 <*L)T = [ (ü f)T -  (afe)T ]

Calculate pk_k  ̂ according to :

pL + 1  = pL + ep [ (ÜL- H K*(vk) - H K;(vk) (ck - vk) ]

The inner-loop iteration is terminated when pk_kk = pk .

The iterative variable vk is updated according to the following formula

vk + 1  = vk + ev (ck - vk ) (3.69)

where ev is a prescribed gain factor. The iteration is terminated when ck = vk . The configuration 

of this algorithm is illustrated in block diagrams in Figures 3.4 and 3.5.

Remark 1

Inspecting the algorithm, it is not difficult to see from the above description that a double iterative 

structure, which is featured by its two nested iterative loops, is employed. In the outer loop, where 

vk is updated, real process measurements are required to calculate the modifier while, in the inner 

loop, where model-based optimisations are carried out, no real process information is needed to 

achieve the model interaction balance.
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Remark 2

Unlike the previous double loop techniques (Brdys et al. 1986a; Chen et al. 1986; Brdys et al. 1986; 

Hendawy, 1989), the derivatives of the model used in the model-based optimisation are adapted 

each time the inner loop is entered using the derivatives of real process measurements. This is the 

reason why this algorithm is also referred to as the Two-Model approach (Lin, Kambhampati and 

Roberts, 1989). Although the derivatives of the real process are required to update the model, no 

extra set-point changes are needed due to the fact that the derivatives are already available when 

entering the inner loop.

Remark 3

This algorithm can be viewed as an attempt to combine the ISOPE technique with the 

approximate linear model approach. Normally, the original double loop algorithm (Brdys et al. 

1986a) can be very efficient as long as the difference between the model and reality is not too large. 

Therefore, if we can adapt the model to reality, the number of set-point changes is bound to be 

reduced significantly. This is precisely the motivation for combining the ISOPE method with the 

approximate linear model approach.

3.5.2 A Double Loop ISOPE Algorithm using Modifier Coordination (AL5)

In many cases where the process under consideration is of a slow transient nature, it is desired to 

reduce, to the maximum extent, the number of controller set-point changes even at the expense of 

an increase in the number of off-line iterations. This is precisely the motivation of introducing the 

double loop iterative strategy. The major difference between this algorithm and the double loop 

ISOPE algorithm presented in Section 3.5.1 is that in this algorithm instead of the price 

coordinator a modifier coordination mechanism is employed to achieve the interaction balance 

between subsystems. In addition, the improved version of MTS (Lin, Han, Roberts and Wan, 1989) 

rather than the standard MTS method is used in the outer loop for controller set-point 
optimisation.

The basic idea of the presented algorithm is to find the optimum controller set-point in the outer 

loop using a centralised optimising control algorithm and to dedicate an extra iterative loop to the 

hierarchical solution of the model-based optimisation problem which is required by the centralised 

optimising control algorithm. The implementation of the presented algorithm is described below.
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For given v , the outer loop iteration of the presented double iterative strategy may be described 

as follows :

Step 1 Apply vk to the process to obtain the process derivative K*(vk) using process perturbation 

technique (Roberts, 1979; Brdys and Roberts, 1987). Construct u(- , vk), a linear approximate 

model for the process, where

u(c , v) =  IIK*(v) + HK*(v) (c - v) (3.70)

Calculate the modifier according to :

= 9 c(vk . u(yk , yk) ) + qù(vk , u(vk , vk) ) u^(vk , vk) - q*(vk) (3.71)

where q*(vk) is defined in equation (3.26).

Step 2 For given Ak and the linear approximate model u(- , vk) solve the following optimisation 

problem :

mi ic
(HMMOP)

N
n { J 2  ^ ci » ui ) - (Ak)l c }

i= l

s.t. u = u(c , V )

f(cj , Uj) < 0 i = 1, . . ., N

Record the optimum of the above optimisation problem, and then the controller set-point vk is 

updated according to :

vk + 1  = vk + ck (ck - vk)

The iteration stops when vk_k  ̂ = vk .

Since the model-based optimisation problem HMMOP is to be solved hierarchically, an inner loop 

which is nested with the outer loop has to be introduced to achieve the interaction balance. It is 

seen from the above algorithm description that the model-based optimisation problem HMMOP 

can be viewed as the real optimisation problem HROP for the single loop ISOPE method presented 

in Section 3.4.2 (3.4.2b). This makes it possible to solve the optimisation problem HMMOP using
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the above mentioned single loop MC method. Since the formulation HMMOP fits in the algorithm 

description in Section 3.4.2 (3.4.2b), the implementation of the inner loop of the presented 
algorithm is omitted here.

An inspection of the above description shows that the outer loop iteration of the above algorithm is 

virtually the same as an implementation of the improved version of the MTS method (Lin, Han, 

Roberts and Wan, 1989). Therefore, this algorithm is expected to retain the convergence features of 

the improved MTS method in its outer loop iteration. The configuration of this algorithm is 

illustrated in block diagrams in Figures 3.6 and 3.7.

3.6 AUGMENTATION TECHNIQUE 

3.6.1 Introduction to Variable Augmentation

It is often desirable from an implementation point of view that the convergence behaviour of an 

optimising control algorithm is insensitive to the gain selection, since the optimum gain is unlikely 

to be known before the optimum is reached. This can be achieved by introducing augmentation 

terms to the model-based optimisation problem (Brdys, Abdullah and Roberts, 1987; Tatjeweski, 

1985; Lin, Li, Wan and Roberts, 1989).

There are two augmentation techniques which are available for this purpose, i.e. variable 

augmentation and constraint augmentation. The basic idea behind these two techniques is to add 

penalty terms, r  | |  c - v^ | |"  and r  | |  u - u^ | | “ , for variable augmentation, and 

r  | |  u - HF(c , u , a) 11 “ for constraint augmentation, to the objective function of the model- 

based optimisation problem HMMOP to temper the controller set-point optimisation. Usually, 

constraint augmentation or the combination of the two is more effective than variable 

augmentation. It is, however, important to note that the term 11 u - HF(c , u , a) ||^  is generally 

not separable and, therefore, the implementation of the constraint augmentation technique requires 
an extra iterative loop within the algorithm iterative structure. This is also the reason behind the 

use of variable augmentation techniques throughout this chapter.
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It has been reported that by incorporating augmentation techniques in the ISOPE framework the 

convergence behaviour of the ISOPE algorithms may be significantly improved (Brdys, Abdullah 

and Roberts, 1987; Lin, Li, Wan and Roberts, 1989; Amini, Lin and Roberts, 1990; Lin, Amini and 

Roberts, 1990). An explanation for this phenomena is that the introduction of the penalty terms 

mentioned in the previous section has an effect of convexifying the real optimisation problem. In 

fact, some non-convex optimising control problems may be convexified through this approach.

It is also noticed that the introduction of the variable augmentation technique may have different 

convexification effects on the real problem and, hence, results in an improvement of algorithm 

convergence (Amini, Lin and Roberts, 1990; Lin, Amini and Roberts, 1990). This is also justified in 

Chapter 4 in establishing applicability conditions for the algorithm. A possible explanation for this 

is that the introduction of augmentation tempers the controller set-point optimisation and, 

therefore, results in a significant improvement for less efficient iterative algorithms (ISOPE 

algorithms with price coordination) but a possible set back in algorithm efficiency for the more 

efficient algorithms (ISOPE algorithms with modifier coordination), with a decrease in algorithm 

sensitivity to gain selection (Amini, Lin and Roberts, 1990; Lin, Amini and Roberts, 1990).

Apart from convexification there is another important effect brought about by the augmentation, 

i.e. algorithm sensitivity reduction. Generally, an augmented version of an ISOPE algorithm has a 

wider range for iterative gain selection and a flatter sensitivity curve. This can be seen from 

simulation studies included in Chapter 5.

3.6.2 Effect of Augmentation on Convergence and Sensitivity of ISOPE Algorithms
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3.7 SUMMARY

Hierarchical Integrated System Optimisation and Parameter Estimation (ISOPE) algorithms for 

on-line optimising control of large scale industrial processes are presented in this chapter. 

Important issues, such as coordination methods, feedback structure and iterative strategies are 

discussed. Emphasis have been given to a global feedback structure and a new coordination 

strategy called Modifier Coordination (MC). This gives rise to two different single loop ISOPE 
algorithms. These two algorithms can also be converted to double loop ISOPE algorithms by 

employing a double iterative strategy. The variable augmentation technique is introduced and 

integrated with the four presented hierarchical algorithms to improve convergence and to reduce 

algorithm sensitivity. The optimality and convergence of the hierarchical algorithms presented in 

this chapter are investigated in the following chapter.
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Coordinator
px+i = pX + ^  [UX_ <HHK(yx)+HK̂(vx)(cx-vx)> ] 
Calculate Xx = X(vx,<x,px) according to (3.34)

K’(vx)
K*(vx)

Set-Point
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ux,cx i i Xx,Px i i u\cx N N Xx, PxV N

i ’
Subsysten 1 Subsystew N

HMMOP̂ HMMOPN

Model-Based Optinisation

Figure 3.1 The Single iterative ISOPE Method with global feedback
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Figure 3.2 The Modifier Coordination M e t h o d  for problems without Input dependent constraints
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Figure 3.3 The Modifier Coordination Method for probleMS with Input dependent constraints
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Model-Based OptiHisation
111

Parameter Estination and New 
Modifier Calculation

Min <<t(c,u,£x)-XT(vxlix,ix)c + c, u
111 F(vx, HHn(vx),0 = K,(vx)

Cg’(vx,HKM<v}<) ,̂x)4x3tc + 1
4x,!ix,vx Xx = X(v\*x,{x)

[g'(MxlHKN(vx)l̂x)ix]Iu > l Calculate
s.t. iI g'(vx,HK|<(vx),<x)
u = HHM < yx)+HK̂ (vx)(c-vx) i andii gl'l(vx,HH„(vx) ,<x)

Updating Formila
Vx + 1 - vx+̂ (ix_vx} 

<*+l = i x+f <cx-*x>

[X+l

, X + 1

XM(vx)
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Figure 3.4 The Outer Loop Iteration for Algorithm AL4
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Figure 3.6 The Outer Loop for Algorithm AL5
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Figure 3.7 The Inner Loop Iteration for Algorithm AL5
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CHAPTER 4

OPTIMALITY AND CONVERGENCE ANALYSIS FOR 
HIERARCHICAL ISOPE ALGORITHMS

4.1 OPTIMALITY

Optimality of the four hierarchical ISOPE methods presented in Chapter 3 (3.4.1, 3.4.2, 3.5.1 and

provided.

4.1.1 Single Loop ISOPE Algorithms

It is proved that the two single iterative ISOPE algorithms (3.4.1 and 3.4.2) are optimal in the 

sense that the algorithmic solution obtained satisfies the Kuhn-Tucker conditions of the real 
problem.

To simplify the notation we denote the single loop ISOPE algorithm with global feedback, which is 

presented in Section 3.4.1 (Amini, Lin and Roberts, 1990), as AL1, and the single loop ISOPE 

algorithms with modifier coordination, which are described in Sections 3.4.2a and 3.4.2b 

(Lin, Amini and Roberts, 1990), as AL2 and AL3, respectively.

In order to retain mathematical clarity, when investigating the optimality of the iterative 

mechanism in the presented single and double loop algorithms; we need to introduce the following 
definitions.

Definition 4.1

3.5.2) is examined in this section. Sufficient conditions for optimality of these algorithms are

^  = { (v , P) : (v , Hk*(v)) e  CU, v = c (â (v) , A(v , â(v) , p) j (4.1)

(4.2)

and denote as the optimum solution set of ROP.
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T h e  fo llow ing th eo rem  estab lishes o p tim a lity  for th e  a lg o rith m  AL1.

Theorem 4.1

Assume that for every v £ f l,, (v , HK+(v)) is a regular point of the constraints f(c , u) < 0. 
Then, for every (v , p) £ fi, there exists an £ such that (v , p , £) satisfies the Kuhn-Tucker 

conditions for ROP.

Proof

For every (v , P) £ D, ( c (a , A , p) , u (a , A, p) ) is the optimum solution of MOP. Since

(c , u) is a regular point of the constraint f (c , u) < 0 .  There exists an £ such that the Kuhn-
Tucker conditions for MOP, ie

dT L _ <?T q(c , u , a  ) <9T f(c , u) ,  n 
~ S T  ~  d~c A + dc « -  °

()[ L _  dT q(c , u , a  ) 5T f(c , u)
du 3u p du ^

f} (cj , Uj) = 0 , £j > 0 and f  (c‘j , Uj) < 0, i=l,...,N (4.5)

are satisfied.

Substituting (3.24) into (4.3) and (4.5) results in equation (3.29).

Since c = v and u = IIK*(v), it is clear that (3.29) is equivalent to (3.30) which is precisely the 

Kuhn-Tucker conditions for ROP.

QED

(4.3)

(4.4)

Before establishing the optimality for the algorithm AL2, we need the following definition : 

Definition 4.2

Define :

fi = { v : v£C, c(v) = v |
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where c(v) is the optimum of the model-based optimisation problem HMMOP1, defined in Section 
3.4.2a, for given v. Denote Q* as the optimum solution set of ROP.

Theorem 4.2

Let assumption 3.1 be satisfied and assume that every v£fÌ is a regular point of the constraints 

f(c) < 0. Then, for every v£fl, there exists an £ such that (v,£) satisfies the Kuhn-Tucker 
conditions for ROP.

Proof

For every v £ Cl, c(v) is a regular point of the constraints f(c) < 0. Hence, there exists an £ such 

that the Kuhn-Tucker conditions for MOP1, i.e.

qc(c,v) - AT + £T f  (c) = 0 (4.7)

£jfj(Ci) = 0, ¿b > 0 and fj(cj) < 0 , i = 1, ..., m (4.8)

are satisfied.

Substituting (3.49) into (4.7) and v for c in both (4.7) and (4.8) (since c=v for every vgfi) yields : 

q*(v) + Ì T f  (v) = 0 (4.9)

^ifi(vi) = ^  0 and fi(vi) -  °> 1 = 1’- ' m (4-!0)

Expressions (4.9) and (4.10) constitute the Kuhn-Tucker conditions for ROP.

QED

In order to investigate the optimality of the algorithm AL3, first we need to convert the real 

optimisation problem HROP into an equivalent form. It is well known that the real optimisation 

problem HROP is equivalent to the following problem :
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(IIROPP)

s.t.

y = K* (c)

U = Hy

c S ,  { Q ( c ) u ,y )  +  p | |  w | | 2 }

f(c,u) + w < 0

in the sense that the optimum solution set of this problem can be made arbitrarily close to that of 

HROP. The following definition is needed in the investigation of the optimality of algorithm AL3.

Definition 4.3

Define :

f*(v) = f(v,HK*(v)) (4.11)

ft = |  v : v£C, c(v) = v | (4.12)

where c(v) is the optimum of the model-based optimisation problem HMMOP2 for given v as 

described in the algorithm description of AL3. Denote ft* as the optimum solution set of ROP.

Theorem 4.3

Let assumption 3.1 be satisfied and assume that every v£ft is a regular point of the constraints 

f*(v) < 0 and f(v,v*) < 0 for any given v* £ if*. Then, for every v£ft, there exists an £ such 

that (v,£) satisfies the Kuhn-Tucker conditions for HROPP.

Proof

For every v £ ft, (c(v),w(v)) is the optimum solution of HMMOP2. Since v£ft, we have c(v)=v. 

Hence, for any v £ ft, c(v) is a regular point of the constraint f(c,v*) + w < 0. Therefore, there 

exists an £ such that :
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qc(v>v) - A(v) + £ fc(v,v) = 0 (4.13)

£ + 2/9wT = 0 (4.14)

£;[ f*(v) + w ]j = 0 with £j > 0, [ f*(v) + w ]j < 0, i = 1, ... ,m (4.15)

It is not difficult to derive from (4.14) — (4.15) that 

qc(vjv) - A(v) + 2pf(v,v) <r(v,v) fc(v,v) = 0 (4.16)

In fact, if f^(v) < 0 then Wj = 0 for otherwise, a contradiction arises from (4.14). We, therefore, 

conclude that f ^ v )  <  0 when £j >  0 and f^(v) > 0 when £j = 0. Substituting (3.55) into (4.16) 
yields :

q*(v) + 2p f*(v) <r(v,v) f*(v) = 0 (4.17)

Using the same approach as that for deriving (4.16) from (4.13) — (4.15), we can derive from 

(4.17) that :

q*(v) + £f*(v) = 0 and £ + 2pw = 0 (4.18)

[ f*(v) + W  ] j  = 0, i =  1,—,m (4.19)

with

Î} > 0, [ f*(v) + w ] ; < 0, i — l,...,m (4.20)

Expressions (4.18) — (4.20) constitute the Kuhn-Tucker conditions for the equivalent real 

optimisation problem HROPP.

QED

4.1.2 Double Loop ISOPE Algorithms

For simplicity of analysis, we denote the double loop ISOPE algorithm with price coordination, 

which is presented in Section 3.5.1 (Lin, Hendawy and Roberts, 1988b), as AL4, and the double 

loop ISOPE algorithm with modifier coordination, which is described in Sections 3.5.2
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(L in , R o b erts , W an g  an d  W an , 1990), as AL5.

4.1.2a Optimality of Algorithm AL4 

Define

Cl =  |  (v) ; vG C, v =  c(v , a ) j> (4.21)

and denote Cl* as the optimal solution set of IIROP. In the following, ij is denoted as the Lagrange 

multiplier vector associated with the constraints f(- , •).

Theorem 4.4

Let Assumption 3.1 be satisfied, and assume that every v £ Cl is a regular point of the constraints 

f(v , HK*(v)) < 0. Then, for every v £ Cl there exists a rj such that (v , 7 7) satisfies Kuhn-Tucker 

necessary optimality conditions of IIROP.

A proof of this theorem can be constructed following the same approach as that presented by Lin, 
Hendawy and Roberts (1988b) and, hence, is omitted here.

4.1.2b Optimality of Algorithm AL5

It is seen from the derivation of AL5 (Section 3.5.2) that the outer loop iteration of the algorithm 

can be viewed as the standard MTS solution process and the inner loop iteration is designed only 

for the purpose of model-based optimisation. Therefore, optimality of algorithm AL5 can be 

investigated without invoking the details of inner loop iteration. This means that optimality of 

AL5 is covered by that of the standard MTS method for centralised optimisation (Theorem 2.1 in 
Chapter 2) and, therefore, there is no need to repeat the same analysis.

- 117 -



4.2 C O N V E R G E N C E

Convergence analysis is carried out for the four hierarchical ISOPE methods presented in Chapter 3 

(3.4.1, 3.4.2, 3.5.1 and 3.5.2). Sufficient conditions for global or local convergence of these 

algorithms with and without augmentation are provided in this section.

4.2.1 Single Loop ISOPE Algorithms

It is proved that the presented single iterative ISOPE algorithms (AL1 and AL2 and AL3) are 

locally convergent and that the introduction of augmentation improves the convergence of an 

algorithm in the sense that the convergence conditions of the algorithm are relaxed.

4.2.1a Convergence Conditions for Algorithm AL1

The following definitions are introduced to assist the proof of the convergence theorem.

Definition 4.4

Define :

A = { a  : ( v, HK*(v) ) £ CU, F ( v, HK*(v) , a  ) = K*(v) } (4.22)

S1 (v  , r ) = |  (u,v ) : | |  v - v | | 2 +  | |  u - IIK*(v) | | 2 < r2 } (4.23)

s2 (v , r ) = { v : 11 v - v 112 + 11 HK*(v) - HK*(v) 112 < r2 } (4.24)

s3 (P , r ) = |  p : 11 p - p 112 < r2 j  (4.25)

B = { 0  : F ( v, HK*(v) , a  ) = K*(v), ( v, HK*(v) ) 6 CU n Sj( v , r ) } (4.26)
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Definition 4.5

Define :

e*(v) = IIK*(v) - HK+(v^) where v £ fij (4.27)

(4.28)

h(c , v) =  qu (c, HK*(c) , a(v)) (4.29)

Theorem 4.5

Assume ( v, HK*(v) ) 6 CU is a regular point of the constraints f(c , u) < 0. Assume :

(1) K*( • ), f( • , • ) and q( ■ , • , a), a £ A are twice continuously Frechet differentiable.

(2) The constraint set CU is compact.

(3) There exists an r >  0 such that

(a) For every a  £ B, q£ (• , • , a) and qu (• , • , a) are uniformly monotone on CU D Sj( v, r) 

with constant a^(a , r) >  0, where CU is the closure of CU and (v) £

(b) For every a  £ IB, qy ( • , a) is uniformly monotone on S2 ( v, r ) with constant 
ag(a , r) >0.

(c) For every (c , u) £ CU n s^( v , r ), hy (c , v) is twice continuously differentiable.

(d) For every p £ Sg( p , r ), L* ( • , p) is uniformly monotone on s9( v , r ) with constant

a*(r).

(4) The real system and its chosen model satisfy :

2a*(r) - A A*(r) >  A2(r) +
B ^ r )  B2(r)

2a j(r) 2a j(r) (4.30)
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(4.31)a2(r) >  1 A*(r)

where A9(r) = sup A9 
a£B  “

(a , r) > inf a9(a , r) 
~ a £ B  2  ’

a 2(r) >  0

a ,(r)  = inf a, (a  , r) >  0 
a£B  1

B ^r) = sup | |  hy(c , v) | |  , v £

v£S2(v,r), c£S2(v,r)

B2(r) = sup^ | |  HK*(v) | |  , v £ 
v £ s .2 (v . r)

(4.32)

(4.33)

(4.34)

(4.35)

A2(a , r) and A*(r) are Lipschitz constants of qy ( • , a) and L* ( • , p) on s9(v , r), v £ 
respectively.

Then, there exists 0 < < 1 and e2 > 0 such that for every ev £ (0 , e^) and £p £ (0 , e2),
there exists an r such that :

for any (v^, HK*(v®)) £ CD fl s^(v , r), v £ and p̂ * £ Sg(p , r), the sequences { vk }, { pk } 

generated by the algorithm satisfy

lim vk = v and lim p, = p (4.36)
k->oo k-»oo K

Proof

Assume vk £ s2(v , r) and pk £ s^(p , r). Then, from the definition of (ck , uk), the following 
inequality holds (Luenberger, 1984) :

[ q’ (ck , uk, ok) - qj. (vk , HIv*(vk), ok ) - q{, (vk, HK*(vk), a k ) HK;(vk) + q^(vk)

p j  HK*(vk) ] (v - £k) + [ q^ck , uk , Qk) + p j  ] ( HK*(v) - uk ) > (4.37)

Since at the optimum c = v and u = HK+(v), equations (3.27) and (3.28) produce (Luenberger, 
1984) :
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+ [ qii (v, HK*(v), a  ) + p T] ( uk - HK*(v) ) > 0 

Adding (4.38) to (4.37) yields :

q(;(ck , uk , a k) (v - ck) + q^(ck, uk, a k) ( HK* (v) - uk)

+ qi (v, HK*(v), a k ) (ck - V ) + qii (v, HK*(v), a k ) ( uk - HK*(v) )

+ qi (vk, HK+(vk), a k ) (ck - v ) + q{, (vk, HK*(vk), a k ) HKi(vk) (£k - v )

+ q’c (v, HK*(v), a k ) ( v - ck) + q^ (v, HK*(v), a k ) HKi(v) ( v - ck )

+ qj, (v, HK*(v), a k ) ( HK*(v) + HKi(v) (ck - v) - uk )

-  qj, (v, HK*(v), 5 ) ( HK,(v) + HK;(v) (ck - v) - uk )

+ q;(vk) (v - ck) + q i(v) (ck - v) + p j  [ HK*(v) + HK*(vk) (ck - v) - uk ]

+ PT [ uk - HK*(v) - HK;(v) (ck - v) ] > 0 

According to assumptions (3), it is not difficult to derive (Lin, Chen and Roberts, 1988) : 

q^(ck , uk, a k ) (v - ck) + q(1(ck, uk, a k) ( HK* (v) - uk )

+ q ’c (v, HK*(v), a k ) (ck - v ) + qjj (v, HK*(v), a k ) ( uk - HK*(v) )

< - a x(r) [ 11 ck - v | | 2 + | |  HK* (v) - uk | | 2 ] 

and

[ - qii (v > HK*(v), a  ) HK*(v) +  q*(v) - p HK*(v) ] ( ck - v )

q’c (vK, HK*(vk), a k ) (ck - v ) +  q{j (vK, HK*(vk), a K ) HK;(vk ) (ck - v )’ /,,k k\ k \ ttt/? /, k\ /^k —

+  qi (v, HK*(v), a k ) ( v - £k ) +  q[t (v, HK*(v), a K ) H K i(v )  ( v - cK )^  k -k

< a 2W 11 ck - vk 112 +  \  A2(r) 11 vk - v 112 +  \  A2(r) 11 ck - v 112

(4.38)

(4.39)

(4.40)

(4.41)
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q’u (v, HK*(v), o k ) ( HI<*(v) + HKi(v) (ck - v ) - uk )

-  qj, (v, HK*(v), a  ) ( HK+(v) + HlQ(v) (ck - v) - uk )

=  [ Kv , vk) - h(v , v) ] [ ( HK*(v) - uk) + HKi(v) (ck - v) ]

< Bj(r)  | |  u k - H K t (v) vk - v  | |  + B 1(r)B 2(r) | |  vk - v | |  | |  ck - v

+ 0 ( | |  H I i ,(v ) -u K | |

< ( a j W j  €p ) | |  uk -H I(+(v) | | 2 +

v k - v 2 + °(IUk-v II ) llvk"v l|2
Bf(r)

4 ( a ^ r )  - |  ep )
vk - v  112

+ [ al (,) - 5 A2(') ] IU k - • I I2 + 2 Bf f (l) -) II ^  » I I2

+ 0( 11 HK*(v) - u k 11 ) 11 vk - V  112 + 0( 11 c k - V  11 )  11 V k  - V  112

where 0(xr ) means all the terms x, of order r and more. 

q * ( y k ) (v -  C k )  + qi(v) ( C k  - v) + pT [ HK*(v) + HK;(vk) (ck - v) - uk ]

+ p T [ uk- HK*(v) - HI<;(v) ( c k  v) ] =  L;v (vk ,pk) ( V  -  ck) + L;v (v ,p) ( c k  - 

+ ( P - Pk )T (*ik- HK*(v))

L+v (v >P) (ck - v ) — L*v (v ,p ) (ck - v r_k ) + L*v (v,p) (v + - v )

< L* (vk+1,p) - L* (v,p ) - \  a*(r) 11 vk+1 - v 112 + L*v (v,p ) (ck - vk+1) 

= L* (vk+1,p) - p T e*(vk) + p T e*(vk) (vk - vk+1) - q*(v)

+ p T [ e*(vk) + 4 (v k) (ck - vk) ] + pT e;(vk) (vk+1 - ck)

-  i  a*(r) 11 vk+1 - v 112 + L;v (v,p ) (ck - vk+1)

(4.42)

)

(4.43)

(4.44)
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l ; v (vk ,pk ) (v - ck ) =  l ; v (vk ,pk ) (v - vk ) +  q;  (vk ) (vk - Vk + 1)

+  q* (vk ) (vk+1 - ck ) +  pk e ;(v k ) (vk - ck )

<  L* (v ,pk ) - L* (vk ,pk ) - i  a*(r) 11 vk - v 112 +  q* (vk ) (vk - vk + 1 )

+  q* (vk ) (vk+1 - ck ) +  p T 4 (vk ) (vk - ck )

=  q*(v) - q+(vk ) - pk! [ e*(vk ) + e; ( v k ) (ck - vk ) ] +  q; ( v k ) (vk - Vk + 1 )

+  q*(vk ) (vk+1 - ck ) - 1 a* (r) 11 vk - v 112

Substituting (4.44) and (4.45) into the right hand side of (4.43) yields :

L*v (v ,p ) (ck - v )  +  L ;v (vk ,pk ) (v - ck ) +  (p - pk )T (uk- HIv+(v))

=  L* (vk+1 ,p) - L* (vk ,p ) +  L ;v (vk ,p ) (vk - vk + 1 )

(P - Pk )T [ u k - HK+(vk ) - HKUvk ) (ck vk ) ] +  [ L ;v (v ,p) - U v (vk ,p) ] 

(ck - vk + 1 ) - I  a+ (r) 11 vk - V 112 - i  a + (r) 11 vk+1 - v 112

Applying (4.40) — (4.42) and (4.46) to (4.39) produces :

-  \  a 2(r) 11 ck - vk 112 +  \  (  D (r) - a*(r) ) 11 vk - v 112

+  0 (  | |  HKt ( v ) - u k | |  ) | |  vk - v  | | 2 +  0 (  | |  c k - v  | |  ) | |  vk - v  | | 2

-  \  a* W  11 vk - v 112- i  a* (r) 11 vk+1 - v 112 +  L* (vk+1 ,p) - L* (vk ,p)

+  l ; v (vk ,p ) (vk - vk + 1) +  [ l ;  (v , p ) - l ;  (vk , p)  ] (ck - vk + 1)

-  |  Cp 11 u k - HK*(v) 112+  (p - pk ) [ u k - HK*(vk ) - IIK i(vk ) (ck - vk ) ] >  0

(4.45)

(4.46)

(4.47)
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and

D(r) = A2(r) +
Bf(r)

2 [ &1( r ) - | ep ]  [ 2a j ( r )  - A 2(r) ]

According to (3.36), it is not difficult to obtain :

Bf(r) B2(r)

\  II pk + i - P  II2 = 3 II pk - p II2 + eP (Pk - p )T

(4.48)

x [ uk - IIK*(vk) - HK;(vk) (ck - vk) ]

+ \  4  11 uk - HK*(v) + HK*(v)- HK*(vk) - HK;(vk) (ck - vk) 112

2 , „ 2 ,^  11 vk _ -  112
<  \  I I  p k  -  P  I P  +  \  4  [  I I  '  H K * ( V )  I P  +  B 2 «  I I

+ B2(r) || ck - vk ||2 + o( || vk - v  | | 2 ) ]

+ Cp ( pk - p )T [ uk - HK*(vk) - HKi(vk) (ck - vk) ] 

where o(r) means infinitesimal of r.

Applying (4.47) to (4.49) yields :

(4.49)

p k - p  l l 2 - ^  I I  p k + i - p k  l l 2 +  a * W

[ 2a*(r) - (1 - ev) A*(r) - D(r) - 3ep B2(r) +

vk - v I '2 <(r) vk+1 - v i r  >

o l>1> I I 2

1l » k - l I 2
v k  -  V  I I 2

+ [ a 2(r) - (1 - ev + fy) A*(r) - 3cp B^(r) ] 11 ck - vk 112

+ 0 ( | |  HK*(v) - uk | |  ) | |  vk - v  | | 2 + 0(  | |  ck - v  | |  ) | |  vk - v  | | 2

where D(r) is defined in (4.42).

(4.50)

If ev and e2 are chosen such that ev is very near to 0.5 and c9 is sufficiently small, then from 
assumption (4), the following holds :
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2a*(r) - (1 - ev) A*(r) - D(r) > 3e2 B ^r) > 3ep B |(r) 

a 2(r) - (1 - £v + eÿ) A*(r) > 3e2 B2(r) > 3cp B(j(r)

(4.51)

(4.52)

It can be proved, under the assumptions of the theorem, that u(a(v), A(v , p) , p) and c(a(v), 

A(v , p) , p) are continuous with respect to v and p (Lin, Chen and Roberts, 1988; Lin, Hendawy 

and Roberts, 1988b). Hence, from (4.50) — (4.52), there is an r such that for any £ s^(v , r) 

and Pq £ Sg(p i r)> the following holds :

A  11 P k  - p  112 +  A  11 P k + i  ■ p k  112 +  a * w  1 1 y k  - v  112 - a * ( r ) 1 1 y k + 1  -  v  112 >
(4.53)

Furthermore, if vk /  v or ^  v then :

£P Pk -P

Define :

pk+l '  pk IP  + a*(r) v > 0

(4.54)

Z ( V > P ) = H P ' P | | 2 + a*(r) | | V - V | | 2

According to (4.54), Z( . , . ) is well qualified to be a Zangwill function for, if vk ^  v, (4.54) 

strictly holds. On the other hand, it is obvious that if p̂ , = p then ck = vk and (4.54) holds. That 

is, Z (vk , p^) is strictly decreasing provided that vk ^  v or pj, ^  p. It is readily seen that all 

conditions of the Zangwill theorem (Zangwill, 1969; Lin, Chen and Roberts, 1988) are satisfied. 

Therefore, |  vk |  and |  p^ |  strongly converge to v and p, respectively.

QED

Inspecting the assumptions of the theorem, it is observed that the convergence conditions provided 

by Theorem 4.5 are sufficient conditions. In fact, the real restriction in theorem 4.5 is assumption 

(4). However, it is a requirement for the model only rather than the real process. It appears to be 

difficult to verify the assumptions of theorem 4.5 in some circumstances, especially for non-linear 
processes. In practice, however, this algorithm is found to be applicable to many practical 

problems.
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4.2.1b Convergence Conditions for the Augmented Version of AL1

It is observed that the convergence conditions of the algorithm may be significantly relaxed by 

augmentation. The following theorem provides sufficient conditions for local convergence of the 

augmented version of the algorithm. For simplicity of the mathematical proof, we have assumed in 

the proof that r^ = r 2= r . This, of course, will not affect the generality of the analysis.

Definition 4.6

Define :

L*(v , p) = L*(v - P) + Yf  r  11 v - v 112 (4.55)

q*(v) -  q*(v) + t  | |  v - v | | 2 , q(c,u,a) =  q(c,u,a) + ^  r  | |  v - v 112 (4.56)

where r  is the penalty coefficient in the augmented Lagrangian.

BjOO = sup 11 hy(c > v) 11 , v G fiî (4.57)
v € s2(v , r) , c G s2(v , r)

B9(r) = sup | |  HKi(v) | |  , v G fiî (4.58)
v G s2(v , r)

Ao(r) = sup 
v G s2(v r) , c G s2(v , r)

v) | |  , v G Dj (4.59)

A4(r) =  sup_ | |  HKi(v) | |  , v G 
v G s2(v , r)

(4.60)

Theorem 4.6

Assume ( v, HK*(v) ) G CD is a regular point of the constraints f(c , u) < 0. Assume :

(1) K+( • ), f( • , • ) and q(- , • , a), a  G A are twice continuously Frechet differentiable.

(2) The constraint set CU is compact.
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(3) For any r >  0, the following holds :

(a) For every a  £ B, (• , • , a) and q(i (• , • , a) are uniformly monotone on CD PI s^( v, r ) 

with constant a^(a , r) > 0, where :

a i (r) = inf a, (a , r) > 0 (4-61)
1 a£B  1

and CU is the closure of CD, (v) £ fi*.

(b) For every a  £ B, qy ( • , a) is uniformly monotone on s0( v , r ) with constant 

a2 (a , r) >  0, and

inf a9(a,r) = a 9(r) >  0 (4.62)
a£B  " ^

(c) For every (c,u) £ CU fl Sj(v ,r),  hy (c,v) is twice continuously differentiable.

(d) For every p £ Sg( p , r ), L*v ( • , p) is uniformly monotone on S2 ( v , r ) with constant

a*(r).

Then, for any given r >  0, there exist r  >  0, ev = 0.5 and ^2  >  0 such that :

for every ep £ (0 , tg) an^ for any ( v®, HK+(v®) ) £ CU D s^(v , r), v £ Q | and 

p^ £ s3( p , r), the sequences { }, { p^ } generated by the augmented version of the algorithm

satisfy :

lim vk = v and lim p, = p (4.63)
k->oo k-+oo K

Proof

Assume vk £ S2 (v , r) and pk £ Sg(p , r). Then, from the definition of (ck , uk), the following 

inequality holds (Luenberger, 1984) :
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q^(ck, uk, a k) - qi (vk, HI<+(vk), ok ) - q^ (vk, HK*(vk), a k ) HI<Uvk) + q;(vk)

-  p j  HKi(vk) ] (v - ck) + [ qu(ck, uk, ok) + p j  ] (HK*(v) - uk)

+ 2r  (ck - vk )T (v - ck) + 2r ( uk - HK*(vk) )T (HK*(v) - uk) > 0 (4.64)

Since at the optimum c = v and u = HK*(v), equations (3.27) and (3.28) produce (Luenberger, 
1984)

[ - qu (v, HK*(v), 5  ) HK;(v) + <¿(7) - p HKi(v) ] (ck - v)

+ [ qu (v, HK+(v), a  ) - p T ] (uk - HK*(v)) > 0 (4.65)

Adding (4.65) to (4.64) yields :

q^(ck , uk, a k) (v - ck) + qu(ck, uk , a k) (HK* (v) - uk ) + 2r (ck - v ) 1  (v - ck)

+ 2r (uk - HK+(v ))T (HK+(v) - uk) + 2r (HK*(v) - HK*(vk))T (HK,(v) - dk)

+ ql  (v, HK*(v), a k) (ck - v) + qj, (v, HK*(v), ok) (uk - HK*(v))

+ qc (vk, HK,(vk), a k) (ck - v ) + q^ (vk , HK,(vk), a k) HK;(vk) (ck - v)

+ qi (v, HK*(v), a k) (v - ck) + q(j (v , HK*(v) , a k) HKi(v) (v - ck)

+ qu (v , HK*(v) , a k) (HK*(v) + HKj,(v) (ck - v) - uk)

+ 2r (vk - v)T (ck - v) - q i (v, HK+(v), a)  (HK*(v) + HK;(v) (ck - v) - uk)

+ q;(vk) (v - ck) + qj,(v) (ck - v ) + p j  [ HK*(v) + HKi(vk) (ck - v ) - uk ) ]

+ pT [ uk - HK+(v ) - HK;(v) (ck - v) ] > 0 (4.66)

Following the same reasoning as in theorem 4.5 and using assumptions (3), it is readily derived 

(Lin, Chen and Roberts, 1988) :
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+ qi (v, HK*(v), a k) (ck - v) + q¡, (v, HK*(v), a k) (Ûk - HK*(v)) 

+ 2r (ck - v ) (v - ck) + 2t- (ûk - HK*(v )) (HK*(v) - ûk)

< - [ a j(r)  + 2r ] [ 11 ck - v 112  + 11 HK* (v ) - Ûk 112  ]

qc(ck , ûk , a k ) (v - ck ) +  qù(ck , ûk , a k ) (HK* (v) - ûk)

Qc (vk, HK*(vk), a k) (ck - v) + q^ (vk , HK*(vk) , a k) HK;(vk) (ck - v)

+  qj. (v, HK*(v), a k) (v - ck) + q ¿ (v , HK*(v) , a k) HK*(v) (v - ck)

< [ a 2(r) + H  r  ] 11 êk - vk 112 + I [ A2(r) +

+ \  [ Ä 2(r) + }f r ]  11 ck - v ¡I2

vk - v  2

where A 2 (r) =  sup A2  (a , r) and A2 (a , r) is the Lipschitz constant of qy( . , a). 
aElB

qù (vk , HK*(vk), a k) (HK*(v) + HKi(v) (ck - vk) - ûk)

-  qù (v, HK*(v), ä) (HK*(v) + HKi(v) (ck - v) - ük)

+ 2r  (HK*(v) - HK*(vk))T (HK*(v) - ûk)

=  [ h(v , vk) - h(v , v) ] [ (HK*(v) - ûk) + HK;(v) (ck - v) ]

+ 2r (HK*(v) - HK*(vk))T (HK*(v) - ûk)

< BjCr) H ûk -HK*(v)  Il II vk - v | |  +  Bj(r) B2 (r) | |  vk - v | |  | |  ck - v | |

+  i  A3(r) H y k - v  II2  ( Il HK*( v) - ûk II + B 2 (r) | | c k - v  | | )

+ 2r H HK*(v) - ûk II ( B 2 (r) 11 vk - v | |  + \  A4 (r) | |  vk - v | | 2  )

(4.67)

(4.68)
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=  [  B j ( r )  +  2 t  B 2 (r) +  (± ( Ag(r) +  r  A4 (r)) 11 vk - v 11 )  ]

X II ú k - HK * ( v )  ¡I II vk - v II

+ I BlW B2(0 + ( \ B2W A3W + r A4W ) 11 vk - v 11 I 11 ck - v 11 11 yk - v 11

< [ â j ( r )  + 2 r  - I ep ] Il ûk - H K * ( v )  1I I 2 +  ,
4 [

B3 (r,r,vk)

4 [  a j ( r )  +  2r  _  I  ep ]
vk - v  H2

+ [ M r) + r? r - \  a 2 W ] I l èk * v

(4.69)

where :

B 3(r,r,vk ) =  B j ( r )  +  2 r  B 2 (r) +  (  ± A3 (r) +  r  A4 (r) )  11 vk - v 11 (4.70)

B 4 (r,r,vk ) =  B ^ r )  B2 (r) +  (  \ B2 (r) Ag(r) +  r  A4 (r) )  11 vk - v 11 (4.71)

q ;(vk) ( v - ck) + q i(v ) ( ck - v ) + p j  [ HK,(v) + HK;(vk) (ck - v ) - ûk ]

+ p T [ ûk- IIK+(v) - HKi(v) (ck - v) ]

=  £ ; v  (vk, Pk) (v -  ck ) +  L ;v (v,p) (ck -  V  )  +  ( p -  pk ) T  ( ûk- HK+(v) ) (4.72)

L*v( v > P ) ( c " - v )  = L+ v ( v , p ) ( c k - v ~ k ) + L*v (v , p) ( v '+ - v)

< L* (vk + 1  , p) - L+ (v , p ) - ¿ [ a*(r) + r  ] 11 vk + 1  - v 112  

+ L*v (v , p ) ( ck - vk + 1  )

- 130 -



+ PT [ u ,(vk) + u;(vk) (ck - vk) ] + pT u;(vk) (vk + 1  - ck)

-  \  [ a*(r) + r  ] 1 1  vk + 1  - v 1 1 2  +  U v  (v , p ) (ck - vk+1)

U v  (vk ,  pk) ( V  -  ck) =  £ ;v (vk , P k )  ( V  -  vk ) + q ; (vk) (vk -  vk+1)

+ q* (vk) (vk + 1  - ck) + P^ u;(vk) (vk - ck)

< L* (v , pk) - L* (vk , pk ) - 1  [ a*(r) + r  ] 1 1  vk - v | | 2  + q l  (vk) (vk - vk+1) 

+ <U (vk) (vk+ 1 - c k) + pTu; (vk) (vk - ck )

= q*(v) - q*(vk) - p^ [ u*(vk) + u;(vk) (ck - vk) ] + qU vk) (vk - vk+1)

+ q i(v k) (vk + 1  - ck) - I [ a , (r) + f f  r  ] | |  vk - v | | 2

= L* (vk+1 , p) - p 1 u*(vk) + pT u;(vk) (vk - Vk+1) - q*(v)

Substituting (4.73) and (4.74) into the right hand side of (4.72) yields :

L*v (v . p ) 0ck - v) +  l ; v (vk • pk ) (v - c k) +  (p - Pk )T (uk - HK*(v))

*uII (vk+1 , P) - L* (yk , P ) +  L*v (vk . P ) (vk - Vk+ 1)

+  (P -p k)T [ uk- HK*(vk ) - II I(; (vk ) (ck; -  V k )  ]  + [ U v  (v . P) - U v  (vk , P ) ]

(ck - vk + y H a* (r ) +  j f 7 ] l | v k - - I I 2

- H a* (r) - , ] | | v W - v | | 2

Applying (4.67) — (4.69) and (4.75) to (4.66) produces :

(4.73)

(4.74)

(4.75)
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[ a 2(r) +  i f  r  ] 11 c k - Vk 112 +  \  ( D(r,r) - a*(r)  - | |  r )  11 vk - v 112 

+ l | v k+ 1 - v | | 2 - l [ a , ( r) + i-6 r ] | | vk+ l . v | | 2

+ L* (vk + 1  , p) - L* (vk , p) + L ;v (vk , p ) (vk - vk + 1)

+ [ U v  (v , p) - U v  (vk , p) ] (ck - Vk+1) J f p  11 u k - HK*(v) 112  

+ (P - Pk) [ u k- HK*(vk) - HK;(vk) (ck - vk ) ] > 0

where :

D(r,t ) =  [ A 2(r) +  r  ]  +
B3 (r,r,vk)

2  [ a j(r) + 2 r  _ 2  ep ]
+

+
B2 (r , r  )yk)

2 [ 2 ax(r) + ^  t  A2 (r) ]

(4.76)

(4.77)

According to (3.36) :

\  II P k + f P k  I P  = \  H Pk P II2 + £P (Pk - p ) T [ i k - H M v k) - HKi ( v k) (ck - vk) ]

+ \  4  II fik - HK*(vk) - HK*(vk) (ck - vk ) | | 2

< i  11 pk - P | | 2 + | i  ( | | f l k - HK*(v) II2

+ ( B2 (r) + A4 (r) 11 vk - v 11 ) 2  11 vk - v 112  + B2 (r) 11 ck - vk 112  )

+ ep (pk - p)T [ iik - HK*(vk) - IiKi(vk) (ck - vk) ] (4.78)

Applying (4.76) to (4.78) yields :
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k  M pk - P  II2 + <k H pk + 1 - P k  | | 2 +  [a*(r) +  g  r ]  11 vk - v | | 2

-  [ a * ( r )  +  i 6  r ]  | |  v k + 1  -  v  | | 2

> [ 2 ( a*(r) +  r  ) - (1 - ev) ( A*(r) +  yf r  ) '  D(r>r ) - 3ep B9(r) ] 11 yk '  y I P  

+  [ ( a 2(r) +  xf r  ) - (1 - £v +  4 )  ( A+(r) +  r  ) - 3ep B^(r) ] 11 ck - vk 112

(4.79)

where D(r,r) is defined in (4.77) and A*(r) is defined in theorem 4.5.

If ev is equal to 0.5, then the following holds :

2 [ a*(r) +  X? r  ] - 0- - fv) [ A*(r ) +  xf r  1 * D(r>r )

=  2a*(r) - i  A*(r) - D ^ r )  +  ^  r  (4.80)

[ a 2(r) +  xf T ]  - (1 '  fv +  ev ) [ A*(r) +  r  ]

= a 2 (r) A+(r) + - ^  t  (4.81)

where D^(r) = D(r,r) - r

It is seen from (4.80) and (4.81) that the right hand sides of (4.80) and (4.81) will approach +oo as 

t  -* +oo. Therefore, for any given r > 0, there is a r  such that :

2a*(r) - |  A*(r) - Dj(r) + ^  r  > 3e2  B^(r) > 3ep B^(r) (4.82)

a 2(r) - |  A*(0 + r  > 3e2  B^(r) > 3ep B^(r) (4.83)

From (4.82) — (4.83), it is readily seen that if vk ^  v or ck ^  v, then :
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fp 2  + [ a*(r) + | |  r  ] 2

-  [ a*(r) +  ÿ  t  ]
k+ 1  _  v - v ll; > 0 (4.84)

Define :

v - v 2

According to (4.84), Z( . , . ) is well qualified to be a Zangwill function for, if vk ^  V, (4.84) 

strictly holds. On the other hand, it is obvious that if = p then ck = vk and (4.84) holds. That 

is, Z (vk , p^) is strictly decreasing provided that vk ^  v or pj, ^  p. It is readily seen that all 

conditions of the Zangwill theorem (Zangwill, 1969; Lin, Chen and Roberts, 1988) are satisfied. 

Therefore, |  vk |  and |  pj. j- strongly converge to v and p, respectively.

QED

Remark 4.1

It is concluded from Theorem 4.6 that the augmented version of the algorithm is globally 

convergent subject to mild conditions. Therefore, the major restriction of the Theorem 4.3J 

(i.e. assumption 4) is completely relaxed by introducing augmentation. In the proof of Theorem 

4.6, it is assumed that ev = 0.5. However, this can be changed by redefining the coefficients of r  in 

(4.55) and (4.56), i.e.

L*(v , P) =  L*(v , p) +  ¿ r V  -  V
2

q*(v) = q*(v) + ( 2  - 6 )t 1 1  v - v 1 1 2

where 0  < 6 <  2 .

4.2.1c Convergence Conditions for Algorithms AL2 and AL3

Convergence analysis for algorithms AL2 and AL3 is presented in this section. The following 

definitions are needed in establishing the global convergence theorem for the algorithm AL2.
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Definition 4.7

Define the following point-to-set mappings :

in ian , c(v) is the optimum solution set of MOP1 for given v;

d : Rn — Rn X Rn , d(v) =  { (v,c) G Rn X Rn; c G c(v) } (4.85)

w : Rn X Rn —♦ Rn, w(v,c) = |  w G Rn; w = ( 1  - ev)v + evc, 0 < 6 < ev < /?(v) |  (4.86)

where (3(y) is any function of v defined on Rn ;

$  : Rn — Rn , $ = wod (4.87)

Assumption 4.1

It is assumed in this section that q*(-) is continuously differentiable on C and its derivative q^(-) 
is Lipschitz continuous on C with constant A+>0, i.e.

11 q*(c+h) - q;(c) | |  < A* | |  h | | ,  Vc, c+h G C (4.88)

Theorem 4.7

Let assumptions 3.1 and 4.1 be satisfied and assume :

(i) for any given vGC, function q(-,v) is uniformly monotone on C with constant a(v), i.e.

[ qc(c+h , v) - q^(c , v) ] h >  a(v) 1 1  h 1 1 2, a(v) > 0 (4.89)

(ii) function a(-) is upper semicontinuous on C; and

a = inf ■( a(v) \  >  0  

vGC l  J

(iii) function /?(•) in (4.86) is chosen such that :

(4.90)

/?(v) < min { ~  - e, 1 } (4.91)
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where 0 <  <5 < 1, e >  0 and S  +  e < 2 a

Then,

I. the point-to-set mapping $  is well defined and closed on C\fi, where i2 is defined in (4.6);

II. there is at least one cluster point of the sequence {v } generated by the algorithm 

vk + 1  £ <J>(vk) and every cluster point of the sequence {v^} belongs to fi.

Proof

Since the algorithm AL2 may be viewed as a kind of the Improved Modified Two-Step (IMTS) 

method (Lin, Ilan, Roberts and Wan, 1989), the proof of this theorem can be established in the 

same way as found in the proof of Theorem 6  of the given reference (Lin, Han, Roberts and Wan, 

1989).

QED

A local convergence theorem is established for the algorithm AL3. The following definitions are 
introduced for the mathematical clarity of the proof.

Definition 4.8

Define :

b(r) = inf min p ( U(c,v)T f^(c,v) ) 
c,v£S(v ,r)

(4.92)

where p(A) indicates the eigenvalue set of A, v* £ Q with defined in (4.6) and

S(v*,r) = { v ; | | v - v * | | 2 < r 2 } (4.93)

Bj(r) = sup
' j  £S(v ,r) v2 £S( v ,r)

II [ f;(v j) ] T fu (v2 ,HK*(v2)) [ HK;(v2) - HK;(v2) ]

(4.94)

where v* £ fi, f+(v) is defined in equation (4.11).
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B2 (0=  sup 11 [ fc(v,IIK*(v)) + fu(v,HK*(v)) HKi(v) ] T fu (v,HK*(v)) 
vGS(v*,r)

x [ HKi(v) - HKi(v)] | |  (4.95)

L(C)V) = q(c,v) + pf(c,v)T <r(v,v) f(c,v) (4.96)

where <r(c,v) is defined in (4.53).

L*(v) = q*(v) + pf*(v)T <r*(v) f*(v) (4 .9 7 )

where

M v) = [ ^*i(v) ••• <%t (v) 1T (4-98)

with

<r+i(v) ~  while f+i(v) >  0 , and

cr*i(v) = °> while f+i(v) < 0, i = 1, ..., m (4.99)

Here, m is the dimension of f*(v).

Definition 4.9

Define the following point-to-set mappings : 

c : IR11 —*■ IRn , c(v) is the optimum solution set of (HMMOP2) for given v;

$ : Rn Rn , $  = wod (4.100)

where w and d are defined in definition 4.7.
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Theorem 4.8

Let assumptions 3.1 and 4.1 be satisfied and assume :

(i) Q( f( • , • ) and K*( • ) are twice continuously Frechet differentiable;

(ii) f*( • ) is strictly complementary at any v* £ il (Luenberger, 1984);

(iii) L*( • ) is strictly convex at v*, the real optimum of IIROPP;

(iv) for any given r>  0 , assume :

(a) for any v £ S(v*,r), function q(-,v) is uniformly monotone on S(v*,r) with constant a(v,r), i.e.

[ qc(c+h , v) - qc(c , v) ] h > a(v , r) 1 1 h 1 1 2, a(v , r) > 0 (4.101)

(b) function a(-,r) is upper semicontinuous on C; and

a(r)=  inf
v£S(v*,r)

(4.102)

(c) function /?(•) in (4.86) is chosen such that :

(4.103)

where 0  <  6 < 1 , e > 0  and

(4.104)

with A*(r) being the Lipschitz constant of L*(-) over S(v*,r) and, furthermore, the gain factor ev 

is kept unchanged during the iteration;

(iv) there is an r such that :

b(r) > B2 (r) (4.105)
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Then,

I. for any given r>0, the point-to-set mapping $ is well defined and closed on S(v*,r)\{ v* }, 

where v* is the real optimum of IIROPP.

II. there is an r such that for any given initial set-point v̂* £  S(v*,r) the sequence { vk } generated 

by the algorithm vk_k  ̂ £ 4>(vk) is convergent in the sense that the sequence has a unique cluster 
point v*.

Proof

Clearly, assumption (i) means the continuity of c(-) (Findeisen et ah, 1980) and, therefore, from 

assumption (ii), it is not difficult to prove that there exists an r^ such that for any given 

v ^ G S tv * ,^ ) , (4.105) is satisfied and, furthermore, we have (Lin, Chen and Roberts, 1988) :

<r(vk,vk) = ct (ck_ 1, vk_ 1) (4.106)

From assumption (iii), it is clear that for any given r^>0 and p>0, function L*( • , • ,rj,p), 

defined as :

L*(vk,vk"1 ,r1 ,p) = L*(vk) + U  Bl(r l) + B2 (r l ) ]  I V k  -  v k - i (4.107)

is strictly convex at (v*, v*). Therefore, L*( • , • ,rp/d) is strictly convex in a neighbourhood of 

(v*, v*), because assumption (i) ensures the continuity of L + ( • , • ,rpp) up to the second order. 

We first assume that function L*( • , • , r^,p) defined in (4.107) is a descent function with respect 

to the algorithm AL3 over a certain convex set containing (v*, v*), i.e.

M v 'S v ^ r p p )  > L*(vk+ 1 ,vk,r i ,/9 ) (4.108)

where vk is determined according to the updating formula (3.54). This assumption will be verified 
later. Since L*( • , • ,r^,p) is strictly convex in a neighbourhood of (v*,v*), there is an r9  such 

that L*( • , • ,rpp) is strictly convex on the closed ball S(v*,v*,r9), where :

S(v l ’v2 ’ r 2 ) = { (vi>v2 ); (4.109)
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Define :

L1 (r 1 ’r3) =  - .min .  L*( • , • .r,,/))
v 1 ,v2 eS(v*,v*,r2 )\S(v*,v*,r3) 1

and

(4.110)

c (r l ,r3) = { (v1)v2); vii v 2  e S(v*,v*,r3), L+(v1 ,v2 ,r1 ,p) < L ^ r ^ )  } (4.111)

where :

r3  = 5  min j  , r2  j  (4.112)

Suppose that (4.108) is valid over C(r^,r3) then, from the definition of C(rpr3), we conclude that 
if vk , vk~̂  are included in C(rj,r2) so will be (vk_k\ v k).

Now, we are going to verify that (4.108) holds over the set C(r^,r3). Since :

L 1  (r 1  ,r3 ) > i* (v* ,v* ,r v p) (4.113)

one knows that

(v*,v*) G C(r1)r3) (4.114)

Futhermore, from assumption (i) one knows that c(-) is continuous. Therefore, there exists an r, 

0 < r< r3, such that for any given vk~̂  GS(v*,r), we have (v \v ^ ^ )g C (rj,r3).

Since ck is the optimum of MOP2 for given vk, it is seen from the proof of Theorem 4.3 that the 

following holds :

Lc(ck ,vk) - A(vk) = 0 (4.115)

Substituting (3.55) into (4.115) and multiplying by (vk- ck) yields :

{ L£(ck ,vk) - U (vk,vk) + L;(vk) - 2 p [ f(vk,vk) <r(vk,vk)

-  f ( c k- \ v k- 1) (T^k-^vk-1) ] fu (vk,HK,(vk)) [ HKi(vk) - IIK;(vk) ] } (vk - ck ) = 0

(4.116)

- 140 -



Suppose that vk ^£S(v*,r), then, (vk,vk'l)eC (rj,rg). Using the definitions of r^, C(r-pr.^) and 
equation (4.106), (4.116) can be rewritten as :

|  Lc(c^,v^) - Lc(vk,vk) + L*(vk) - 2p [ f(vk,vk)

-  f f c H y k -1) ] <r(vk ,vk) fu (vk ,HK*(vk)) [ HI<;(vk) - HK;(vk) ] } (vk - ck) = 0 (4.117)

Since :

[ f(vk,vk ) - f t c H v k - 1) ] <r(vk,vk) fu (vk,HK*(vk)) [ HK;(vk) - HK;(vk) ] (vk - ck )

= [ f(vk,vk) - f(ck~l,vk) + f(ck l ,vk) - f ^ k ’1^ ' 1) ] a(vk ,vk) fu (vk ,HK*(vk)) 

x [ HK;(vk) - HKi(vk) ] (vk - ck)

= { f(vk ,HK*(vk )) - f^k-^H K ^vk-1)) - (c^ 1  - Vk-1)T [ f^yk-l.H K ^yk-1))

+ fuivk-^HK^yk-1)) H K ^ 1) ] T } *(vk,vk) fu (vk,HK+(vk)) 

x [ HKi(yk) - HK;(vk) ] (vk - 6 k}

> -  [ f yB^r j )  +  B2(r i ) ] 11 c^ 1  - v^ 1  11 11 ck - vk 11 (4.118)

it can be derived from (4.117) that :

U (v k) (vk-ck) > [ a ( rx) + 2 p b(rx) ] 1 1 vk - £k 1 1 2  - 2 p [ ev B ^ )  + B2(r i ) ] 

l h k l - v k l | |  | h k _ vk | |

> [ a ( r i ) + 2 p b(rx) - p (ev B ^ )  + B2(r]l)) ] 1 1 vk - £k | | 2  - p ( ev B ^ rj)

+ B2(r l) ) II v k _ 1  - £ k _ 1  IP  (4.H9)
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Brdys and Roberts (1987) and Lin, Kambhampati and Roberts (1989) show that :

L*(vk) - L*(vk+1) > ev L*(vk) (vk - ck) - A * ^ )  11 vk - ck 112 (4.120)

Substituting (4.119) into (4.120) and using (4.107), (4.105) and (4.103) we obtain the required 

inequality :

L*(vk ,vk ^,rj,p) - L .̂(v ,vk,r^,p) > ev [ iL(r i) + 2 p ( b(r^) -B2 (r j ) )

-  ev ( \  A*(rj) +  2p B1 (r1) ) ] 11 vk - ck 112 > 6 [ a (rj)  + 2p ( b(rj) - B ^ rj)  )

-  i  /?(vk ) (A+(rx) +  Ap Bj(r i )) ] 11 vk - ck 112 > 1 6e (A+(rx) +  Ap B ^ rj))  11 vk - ck 112

(4.121)

Hence, (4.108) indeed holds. Moreover, it is seen from (4.121) that inequality (4.108) strictly holds 

if vk + 1  is different from vk. Therefore, L*( • , • ,rj,p) is qualified to be a Zangwill function 

(Zangwill, 1969) with respect to the algorithmic mapping $ defined in (4.100). It can be proved, 

following the same process as used by Brdys and Roberts (1987) and Lin, Wang and Roberts 
(1989), that the algorithmic mapping $ is closed. Furthermore, for any given r  ̂ and r^, C(rprg) is 

compact and vk G C^r^rg), k=l, 2, ... if v^ E S(v*,r). Therefore, all the assumptions for 

Zangwill’s Convergence Theorem are satisfied (Zangwill, 1969). From Zangwill’s Convergence 

theorem, we know that algorithm AL3 is convergent. Finally, the uniqueness of the cluster point of 

the sequence follows from the strict convexity of L*( • , • ,r^,p) and the uniqueness of v*.

QED

It has been proved that the introduction of a variable augmentation technique improves the 

convergence of the algorithm AL2 and reduces the sensitivity of the algorithm efficiency to the gain 

factor selection (Brdys, Abdullah and Roberts, 1987; Lin, Li, Wan and Roberts, 1989). We are now 

going to prove that this statement remains true for the algorithm AL3. The following theorem 
provides sufficient conditions for local convergence of the Augmented AL3.
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Theorem 4.9

Let assumptions 3.1 and 4.1 be satisfied and assume :

(i) Q( • , • , • ) ,  f( • , • ) and K*( • ) are twice continuously Frechet differentiable;

(ii) f*( • ) is strictly complementary at any v*gQ;

(iii) L*( ■ ) is strictly convex at v*, the real optimum of HROPP;

(iv) for any given r > 0 , assume :

(a) for any veS(v*,r), function q(-,v) is uniformly monotone on S(v*,r) with constant a(v,r), i.e.

[ q^(c+h , v) - qc(c , v) ] h > a(v , r) 1 1  h 1 1 2, a(v , r) > 0 (4.122)

(b) function a(-,r) is upper semicontinuous on C; and

a(r)_= inf
v£S(v*,r)

(4.123)

(c) function /?(•) in (4.86) is chosen such that :

(4.124)

where 0 < 6 < 1 , e> 0  and

(4.125)

with A+(r) being the Lipschitz constant of L*(-) over S(v*,r) and, furthermore, the gain factor ev 

is kept unchanged during the iteration;

Then,

I. for any given r>0, the point-to-set mapping $ is well defined and closed on S(v*,r)\{v*}, where 

v* is the real optimum of IIROPP;
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II. there is an r and r  such that for any given initial set-point v^GS(v*,r) the sequence {vk} 

generated by the Augmented AL3 mapping £<I>(vk ) is convergent in the sense that the
sequence has a unique cluster point v*.

Proof

Clearly, assumption (i) implies continuity of c(-) (Findeisen et ah, 1980) and, therefore, from 

assumption (ii) it is not difficult to prove that there exists an r^ such that for any given 

vk_1 6 S(v*,r1), we have (Lin, Chen and Roberts, 1988) :

<r(vk ,vk) = rr(ck - 1  ,vk_ 1) (4.126)

From assumption (iii), it is clear that for any given r^>0 and p>0, function L*( • , • ,r|,p), 

defined as :

L*(vk ,vk' 1 ,r1 ,p) = L*(vk) + ^  [ ev B ^ )  + B ^ )  ] (4.127)

is strictly convex at (v*,v*). Therefore, L*( • , • ,rj,p) is strictly convex in a neighbourhood of 

(v*, v*), because assumption (i) ensures the continuity of L*( • , • ,r^,p) up to the second order. 

We first assume that function L*( • , • , r^,p) defined in (4.126) is a descent function with respect 

to the Augmented AL3 over a certain convex set containing (v*, v*), i.e.

M v ^ v ^ . r p p )  > L + (vk+ 1 ,vk,r i ,p) (4.128)

k •where v is determined according to the updating formula (3.54). This assumption will be verified 

later. Since L*( • , • ,r^,p) is strictly convex in a neighbourhood of (v*,v*), there is an r9  such 

that L*( • , • ,rpp) is strictly convex on the closed ball S(v*,v*,r2), where

S(vTv2’r2) = { (vl ’v2); II V 1  - v* IP  +
* 2 ^  2 

v 2  - v II ^  r 2
(4.129)

Define :

L, (r, ,rQ) =  min L*(
v 1 , v 2 6 S ( v  , v  ,r2 )\S(v ,v ,r3)

>r i,p) (4.130)
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and

c (r l , r3) =  |  (vltv2); v 1 ) V 2  6  S(v*,v*,r3), M v ^ v ^ r^ p )  < L ^ r ^ )  } (4.131)

where

r3 =  3 min { r l ,r2 } (4-132)

Suppose that (4.128) is valid over C(r^,r3), then, from the definition of C(r^,rg) we conclude that 

if vk , vk _ 1  are included in C(rj,r2) so will be (vk_k\ v k).

Now, we are going to verify that (4.128) holds over the set C (rj,r3). Since :

Ll( rl ,r3) >  L*(v*,v*,r1,p) (4.133)

one knows that :

(v*,v*) G C(r i ,r3) (4.134)

Furthermore, from assumption (i) one knows that c(-) is continuous. Therefore, there exists an r, 

0 < r< r3, such that for any given vk4 £S(v*,r), we have (vk,vk4 )£C (rj,r3).

Since ck is the optimum of HMMOP2 for any given vk, it is seen from the proof of the Theorem
4.3 that the following holds :

Lc(ck - vk ) - A(vk) + 2t (ck - vk) = 0 (4.135)

Substituting (3.55) into (4.135) and multiplying by (vk - ck) yields :

{ U (ck ,vk) - U (vk,vk) + L;(vk) + 2p [ f(vk ,vk) <r(vk,vk)

-  f(ck-1 ,vk_1) a(ck A ,wk A ) ] Fu (vk,HIv+(vk)) [ HKi(vk) - HK;(vk) ] } (vk - ¿k)

= 2r | |  ck - vk | | 2  (4.136)
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Suppose that vk ^£S(v*,r), then, (vk,vk ^)GC(rj,rg). Using the definitions of r^, C(rj,rg) and 

equation (4.126), (4.136) can be rewritten as :

{ U (ck,vk) - U (vk,vk) + L;(vk) + 2p [ f(vk ,vk)

-  f i c ^ 1^ - 1) ] <r(vk ,vk) fu (vk,HKt (vk)) [ HKi(vk) - HK;(vk) ] } (vk - ck )

=  2r | |  ck - vk | | 2  (4.137)

Since :

[  f(vk,vk) -  (-(ck-1^ - 1) ]  < T ( v k , v k )  fu(vk ,HK*(vk)) [  HK;(vk) - HK;(vk) ]  ( v k  -  £ k )

= [ f(vk,vk) - f t c k 'V )  + f(ck_1 ,vk) - fick-i.yk-1) ] cr(vk ,vk) fu (vk,HK+(vk)) 

x [ Hfc;(vk) - IlK;(vk) ] (vk - ck)

= { f(vk ,HK,(vk)) - fivk-i.HK^yk-1)) - (ck- 1 -vk-1)T [ f^yk-^H K ^yk-1))

+ fuivk-i.HK^yk-1)) H K ^yk '1) ] T } <x(vk,vk) fu (vk ,HK*(vk)) 

x [ HKl(yk) - HKi(vk) ] (vk - ck)

> -  [ fv B j(rj) + B2 (rj) ] | |  ck _ 1  - vk _ 1  | |  11 ck - vk 11 (4.138)

it can be derived from (4.137) that :

L;(vk) (vk - ck ) > [ a(rj) + 2 r  + 2 p b(rj) ] 1 1 vk - ck 1 1 2

~  2 p [ £V Bj(r i ) + B2(r i ) ] 1 1 c ^ 1  - yk' 1  | |  1 1  ck - vk 1 1  

> [ a(rj) + 2 r - p (fv B j(r i ) + B ^ )  - 2 b(rj_)) ] 1 1  vk - ck 1 1 2

-  p (ev B jirj) + B2(r i )) ] 11 vk _ 1  - ck _ 1  112  (4.139)
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Furthermore, (Brdys and Roberts, 1987; Lin, Wang and Roberts, 1989b),

L*(vk) - L*(vk+1) > ev L*(vk) (vk - ck) - A * ^ )  11 vk - ck 112  (4.140)

Substituting (4.139) into (4.140) and choosing r  such that : 

t - p ( B2 (r1) - b (r^  ) > 0 (4.141)

yields :

L*(v jV iTj,/?) - L*(v ,vk,rp/>) > cv [ a(r ]̂ ) '  ev ( ^ A+(r^) + 2p B^(r^) ) ] 

x | |  vk - ck | | 2  (4.142)

Using (4.127), (4.125) and (4.123) we obtain from (4.141) the required inequality :

L*(v ,v ,r^,p) - L*(v ,vk ,r^,p) > ev [ a(r^) - ev ( ^ A*(r^) + 2 p B^(r^) ) ]

*l|vk-£k ||2

> « [ » ( ' , ) - 5  i  h l<) ( A * ( r ,> 4 ^ B |( r . ') )  ] 1 1 »k - e k | | 2

> A <5c ( A*(r i ) + 4p B ^ r^  ) 11 vk - ck 112  (4.143)

Hence, (4.128) indeed holds. Moreover, it is seen from (4.143) that inequality (4.128) strictly holds 

if vk + 1  is different from vk. Therefore, L*( • , • ,r^,/?) is qualified to be a Zangwill function 

(Zangwill, 1969) with respect to the algorithmic mapping defined in (4.100). It can be proved, 

following the same process as used by Brdys and Roberts (1987) and Lin, Kambhampati and 
Roberts (1989), that the algorithmic mapping 4> is closed. Furthermore, for any given r j and r  ̂

C(rj,rg) is compact and vk € C^r^r^), k=l, 2 ,... if v^£S(v*,r). Therefore, all the assumptions 

for Zangwill’s Convergence Theorem are satisfied (Zangwill, 1969). From Zangwill’s Convergence 

theorem, we know that algorithm AL3 is convergent. Finally, the uniqueness of the cluster point of 

the sequence follows from the strict convexity of L*( • , • ,rp/j) and the uniqueness of v*.

QED
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Comparing the assumptions made in Theorems 4.8 and 4.9 one may observe that the assumption 
(iv):

b(r) > B2 (r) (4.144)

in Theorem 4.8 is no longer existent in Theorem 4.9. This means that the convergence conditions 

of AL3 are significantly relaxed because assumption (iv) is in fact a key condition imposed on the 

real process.

4.2.2 Double Loop ISOPE Algorithms

It is proved by Lin, Hendawy and Roberts (1988b), subject to nearly the same assumptions made 

by Brdys, Abdullah and Roberts (1986) for the convergence of a single loop ISOPE algorithm, that 

the double loop algorithm AL4 is locally convergent. The convergence theorem as well as its proof 

may be found in the given reference (Lin, Hendawy and Roberts, 1988b).

As mentioned in Section 4.1.2b, the outer loop iteration of the double loop algorithm AL5 is 

equivalent to the iteration of the centralised MTS method. It is also observed in the description of 

the algorithm that the inner loop iteration is equivalent to the iteration of the single loop ISOPE 

algorithm AL3 if the model-based optimisation problem of AL5 is treated as the real optimisation 

problem HROP for AL3. Therefore, subject to similar conditions for the convergence of the 

improved version of the MTS method (Lin, Han, Roberts and Wan, 1989), the outer loop iteration 

of the double loop ISOPE algorithm AL5 is globally convergent. It can also be proved by referring 

to Theorem 4.8 that the inner loop iteration of the algorithm is locally convergent.
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4.3 Summary

Optimality and convergence of the single and double loop ISOPE algorithms (ALI—AL5) 

presented in Chapter 3 is thoroughly investigated. It is proved in this chapter subject to mild 

conditions that all these algorithms are optimal in the sense that every algorithmic solution 

satisfies the Kuhn-Tucker conditions for the real optimisation problem.

Going through the convergence analysis presented in this chapter, it is realised that the 

convergence conditions for double loop ISOPE algorithms are generally easier to satisfy than those 

for single loop ISOPE algorithms. A possible explanation for this is that at the expense of an 

increase in off-line calculation double loop algorithms have, in a sense, separated set-point iteration 

from interaction coordination resulting in a favourable situation for outer loop convergence.

It is also noted in the convergence analysis that by introducing variable augmentation it is possible 

to further relax the convergence conditions of the algorithms. In fact, the local convergence feature 

of the single loop algorithm AL1 can even be made global by increasing the penalty coefficient for 

the variable augmentation term. The reason for this is that the introduction of augmentation terms 

convexities the real problem. The convergence results achieved through theoretical analysis on the 

hierarchical optimising control algorithms, presented in Chapter 3, may also be verified by using 

computer simulation techniques, as shown in the following chapter.
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CHAPTER 5

SIMULATION STUDIES FOR HIERARCHICAL 
ISOPE ALGORITHMS

5.1 INTRODUCTION

It is usually considered important either from an industrial application point of view or from an 

algorithm development point of view that any newly developed optimising control algorithm 

should be tested in a simulated environment before it is applied to a real situation.

This is achieved by using a computer simulation technique in which the real process is simulated 

by a set of non-linear simultaneous equations. For each given controller set-point, the solution of 

these simultaneous equations is computed and treated as the real process measurements.

Three important factors are usually included in the analysis of the simulation results, which are : 

(a) convergence features of the algorithm; (b) algorithm efficiency; and (c) algorithm sensitivity. In 

the convergence feature analysis, the convergence of the performance index or augmented 

Lagrangian, the controller set-point vector and the coordinator, is investigated through a careful 

study of the corresponding convergence curves. The algorithm efficiency is characterised by the 

on-line efficiency and the off-line efficiency of the algorithm. Finally, the algorithm sensitivity is 

studied by perturbing the operation parameters such as iterative gains.

The purpose of this chapter is to test the presented hierarchical optimising control algorithms using 

computer simulation techniques and to compare these algorithms so that general guidelines to the 

algorithm specification in the practice of optimising control can be obtained.

5.2 DESCRIPTION OF THE EXAMPLES

The hierarchical ISOPE algorithms presented in Chapter 3 (ALI—AL5) have been tested, using a 

computer simulation technique, against three numerical examples. The three different testing 

examples are described mathematically as follows :
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EXAMPLE 5.1

This example consists of two subsystems. Although the system mapping of this example is linear, 

the problem is rather difficult to solve because the inequality constraints are non-linear and tight 
at the optimum. The model and reality take the form :

y^l — 1.3c^j - 0.5cjq + a 11

y21 -  1-2c21 - c22 +  u21 +  a 21

y22 -  2-2c22 ■ °-6c23 '  u22 + a 22

y*2 = 1.4cj2 - 0.6c12 + 1.8UJJ

y 2 1  _  1 , 3 c 2 1  '  1 ‘ l c 2 2  + 1 - l u 2 1

y22 -  2 . 3 c 2 2  -  0 . 7 c 2 3  -  l . l u 2 1

The performance index is a summation of the subsystem indices :

Ql =  (y n  - ! ) 2  + + c2 2

Q2  = 2 (y2 1  - 2 )“ +(y 2 2  - 3)“ + c ^  + c| 2  + c| 3

Q = Qj + Q2

The subsystem constraints are :

CUj =  |  (cj , u^) € R3  : | c^j | < 1  , i = 1 , 2  and 0 . 8  - c^ 9  - 0 .6 u ^  > 0  } 

O J 9  = { (c2  , u2  ) G R4  : I c2i I < 1 , i =  1, ..., 3 and 

2.04 + 1.5u2 1  - c2 1  - c2 2  -c^ 3  > 0 |
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The interaction constraints are :

U 1 1  = ^ 2 1  

U 21 ~  y ll

EXAMPLE 5.2

This is a larger example consisting of three subsystems. It may be seen from the following 

simulation studies that a hierarchical optimisation scheme is more favourable than a centralised 

one for this problem. The model and reality of the example are :

y fl — 1.3CjJ “ O.ÔCjrj + ^UH a 11

y2 1  _  1 .2 c2 1  - c2 2  + u2 1  + a 21

y 22 -  2.2c22 - 0.6c23 - u22 +  a 22

y31 “  C31 +  2c32 ' 4‘5u31 + 31

*
y22 “

*
y31 =

1.4c11

1.3c21

2.3c,22

0 .8 c31

- 0.6c12

- l.lc 2 2

- 0.7c23 

+ 2.5c3 2

+ 1 .8 u ^

+  L1u21

- l-lu 2 2

- 4.2u3 1

The performance index is :

Q =  Q j  +  Q 2 +  Q 3
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where

Qi -  (y n  - 1 ) 2  + Cn + c“i 2

Q2  =  2 (y2 1  - 2 )“ +(y 2 2  - l ) 2  + + < | 2  + ciJ3

Q3  = (y3 J • 3)“ + c|j + 1-5 Cgr,

The subsystem constraints are :

CUj = |  (c  ̂ , u^) € : | cjj | < 1 , i = 1, 2  and 0 . 8  - c ^ -  0 . 6  > 0  }

CU2  = |  (c2  , u9) 6  R5  : | c2i| < 1  , i =  1 , ..., 3 and

" C21 ' c22 " c23 + L 5 u2 1 + 2-04 -  0  }

CU3  = |  (eg , u3) 6  R^ : | c3 j| < 1  , i =  1 , 2  and 2 . 0  - - 2 c3 2  + u^^ > 0  |

The interaction constraints are :

uH = y 2i 

U 2 1  =  ^ 1 1  

u22 = y31 

U31 = y22
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EXAMPLE 5.3

This is an example consisting of three subsystems. Unlike Example 5.2 the system mapping in this 

example is non-linear. Hence, this example is the most difficult one amongst the three presented 

examples. The real system is described by the following equations :

y — 1.4c^j - 0.6c^ 9  T 0.2ujj T 0.15 ci 2 lll l

y21 ~  1,3c21 ‘ 1,lc22 + ° 'lu21 + 0,lc22u21

y22 = 2-3c22 '  0-7c23 + c23 '  ° '2ul l  ~ °-lu22

y31 ~  ° '8c31 + 2'5c32 '  ° ’lu31 + ° 'lc31u31

The performance index is a summation of the subsystem indices :

Qi = (y1 1  * i ) 2  + ci i  + c2 2

Q2  = 2(^21 ’ 2)~ (^22 ’ ^  c21"*" c22 c23

^3 = (y31 '  3 ) 2  + y21 + 2y22 + 3’6y31 + L3yl l  + c31+ L5c32

Q =  Q j  +  Q 2 +  Q3

The subsystem constraints are :

CU1  =  |  (Cj , u : ) e R3  : | cH | < 1 , i =  1, 2 and -0.3 - (-0.6 + cn ) un  < 0 }

CU9  = |  (c2  , u9) e R5  : I c2i| < 1 , i = 1, ..., 3 and -2.0 - 1.5u2  ̂ +  c |j  -f c9 9

+c23 -  0  }

CUg = |  (eg , Ug) 6  R3  : | Cgj| < 1 , i = 1, 2 and 0.3 - Ugj - 0.5cgjUg^ < 0 j
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The interconnection of the subsystems assumes a loop structure as follows :

U 1 1  = * 2 1  

U21 =  y22 

u22 = y31 

U31 = yl l

A process model required by the Single Loop algorithm AL1 is chosen as follows : 

y ^  =  1.3cjj - 0.5c 2̂ +  0.2u-q  +

y 2 1  =  1 - 2 c 2 1  '  1 , 0 c 2 2  + ° ' l u 2 1  +  a 2 

y9 2  —— 2 .2 c2 2  ~ 0 .6 c^^ ■ 0 .1 2 u9 9

y31 =  L0c31 + 2'0c32 '  °*lu31 + a 4

5.3 SIMULATION RESULTS

Simulation results of the algorithm AL1, with and without augmentation, for Examples 5.1, 5.2 

and 5.3, with the best gain for different penalty coefficients, are shown in Tables 5.1 and 5.2. 

Figures 5.4 and 5.5 show the sensitivity of the algorithm AL1 to the iterative gain varying with the 

augmentation coefficient r  in solving Example 5.1; while Figures 5.1, 5.2 and 5.3 represent the 

convergence of the real performance, the price coordination vector and the controller set-point 

vector during the course of iteration. Figures 5.6, 5.7, 5.8, 5.9 and 5.10 are the equivalents to 

Figures 5.1, 5.2, 5.3, 5.4 and 5.5, representing the behaviour of the algorithm, when solving the 
second example.
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The simulation results of algorithms AL3 and AL5, with the best gain factor, are shown in Table

5.2 and Table 5.3. Table 5.2 and Table 5.3 also show comparisons of convergence between AL1 and 

AL3, and AL3 and AL5, respectively. Figures 5.11 and 5.12 provide a comparison of convergence 

between algorithms AL1 and AL3. Figures 5.14 and 5.15 show a comparison of convergence 

between algorithms AL3 and AL5. The simulation results for algorithm AL4 are given by Lin, 
Hendawy and Roberts (1988b).

An inspection of Table 5.1 and Figures 5.4, 5.5 and 5.9, 5.10 shows that the sensitivity of 

algorithm AL1 to the selection of the gain factors is significantly reduced as the penalty coefficient 

in the augmented Lagrangian increases. Just as concluded in the convergence analysis of algorithm 

AL1 (Theorem 4.5), the introduction of the augmented Lagrangian to the model-based 

optimisation problem relaxes the convergence conditions of the algorithm, as is also seen in Table

5.1 and Figures 5.4 and 5.9, in that the number of real system iterations is significantly reduced 

after augmentation. The reason for this is that augmentation convexifies the problem and, 

therefore, improves the convergence behaviour of the algorithm. It is worth mentioning that mainly 

due to the global feedback structure of AL1, the real performance converges in such a desirable 

manner that curves shown in Figures 5.1 and 5.6 appear to be sharply descendant and, after a few 

iterations, the optimum performance is nearly achieved.

It is seen in Table 5.2 that algorithm AL3 converges faster than algorithm AL1 even without 

augmentation. The reason for this is that the convergence of the modifier coordination mechanism 

tends to be faster than the price coordination method; hence, little improvement is made by 

applying an augmentation technique. It is, however, worth mentioning that the introduction of the 

augmentation technique may help to relax the applicability conditions of the algorithm and to 

widen the range for selecting the gain factor as shown in Figure 5.13. It is interesting to observe in 

Figures 5.11 and 5.12 that although algorithm AL3 requires less iterations than algorithm AL1 to 

reach the optimum, the convergence of the algorithm in the first few iterations appears to be slower 

than in algorithm AL1. This means that AL3 has a better tail convergence behaviour than AL1, 

while the latter has more favourable convergence features in the first few iterations. A zigzag is 

spotted in Figure 5.11 during the course of convergence for the presented algorithm. A possible 

explanation is that in Theorems 4.8 and 4.9, monotonic convergence is ensured only for the 

Augmented Lagrangian L* rather than the real performance index.
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An inspection of Tables 5.2 and 5.3, and Figures 5.11 — 5.16, shows that the smallest number of 

real system iterations is required by algorithm AL5, compared to that required for algorithms AL1 

and AL3. The reason for this is that the convergence of the double iterative algorithm AL5 is 

dominated by its outer loop iterations and the convergence feature of its outer loop iteration is 

basically the same as that of the improved MTS method (centralised case). It is also observed that 

this advantage is obtained at the cost of an increase in the number of inner loop iterations which is 

performed in an off-line manner.

5.4 COMPARATIVE STUDY

Based on the above analysis of the simulation results, the following conclusions are reached which 

can serve as general guidelines in the practice of optimising control.

5.4.1 On-line Efficiency

In terms of on-line efficiency, which is characterised by the required number of real system 

iterations, it is concluded that the double loop ISOPE algorithm AL5 is the most efficient of the 

optimising control algorithms investigated. It is, therefore, considered that the algorithm AL5 is 

the most suitable choice for cases where the process adjusting time is dominated by the number of 

its controller set-point changes, for instance when the transient of the process is slow (Lin, 

Hendawy and Roberts, 1988b; Lin, Kambhampati and Roberts, 1989).

5.4.2 Off-line Efficiency

It is well recognised that in some circumstances the total efficiency, which is expressed by the total 

number of algorithm iterations, is of particular importance, for instance when the transient of the 

process is fast and there is a limitation in the real time computing power. In these cases, since the 

off-line efficiency of an algorithm is of the same importance as the on-line efficiency, the single 

iterative algorithms AL1 and AL3 appear to be superior over the double iterative algorithm AL5. 

Although in most of the cases mentioned above, AL3 seems to be more efficient than AL1, there 

are situations for which AL1 is superior to AL3 (Amini, Lin and Roberts, 1990; Lin, Amini and 
Roberts, 1990).
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5.4.3 Algorithm Sensitivity

It is concluded that, by introducing the augmentation technique, the algorithm sensitivity to the 

selection of the iterative gain factor is significantly reduced, resulting in an increase in the 

algorithm robustness. As is seen from the simulation results, the reduction in algorithm sensitivity 

is found to be of less significance for algorithms AL3 and AL5 than it is for algorithm AL1. This is 
a reason why the augmented version of AL1 is usually preferred to the standard version.

5.5 SUMMARY

In this chapter, the presented hierarchical single and double loop ISOPE algorithms have been 

tested against three numerical examples using computer simulation techniques. Emphasis has been 

put on issues such as convergence features, algorithm sensitivity and robustness which are 

considered essential in application of on-line optimising control. In order to derive general 

guidelines for algorithm specification in optimising control, a comparative study of the presented 
algorithms is provided.
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Example GPQpt GVopt GP GV r l r 2
N RGopt Qopt

0 . 6 6 0.3 0.0-0.62 0.0-0.32 0 . 0 0 . 0 28 5.92767 5.928
1 0.87 0.3 0 .0 - 1 . 0 0.0-0.5 0.5 0.5 2 1 5.9277

1 . 1 0.4 0.0-1.25 0.0-0.85 1 . 0 1 . 0 2 0 5.9277
1.5 0.55 o 0 1 0 .0 - 1 . 2 2 . 0 2 . 0 2 2 5.9278

0.4 0.08
O

1
oo

0.0-0.25 0 . 0 0 . 0 103 5.0557 5.057
2 1.03 1 . 2 1

oo

0.0-1.25 1 . 0 1 . 0 38 5.05697
1.9 1 . 6 0.0-1.95 0.0-1.65 2 . 0 2 . 0 34 5.056
1.9 1.7 O 0 1 to o 0 .0 - 1 .7 3.0 3.0 38 5.0567

Table 5.1 Simulation results of ALI for Examples 5.1 and 5.2

GP0pt : Optimum gain for price

o < o "O Optimum gain for input

T 1  ’ t 2  : Augmentation coefficients

N : Number of iterations

RGopt : Real optimum performance index

Gopt ■ Optimum performance index
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Algorithm GVopt r l t2 N RQopt Qopt

AL1 0.45 0.5 0.5 22 12.3027 12.3

AL3 0.39 0.0 0.0 13 12.2993 12.3

Table 5.2 Simulation results of AL1 and AL3 for Example 5.3

GVopt : Optimum gain for input

r l ’ r 2 : Augmentation coefficients

N : Number of iterations

RQ o p t: Real optimum performance index

Qopt ' Optimum performance index
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Algorithm GVopt r l t2 N RQopt Qopt

AL3 0.39 0.0 0.0 13 12.2993 12.3

AL5 1.2 0.0 0.0 9 12.2976 12.3

AL5 1.2 0.5 0.5 10 12.2976 12.3

Table 5.3 Simulation results of AL3 and AL5 for Example 5.3

GVopt : Optimum gain for input

r l ’ r 2 : Augmentation coefficients

N : Number of iterations

RGopt : Real optimum performance index

Qopt ■ Optimum performance index

- 161 -



Figure 5.1 Convergence of Performance Index for AL1 (Example 5.1)
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X I O - 1

Figure 5.2 Convergence of Interaction Balance for ALI (Example 5.1)

X 1 0 - 2

Figure 5.3 Convergence of Controller Set-Point for ALI (Example 5.1)
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Figure 5.4 Sensitivity of Gain for Set-Points for AL1 (Example 5.1)

X 1 0 1

Figure 5.5 Sensitivity of Gain for Price for AL1 (Example 5.1)
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Iterations

Figure 5.6 Convergence of Performance Index for AL1 (Example 5.2)
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Figure 5.7 Convergence of Interaction Balance for ALI (Example 5.2)

X 1 0 - 2

Iterations

Figure 5.8 Convergence of Controller Set-Point for ALI (Example 5.2)
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Figure 5.9 Sensitivity of Gain for Set-Point for AL1 (Example 5.2)

a. r 1=7'2=0.0

Figure 5.10 Sensitivity of Gain for Price for AL1 (Example 5.2)
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x i c r 1

0 2 4 6 8 10 12 14 16 18 20 22

Iterations

Figure 5.11 Comparison of Convergence between AL1 and AL3 

for example 5.3 ( Performance Index)
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x i c r 2

Iterations

Figure 5.12 Comparison of Convergence between ALI and AL3 

for example 5.3 (Controller Set-Point)
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X 1 0 1

Figure 5.13 Sensitivity of Gain Factor for Controller 

Set-Point for AL3 (example 5.3)
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Figure 5.14 Convergence of Performance Index for AL5 (Example 5.3)
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X 1 0 ~ 2

Iterations

Figure 5.15 Convergence of Controller Set-Point for AL5 (Example 5.3)
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X 1 0 1

Figure 5.16 Sensitivity of Gain Factor for Controller 

Set-Point for AL5 (example 5.3)
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CHAPTER 6

SOFTWARE DEVELOPMENT FOR PROCESS OPTIMISATION

6.1 INTRODUCTION

Important issues, such as algorithm specification, software configuration and user interface, in the 

software development of a Computer Aided Design (CAD) package for process optimisation are 

discussed in this chapter. The aim of this chapter is to give general guidelines for the design and 
development of such a software package.

During the past decade, a great number of novel on-line hierarchical optimising control algorithms 

have been developed and tested using computer simulation techniques. These algorithms may be 

adopted to form an algorithm bank for the package so that an appropriate optimising control 

algorithm can be chosen according to specific situations. In order to establish a proper algorithm 

bank for the package, certain criteria are needed for the purpose of algorithm specification. In the 

practice of on-line process operations control, a number of requirements from industry have been 

used as the criteria for assessing existing optimising control algorithms. These requirements are, 

therefore, considered the criteria of algorithm specification for this package.

In general, many optimising control algorithms are very similar in their structure. Therefore, it is 

worth while extracting a number of basic methods, techniques and approaches from the existing 

algorithms to form the basic elements of the algorithm bank. With these basic elements, one 

should be able to create any of the specified optimising control algorithms in the algorithm bank. 

This idea also fits in with the strong tendency of modular design in todays software development.

A suitable configuration for the aforementioned package should be of a modular design with proper 

interfacing with the user. The package is then broken down into units specified according to 

different basic functions of the optimising control algorithms to be included in the algorithm bank. 
These function units are linked by a management unit which will complete appropriate connections 

to form the required optimising control algorithm. The management unit also looks after the user 

interface.
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6.2 CRITERIA FOR ALGORITHM SPECIFICATION

In order to establish the algorithm bank mentioned in Section 6.1, a number of criteria are worked 

out, based on the requirements from the industry, to cover the aspects which are considered 

important in building up a software package for on-line optimising control of industrial processes 
(Lin and Roberts, 1990).

Reliability

A desirable hierarchical optimising control algorithm should not introduce too much disturbance to 

the process when taking necessary measurements. For instance, the controller set-point 

perturbation technique for finding the process derivatives sometimes introduces too much 

disturbance because repeated controller set-point changes are required by this technique.

Robustness

A desirable hierarchical optimising control algorithm should be robust in the sense that a slight 

change in the model parameters or real process mapping should not cause divergence of the 

algorithm or affect significantly the optimality of the solution. This criterion becomes vital when 

the process is to be operated in a noisy environment or the process mapping is time dependent and 

difficult to follow exactly because in that case large model-reality differences are more likely to 

exist.

Efficiency

In order to keep up with any changing features of the process mapping, the total readjustment time 

for the optimising control algorithm to achieve the correct optimum should be minimised. Since 
the readjustment time of an optimising control algorithm depends on the number of controller 

set-point changes required to locate the optimum operating condition for the process, this number 
should be as small as possible.
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Capability of dealing with large scale problems

A desirable hierarchical optimising control algorithm should be capable of dealing with large scale 

problems in an efficient manner. This criterion simply means that the coordination strategies 

adopted in the hierarchical optimising control algorithms should be very efficient and reliable since, 

in large scale optimisation, the Hessian structure of the problem is likely to be ill-conditioned, 

resulting in a slow convergence and possible numerical instability.

Optimality

A desirable hierarchical optimising control algorithm should be able to achieve the real optimum to 

a certain precision regardless of the model-reality differences. In practice, this criterion implies that 

the precision of the optimum achieved by the algorithm should not depend upon the model-reality 

differences because only for such cases can approximations be made without losing optimality of 
the algorithm.

Ease of use

A desirable hierarchical optimising control algorithm should be easy to implement. This means 

that the selected algorithms should not be too difficult to operate in the sense that there should not 

be too many user specified algorithm operating parameters and the algorithm efficiency should not 

be too sensitive to the selection of such operating parameters.

By and large it is difficult, if not impossible, to find an algorithm from existing candidates such 

that it can meet all the criteria mentioned above regardless of the application circumstances, and 

the selection of a suitable optimising control algorithm for a specific problem will depend upon the 

features of the problem. Therefore, the task of the algorithm specification for the above mentioned 

software package can only be fulfilled by specifying a number of optimising control algorithms 
which form an algorithm bank covering most practical situations.
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6.3 SPECIFICATION OF OPTIMISING CONTROL ALGORITHMS

Since many optimising control algorithms are similar in structure, the best way of creating an 

algorithm bank is to extract some basic methods, techniques and approaches from the specified 

optimising control algorithms as the generating elements. With these elements, one can then 

generate the required algorithm bank consisting of all the specified algorithms. This idea also fits in 

with the tendency of using modular design in software development.

Based on the criteria listed in Section 6.2 and the above arguments, the following methods, 

techniques and approaches are considered to be the basic elements for generating the algorithm 

bank of the package.

L Double Iterative Strategy

This iterative strategy aims at reducing as much as possible the number of the required controller 

set-point changes at the price of increasing off-line computations and, therefore, is recommended 

for the cases where the transient time of the process is slow because in these cases the number of 

controller set-point changes required to produce the true optimum becomes crucial.

II. Single Iterative Strategy

Unlike the double iterative strategy, this method consists of only one iterative loop and the 

efficiency counted by the algorithm includes both process iterations and off-line computations. 

Therefore, this method is recommended for the cases where the transient time of the process is very 

fast, such as compressors in chemical processes, because in these cases the number of controller 

set-point changes becomes less important than it would have been in the cases where the process is 

of slow transient nature.
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ITT. Price Coordination Strategy

In the price coordination method, the lower level optimisation is arbitrated by the introduction of a 

price correction term so that the interaction balance is restored when the algorithm converges. One 

of the major advantages of this method is that it is simple to implement and easy to converge. It 

is, however, worth mentioning that in some cases, where the Hessian structure of the problem is 

ill-conditioned, the convergence of this method becomes very slow towards the end of the iterations.

IV. Modifier Coordination Strategy

In this approach, the overall optimising control problem is decomposed into independent local 

optimisation problems by employing a separable model structure in the hierarchical optimisation 

scheme. The interaction between subsystems is considered as a kind of model-reality difference and 

is, therefore, taken care of by the modifier. Since the coordination task is performed by the 

modifier which also compensates the model-reality difference, this approach is often found to be 

more efficient than the price coordination method. It is, therefore, recommended for the purpose of 

decomposition and coordination of hierarchical optimising control problems.

V. Standard and Improved Modified Two-Step Methods

The most desirable aspect of these two methods is that they are capable of producing the correct 

optimum operating condition of the process regardless of model-reality differences which may exist 

(Roberts, 1979; Brdys and Roberts, 1987; Lin, Han, Roberts and Wan, 1989). These approaches 

are recommended in conjunction with different iterative strategies and coordination methods to 

form various novel hierarchical optimising control algorithms for different situations.

VI. Penalty Relaxation technique

This approach is specially designed for the purpose of handling output dependent inequality 

constraints which are often found in the practice of optimising control. The main idea of this 

approach is to relax the model-based optimisation problem by introducing slack variables in the 

linearised output dependent inequality constraints and to enforce the feasibility of the constraints 

by adding penalty terms of slack variables to the performance index in the model-based
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optimisation problem. Theoretical analysis and computer simulation studies show that this 

technique is excellent for coping with output dependent inequality constraints either in terms of 

efficiency or reliability (Lin, Kamphampati and Roberts, 1989). This technique is, therefore, 

recommended for forming, together with other optimising control methods, algorithms for solving 

optimising control problems with output dependent constraints.

VII. Variable Augmentation Technique

This technique was originally designed for the purpose of problem convexification. It is found that 

it does not only accelerate the convergence process, but also significantly reduces the sensitivity of 

the algorithm efficiency with respect to the iterative gain selection. Furthermore, it relaxes the 

applicability conditions of the algorithm due to the convexification of the problem. This technique 

is also recommended for use in conjunction with other optimising control methods according to the 
situation.

VIII. Derivative Acquisition Technique

This technique is used for obtaining the process derivative measurements which is required in the 

calculation of modifier. In this technique, the real process is perturbed by varying its controller 

set-points about the given values and the process derivatives are calculated by a finite difference 

approximation. Since the number of controller set-point changes for each derivative measurement is 

at least n= l, where n is the number of controller set-points, the overall process regulating time 

would be significantly prolonged if the process is of slow transient nature. Nevertheless, it remains 

to be an effective technique for fast processes in on-line process optimisation or for simulated 

process in CAD package.
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6.4 FORMATION OF THE ALGORITHM BANK

Based on the basic elements listed in Section 6.3, we are ready to establish the algorithm bank for 

the package. This algorithm bank is organised in such a way that all the specified algorithms are 

classified into two categories. One is for centralised optimising control algorithms while the other is 

for hierarchical optimising control algorithms. A number of basic methods are listed below and a 

proper combination of them will form every specified algorithm in each category.

6.4.1. Centralised Optimising Control Algorithms

(A) Modified Two-Step (MTS) method with two options :

a. Standard MTS (Roberts, 1979);

b. Improved MTS (Lin, Han, Roberts and Wan, 1989);

(B) Penalty Relaxation (PR) technique (Lin, Kambhampati and Roberts, 1989).

(C) Variable Augmentation (VA) technique (Lin, Li, Wan and Roberts, 1989).

(D) Process Perturbation and Finite Difference Approximation (PPFA) technique.

In the above, it is possible to combine different characters together to form various algorithms. For 

instance, AaBCD means a centralised augmented version of the standard MTS technique combined 

with the PR method, and in this combination the required derivative measurements are obtained 

by employing a process perturbation technique. By exhausting all the possible combinations, it is 

possible to form any specified centralised optimising control algorithm in the algorithm bank.

6.4.2. Hierarchical Optimising Control Algorithms

(A) ISOPE Type algorithms with three options :

a. Two model (TM) approach (Lin, Kamphampati and Roberts, 1989);

b. Price Coordination (PC) strategy with two options :
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a. Single iterative PC (Amini, Lin and Roberts, 1990);

/?. Double iterative PC (Lin, Hendawy and Roberts, 1988b; Lin, Kambhampati and 
Roberts, 1989);

c. Modifier Coordination (MC) strategy with two options :

a. Single iterative MC (Lin, Roberts, Wang and Wan, 1990; Lin, Amini and Roberts, 1990); 

¡3. Double iterative MC (Lin, Roberts, Wang and Wan, 1990);

(B) Penalty Relaxation (PR) technique (Lin, Kambhampati and Roberts, 1989).

(C) Variable Augmentation (VA) technique (Lin, Li, Wan and Roberts, 1989).

(D) Process Perturbation and Finite difference Approximation (PPFA) technique (Roberts, 1979; 

Brdys and Roberts, 1987).

Again it is possible to combine different characters together to form the required algorithm. For 

instance, Ac aBCD means a hierarchical augmented version of the single loop MC strategy 

combined with the PR method, and in this combination the required process derivative information 

is obtained by using the process perturbation technique.

6.5 SOFTWARE CONFIGURATION

As mentioned in Section 6.1, the configuration of the package is of a modular design. In accordance 

with the idea of decomposing optimising control algorithms into basic elements adopted in 

fulfilling the task of algorithm specification, the whole package is broken down into different 
function units. These units are specified according to the basic functions of the algorithms included 

in the algorithm bank, to the task of user interface, and to the need for the package management. 

All the function units are linked by a management unit where appropriate connections are made to 

form the user required optimising control algorithm. The management unit also looks after the user 

interface. The actual configuration of the package as well as its user interface is shown in Figure 

6.1. The Specification of these function units are discussed in this section.
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Package Management Unit

The major functions of this unit are :

a. Providing appropriate unit links according to the menu selected by the user;

b. Setting proper operating parameters for the chosen algorithm;

c. Interfacing with the user including information exchange and data conversion;

d. Creating a set of control commands for the purpose of program operation control and 

supervision.

Process Derivative Acquisition Unit

In this unit, the process perturbation technique is used to calculate the real process derivatives 

required for the purpose of set-point optimisation. The inputs to the unit are the simulated process 

input and output data-logs and the current controller set-points, and the outputs of the unit are 

the real process outputs, the derivatives of the process and the gradient of the real performance 

index.

Performance Index Unit

The function of this unit is to calculate the real performance index. The inputs of the unit are the 

controller set-points, the formulation of performance index, the corresponding value of the 

constraints and the penalty coefficient (for penalty relaxation technique). The outputs of the unit 

for the given controller set-points are the real performance index and the augmented Lagrangian 

for problems with output dependent constraints.
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Constraint Unit

This unit consists of two sub-units. One is dedicated to the calculation of the values and the 

derivatives of the constraints for the given controller set-points and the other is designed to 

perform a linearisation on the constraints at the given controller set-points. It is worth mentioning 

that the unit handles the process constraints in such a manner that the whole contraint set is 
divided into three parts :

a. Input and output independent constraints;

b. Input dependent only constraints; and

c. Output dependent constraints.

Parameter Estimation and Modifier Calculation Unit

This unit consists of two sub-units. One is designed for the purpose of parameter estimation in the 
ISOPE method while the other is dedicated to the calculation of the modifier. The inputs are the 

steady-state output of the process and the structure of the steady-state model specified by the user. 

The outputs are the values of parameters of the steady-state model and the modifier.

Centralised Model-Based Optimisation Unit

The major function of this unit is to form and solve the model-based optimisation problem for the 

centralised ISOPE algorithms. Options are provided to form different model-based optimisation 

problems for the different combinations of the methods described in Section 6.3. The inputs of the 

unit are the modifier, the parameters of the steady state model, the linearised constraints, the 

controller set-points and the penalty coefficient. The output is the model-based optimum solution 

for the given controller set-point.
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Hierarchical Mod el-Based Optimisation Unit

This unit consists of two sub-units (one for the single iterative algorithms and the other for the 

double iterative algorithms) with options to form different hierarchical model-based optimisation 

problems for the different combinations of the methods described in Section 6.4. This unit is used 

together with the system decomposition unit because the model-based optimisation problem to be 

solved is decomposed by the system decomposition unit into a number of sub-problems. The inputs 

of the unit are the modifier, the parameters of the steady state model, the linearised constraints, 

the controller set-points and the penalty coefficient. The output of the unit is the model-based 

optimum solution for the given controller set-point.

System decomposition unit

The major functions of this unit are :

a. Decomposition of the model-based optimisation problem according to the user requirements; and

b. Separation of the constraints according to the specified subsystem configuration.

These functions will be performed according to the user’s specifications which are passed on to the 

unit through the management unit.

Coordination Unit

This unit consists of two sub-units (one for the implementation of the price coordination 

mechanism and the other is dedicated to the modifier coordination method). This unit is used in 

accordance with the system decomposition unit and the option of using different coordination 

methods is realised by using an indicator variable which takes the corresponding value to the 

instruction from the management unit. The inputs of this unit are the solutions of the model-based 

optimisation problem, the controller set-points, real process outputs and their derivatives at the 

given set-points, while the outputs are the price vectors or the coordination modifiers.
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Plant Simulation Unit

In this unit, a number of numerical examples are selected for the purpose of algorithm test and 

case study for optimum process design. The plant simulation is conducted in a purely steady state 

manner and the interface with the other function units in the package is taken care of by the 

management unit.

Output Control Unit

The major task of this unit is to facilitate the package with different program output modes so 

that the operation of the algorithm can be properly monitored and the results may be interpreted 

conveniently. The switch between different output modes is realised through the user interface 

facility provided by the management routine.

The interface between the user and the package is realised through a menu driven facility which is 

implemented in the management unit of the package. By a proper design of the menus, it is 

possible to establish the following user interface functions :

* selection of optimisation modes, i.e. centralised or hierarchical process optimisation;

* implementation of any optimising control algorithm specified in the algorithm bank;

* structure of different process decomposition schemes;

* user intervention of the algorithm convergence;

* user intervention of solution precision;

* output and display modes selection.

The configuration of the package is illustrated in Figure 6.1. It is worth mentioning that the 

recommended configuration of the package as well as the above mentioned specifications of the 

function units are only standard and alterations may be found necessary in order to further 

improve the function of the package.
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6.6 SUMMARY

Important issues concerning the software development of a CAD package for on-line optimising 

control of industrial processes are discussed in this chapter. Based on the requirements from the 

industry and the nature of process optimisation, a number of criteria for algorithm specification are 

established. In Section 6.3, the idea of forming an algorithm bank, which can produce a family of 

optimising control algorithms to cover most practical situations, is introduced and in Section 6.4, 

such an algorithm bank is established based on existing optimising control algorithms. In Section 

6.5, the software configuration of an implementation scheme for the aforementioned CAD package 

is proposed and thoroughly discussed. It is understood that such a scheme may be used in a 

relevant project (Lin and Roberts, 1990).
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CHAPTER 7

CONCLUSIONS

7.1 CONCLUSIONS

The research described has been concerned with developing, analysing and testing efficient 

hierarchical algorithms for on-line optimising control of large scale industrial processes. Emphasis 

has been given to the improvement of existing Integrated System Optimisation and Parameter 

Estimation (ISOPE) algorithms.

The global feedback structure has been explored to improve the efficiency of single loop ISOPE 

algorithms giving rise to an improved version of the single iterative ISOPE method. A new 

coordination method — Modifier Coordination (MC) method is proposed to increase the efficiency 

of existing hierarchical optimising control algorithms. Compared with the price coordination 

mechanism, this method proves to be superior in terms of algorithm efficiency and in terms of 

algorithm sensitivity. This method has been integrated into the ISOPE framework resulting in a 

number of hierarchical optimising control algorithms with different iterative structures. The 

penalty relaxation technique has been brought in to further extend these algorithms to cover 

output dependent cases. In addition, the Variable Augmentation (VA) technique has also been 

employed to reduce the algorithm sensitivity to iterative gain selection.

Theoretical analysis has been carried out to investigate the optimality and convergence of these 

newly developed hierarchical ISOPE algorithms and sufficient conditions for optimality and 

convergence of these algorithms are provided. It is concluded, based on the theoretical analysis, 

that the Modifier Coordination (MC) method has a better convergence feature than the price 

coordination mechanism in the sense that its applicability conditions are easier to satisfy, that by 

employing the Variable Augmentation (VA) technique it is possible to relax the applicability 

conditions of the algorithms, and that the integration of the MC method with the penalty 
relaxation technique retains the convergence features of the standard Modified Two-Step (MTS) 

method.
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Substantial computer simulations have been carried out to test these algorithms. Comparisons of 

efficiency, sensitivity and reliability have been made amongst the presented algorithms to support 

an assessment for the algorithm specification in the practice of on-line optimising control of 

industrial processes. It is concluded that :

i. The MC method is much more efficient and reliable than the price coordination method in many 
cases;

ii. The variable augmentation technique, which can be easily integrated into the ISOPE structure, 

helps to increase the algorithm efficiency and reduces the algorithm sensitivity to the iterative gain 

selection;

iii. The penalty relaxation technique is found to be a highly efficient technique for handling the 

output dependent constraints.

iv. In general, the double iterative ISOPE algorithm with modifier coordination requires fewer 

controller set-point changes than its single iterative version. It is, however, worth mentioning that 

the total number of iterations for the double loop algorithm is usually higher than those for the 

single loop algorithm. This algorithm is, therefore, recommended for the cases where the controlled 

process is of slow transient nature, while the single iterative ISOPE algorithms with either modifier 

coordination or price coordination in a global feedback structure are usually recommended for cases 

where the transient of the process is fast.

Important issues concerning software implementation of optimising control algorithms have been 

investigated. A number of criteria for algorithm specification, based on industrial requirements, 

have been established. The new design strategy for forming an algorithm bank which produces a 

family of optimising control algorithms has been proposed for an optimising control CAD package. 

The advantage of using this design strategy is that it is much easier to implement a specified 

optimising control algorithm by linking different function units in the algorithm bank than by 

writing a separate code for each individual algorithm. The software configuration of such a package 

is also presented. It is hoped that this work provides some guidelines for software development of 

an optimising control CAD package.
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7.2 SUGGESTIONS FOR FURTHER RESEARCH

The subject of the research is concerned with ISOPE algorithms, and during the past decade the 

ISOPE algorithm has been improved in many aspects resulting in a great number of updated 

versions. There is, however, an important issue, which is the major barrier on industrial application 

of the approach, to be investigated. As is well known, in the ISOPE type algorithms process 

derivative measurements are required to produce the true optimum regardless of model —reality 

differences. Since the process derivative measurements are not directly available, a perturbation 

technique is often used to estimate them resulting in a significant increase in the number of 

controller set-point changes. Efforts have been made to avoid process perturbation by using the 

dynamic response of the process (Bamberger and Isermann, 1978; Lin, Han, Roberts and Wan, 

1989). Further research is required to simplify the approach and integrate it with existing ISOPE 
algorithms.

Up to now, in the practice of on-line optimising control, the algorithm specification has been 

entirely based on steady state simulation studies where the convergence behaviour and sensitivity 

of the algorithm are examined. However, it is usually inadequate to appraise an optimising control 

algorithm merely by steady state simulations for, in reality the algorithm is expected to function in 

a combined dynamic and steady state environment (Lin, Han Roberts and Wan, 1989). It is, 

therefore, suggested for the future research that :

a. Combined dynamic and steady state simulation techniques should be employed to create a 

simulation environment which is closer to the reality than the pure steady state one.

b. In addition to convergence and sensitivity analysis, stability studies need to be carried out to 

examine the stability of the entire control system.

c. So far, most optimising control algorithms have been tested using artificial examples rather than 

real ones. It is worth while testing the existing optimising control algorithms against working 

examples, for example taken from chemical processes utilising distillation columns, reactors, 
compressors, etc.

In Chapters 3, 4 and 5 the modifier coordination method has been extended to cover output 

dependent cases. Nevertheless, the approach may be further improved so as to simplify its 

implementation and analysis. Further research is also needed to improve the inner loop efficiency of 
double iterative type algorithms.
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