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Brevis esse laboro, Obscurus fio 
[I struggle to be brief, and become obscure]

H orace
(65-8 BC)

Concepts which have proved useful for 
ordering things easily assume so great an 
authority over us, that we forget their terrestrial 
origin and accept them as unalterable facts. 
They then become labelled as ‘conceptual 
necessities,’ ‘ap rior i solutions,’ etc. The road of 
scientific progress is frequently blocked for 
long periods by such errors. It is therefore not 
just an idle game to exercise our ability to 
analyze familiar concepts, and to demonstrate 
the conditions on which this justification of their 
usefulness depends.

Albert Einstein 
(1879-1955)
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Nomenclature and Glossary

a
Activity 
Activity-on- 

arrow network 
Activity-on- 

node network 
Activity chain 
AI 
Ar
Arrow

Non-negative parameter.
An operation or process consuming resources and time.

A network where activities are symbolised by arrows.

A network where activities are symbolised by nodes.
A number of activities forming a sequential process.
Artificial Intelligence.
PERT Actual or Activity Time.
A connecting line showing a process direction between two 
nodes.

Aspect ratio When referring to a network. The ratio, with respect to the 
number of activities along the critical path against the 
number in a parallel path any any one point (in time).

ß
BIOS

Non-negative parameter. 
Basic Input/Output System.

cfd
CP
CPA
CPM
CPU
Critical path

Cumulative Frequency Distribution.
Critical Path.
Critical Path Analysis.
Critical Path Method.
Central Processing Unit.
A path of activities with zero float. The total time of these 
activities determines the shortest time a project can be 
completed.

D Maximum difference between the two cumulative distributions

DBMS
Dependency

in the Kolmogorov-Smirnov test.
Data-Base Management System.
An arrow in an activity-on-node network that represents a 
sequence and arrow interrelationships of project activities.

df/dx 
DR. DOS

Partially Differentiating /  with respect to x.
Digital Research Disc Operating System (a substitute DOS for 
use instead of MS/PC.DOS).

DSS
DT
DTO
DTP
Dummy

Decision Support System.
Delta Time (change in time i.e., A).
Dockside Test Organisation.
Desk Top Publishing.
An activity that neither consumes resources or time. It is used 
solely to provide a logical link between nodes.

Duration
DYNAMO
DYSMAP
DYSMOD

Estimated or actual time required to complete an activity. 
DYNAmic Modelling.
DYnamic System Modelling and Analysis Package. 
DYnamic System Model Optimiser and Developer.

Event A defined state during the project completion when all 
preceding activities are complete, but before the start of any 
succeeding activities.

ES Expert System.

4GL
/
F

Fourth Generation Language. 
Function.
Frequency, i.e., number of cases.

n



CA[pmenc(ature and Qtossary

*oOO Under H0, the proportion of cases in the population whose 
scores are equal to or less than X. This is a statistic in the 
Kolmogorov-Smirnov test.

FF PERT Free Float. Time by which an activity may be delayed 
or extended without affecting the commencement of any 
succeeding activity(s).

Float Activity time plus any additional duration (which can also be 
negative) before the commencement of any succeeding 
activity(s).

GIGO
GUI

Garbage In, Garbage Out. 
Graphics-orientated User Interface.

H0
Hi

Null Hypothesis.
Alternative Hypothesis, the operational statement of the 
research hypothesis.

HAS
HSM

Human Activity System. 
Hard Systems Methodology.

i
IF

PERT Activity tail event.
PERT Independent Float. Time an activity can be delayed or

IS
ISS
IT

extended without preceding or succeeding activities being 
delayed.
Information System.
Information Support System.
Information Technology.

■J
j

DYNAMO notation for past time interval. 
PERT Activity head event.

.K
k

DYNAMO notation for present time interval.
In the Kolmogorov-Smirnov test, the number of observations 
which are equal to or less than X.

Key-date A date within a project that has to be achieved without 
restraining preceding activities.

K-S test Kolmogorov-Smirnov test.

X
.L
LM
Loop

Project Completion Time.
DYNAMO notation for future time interval.
Line Manager or Management.
An error in a network which results in a preceding activity 
imposing a logical restraint on an earlier activity.

LR
LRA
LRV
LSP

Labour Resource.
Labour Resource Allocation. 
Law of Requisite Variety. 
Large Scale Project.

Mi
MIS
MS.DOS

Mean time.
Management Information System.
Microsoft Disc Operating System (used in non-IBM Personal 
Computers).

MSM
MSoI
A

Multi-project
scheduling

Mathematical Simulation Model.
Meta-System of Interest.
Most likely.

Resource allocation techniques to schedule more than one
project by:
a) considering one project at a time and scheduling all 

activities within the constraints of available resources; or
b) considering all projects together and scheduling activities 

in priority order within the constraints of available 
resources.
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Negative total 
float

Network

Network
complexity

NCP
Node
Non-splittable

activity

OCP
OK
OOPs
OR

Parallel
scheduling

Path

PC 
PCD 
PC.DOS

P d f
PERT
Precedence

network

Precedence
relationship

PROMISS
PTG
PM

RA
RAM
R&D
Resource

Resource
aggregation

Resource
allocation

Resource factor

Time by which the duration of an activity (or path) has to be 
reduced in order to permit a restraining key-date to be 
achieved.
A diagrammatic representation of activities and/or events 
showing their interrelationships and dependencies.

Ratio of activities against the number of nodes.
Non-Critical Path.
A point in a network at which arrows start and/or finish.

An activity that once started must be completed without 
removal of resources.

Optimised Critical Path 
Optimal Knowledge.
Object Oriented Programming.
Operations Research.

Activities are ranked in a priority order using a constant rule, 
grouped into start times. Allocation of LRs are made in 
priority order at each time period. If an activity cannot be 
started it is moved to the top of the succeeding time period 
group.
A network arrow or arrows showing a continuous sequence of 
events.
Personal Computer.
Project Completion Date.
Personal Computer Disc Operating System (used in IBM 
Personal Computers).
Probability Density Function.
Program Evaluation and Review Technique.

Similar to an activity-on-node network where arrows show 
precedence relationships between activities.

An activity acts as a restriction because one activity must 
precede another activity, either in part or in total.
PROject Managers Information Support System.
Project tension graph.
Project Manager or Management.

Resource Analysis.
Random Access Memory.
Research and Development.
A definable variable required to complete an activity. 
Classified as either:
a) non-storable:

A resource which if not used in the period of availability 
does not accumulate for use in preceding periods;

b) storable:
A resource that is continuously available until exhausted.

Total resource requirements for each time period.

Technique for scheduling activities and their resource 
requirements so that predetermined availability constraints 
are not exceeded (this also includes time).
Ratio of the sum of the project resources required against the 
maximum required at any one time given a predefined 
network condition.
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Resource limited 
schedule Activities are scheduled so that predetermined resources are 

never exceeded and that project duration time is minimised.
RW
RWS
ROM
Serial scheduling

Real World.
Real World Situation or System.
Read Only Memory.
Activities are prioritised and known LR requirements allocated 
against each one. Each activity is ranked in a serial format, 
taking into account the priority in which an activity has to be 
completed and LRs available. For example, if five labour units 
are required for any one activity, then this will not be started 
until sufficient LRs are released from a completed activity. 
Early start times are moved to the right in the network until 
sufficient LRs are available.

SD
SDR
SDM
Slack

System Dynamics.
Search Decision Rule.
System Dynamics Methodology.
Calculated time span within which an event must be 
undertaken.
In the Kolmogorov-Smirnov test, the observed cumulative 
step function of a random sample of N observations.

Sol
STELLA

System of Interest.
Structural Thinking, Experiential Learning Laboratory with 
Animation.

STM Square Ternary Matrix.

X
TA
TF

Time constant.
Time Analysis.
PERT Total Float. Time an activity can be delayed or 
extended without affecting the total project duration.

Time limited 
scheduling Activities are scheduled so that key-dates and project 

duration is not exceeded.
2DM
*m
*o
*P

Two Dimensional Matrix. 
PERT Most likely time. 
PERT Optimistic time. 
PERT Pessimistic time.

a2 Variance.

WIMP
WSoI

Windows, Icons, Mouse, Pulldowns. 
Wider System of Interest

X
X >  Y 
X >  Y 
X  < Y 
X <  Y 
X e  Y

In statistics, this means any observed score. 
X  is greater than Y.
X  is equal to or greater than Y.
X  is less than Y.
X  is equal to or less than Y.
X  is an element of Y.
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Abstract

This thesis is about: A Decision Making Information System For Labour 

Resource Allocations: Integration of logic and time based large scale project 

computer simulations. The aim is to develop a rigourous means of enhancing 

computerised project management information systems, for use with labour 

resource allocations. This is achieved by integrating a network schedule with a 

mathematical simulation model to produce PROMISS (PROject Managers 

Information Support System).

The broad structure has three main focus areas: a) background to the topic; b) 

current position and direction for development; and c) implementation and 

effect of analysis of the integrated model.

As PROMISS is to be used in a large scale project (LSP) environment this thesis 

starts with a discourse on how such operations are managed. A central part of 

planning and controlling these projects is use of Program Evaluation and 

Review Technique (PERT) network schedules. A chapter is devoted to the 

theoretical and mathematical foundations of this technique and a PERT 

program developed in the following chapter.

This research thesis advances the use of System Dynamics, computer 

simulation and decision support systems for use in LSP environments. Making 

decisions relating to labour resource allocations directly influences success or 

failure of a project, but current information systems do not facilitate such 

decisions To help project managers, a mathematical simulation model (as a 

subjective reflection of a situation) is introduced to anticipate what may 

happen in the future.

Once various scenarios have been simulated a new logic plan is produced for 

those carrying out the tasks. Integration of information between a PERT and 

simulation model provides a new logic plan of actual activity start and stop 

times and their duration. PROMISS, in summary, starts with an original PERT 

then information it provides is simulated to take into account environmental 

influences, not originally taken into account when the project was planned.

This thesis provides a discourse about a number of issues related to the 

development of PROMISS and how it enhances decision making and managing 

large scale projects. PROMISS enables Project managers to make quicker and 

better informed decisions.
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Preface

Inspiration—the Start

Genius, it is said, is the ability to grasp the obvious.
Anonymous

The manager wants information not facts, and facts only become 
information when something is changed. The manager is the 
instrument of change....

Stafford Beer

Prior to 1984 when joining the Department of System Science at City 

University as an undergraduate, I was an engineering manager involved in the 

refit of Hunter/Killer nuclear powered Fleet submarines for the Royal Navy. 

Refit of such boats is both diverse and complex, involving almost every facet 

of engineering from repairing simple switches to refuelling a nuclear reactor. 

During this time I realised that management and control of these projects was 

extremely complex. Management control and planning (as in all similar 

projects) is almost totally reliant on computer software based on an idea 

conceived in the late 1950s. During the last thirty years use of such software 

has hardly changed, though hardware and software developments used in 

other managerial situations have advanced beyond recognition.

Today, almost all large scale projects (LSP) concerning civil and industrial 

engineering use similar planning methods, within a project management 

environments. Reliance on such computerised planning systems have 

increased availability of data, information without a corresponding increase in 

the amount of useful information available.

This research thesis is an accumulation of theoretical and practical ideas 

developed from my eighteen years of industrial experience and six years at 

university. My industrial experience lead to a comprehensive knowledge and 

understanding of how a PERT network schedule worked and was utilised in the 

control of complex industrial projects. Whilst at work a problem existed in 

using this management information system for use in labour resource 

allocations (LRA), although I was unaware then of alternative methods that 

could have been used. In retrospect, it was found that such a system also 

restricted the project manager from considering his charge in a holistic 
manner.

16



Vrtfact Inspiration— the Start

During these studies I began to believe that there may be a more effective and 

efficient means of using computers, to help project managers complement 

currently used information systems. The basis of such a system was utilised in 

two dissertations (Stevens, 1986; 1987). As a result of this work Robert Flood 

wrote a paper with me (Flood and Stevens, 1987) outlining the concept of 

feedforward control in the management of LSPs.

This work and paper laid the foundation and motivation for a research 

programme to help project managers with decision making and so anticipate 

results of their actions, before  allocation of labour resources. My experience 

showed that project managers currently only use feedback control using 

information derived from data that was, at best, several days old. An additional 

problem with such complex computer programs is their ability to provide a 

situation of “data a n d  information overload.” A constant problem for 

managers in a control situation, is to disseminate data and information before 

it can be used in the decision making process. This is invariably undertaken 

when there is an intense amount of pressure, including severe time 

constraints. Making a decision in an environment that may influence the final 

project completion date could, I believe, be made easier.

A project manager’s information system needs to provide, from available data, 

guidance for two different groups of people. First, a logical guide for those 

carrying out the work and secondly, those planning and directing it. I knew 

from experience of working in LSPs, that only the first aspect was properly 

addressed.

A shortfall in providing suitable decision making information is covered up by 

the production of a vast array of report generation methods, currently 

provided by complex software programs and powerful computers. Such 

reports are produced from a few basic pieces of data, based on the same logic 

guide drawn out during the planning period, prior to commencement of the 

project.

I concluded that various aspects of computer modelling used in other 

environments had progressed over the last thirty years, leaving project 

management with only its original, but still much needed, logic guide of how to 

carry out the work. Today, the use of project management environments/ 

organisations is being increasingly adopted to manage projects of all sizes— 

this is likely to continue for the foreseeable future, with a greater reliance on 

computers to help in the control process.
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My research objective, therefore, is to:

Analyse the use of computer models (logic and time based) and improve the 
currently used information systems (PERT) in the management and control of 
labour resources in LSPs. Enhancement will be by making use of an integrated 
mathematical simulation model based on System Dynamics.

During the first twelve months of my research a review (Stevens and Flood, 

1988) was made of past and current work in the field of project management 

information systems. The following two and half years were used to develop a 

prototype information support system—the result is PROMISS (PROject 

Managers Information Support System).

Some confirmation of the value of my work occurred in January 1990. An 

American industrialist at the Society fo r  Com puter Sim ulation  Winter Multi-

conference in San Diego, California asked me: “Why has this never been done 

before— it seems such a simple and clever idea to resolve an age old problem 

of conflicting requirements, found with currently used project management 

software?” I have continually asked myself this question over the past three 

and a half years. My research thesis provides an answer.

Chapter 1 -L arg e Scale Project Planning, looks at how LSPs are planned, 

controlled and current information systems used. Chapter 2-Program  

Evaluation an d  Review Technique— PERT, details how this logic based model 

works and forms a foundation for PROMISS discussed in Chapter 3- Chapter 

4-C om p u ter M od ellin g , considers important aspects of time based 

mathematical computer simulation modelling. Chapter 5— System Dynamics, 

takes this specific Hard Systems Methodology and explains some of the 

theoretical foundations, practical advantages and limitations.

Chapter 6-M odelling a  Project, details how various points discussed in the 

previous two chapters are implemented in context of modelling a project. 

This chapter is probably the most subjective aspect involved in this research, 

that of modelling a project. Consideration is given to the concept as a whole, 

that of developing a prototype alternative information support system.

Chapter 7—Discussion— F eedback an d  Feedforw ard Control considers these 

two forms of control and how they affect project environments. The 

discussion continues by looking at computer based information systems and 

PROMISS—the advantages and limitations. Chapter 8—Integration—PROMISS 

discusses how the two computer models are integrated. Chapter 9— 

C onclusion  summarises research findings and provides future direction. As
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PROMISS is a prototype system it is necessary that this last chapter discusses 

various limitations (in its developed form) but in this it provides a foundation 

for continued development.

Christopher G. J. Stevens 
City University 
London
United Kingdom  

August 1991
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Chapter 1

Large Scale Project Planning
The moral is simple: one cannot specify what information is 
required for decision making until an explanatory model of the 
decision process and the system involved has been constructed and 
tested. Information systems are subsystems of control systems. 
They cannot be designed adequately without taking control into 
account.

Russell Ackoff
Management Misinformation Systems, 1967

1 .1  INTRODUCTION

This research is directed towards the development of a large scale project 

manager’s computerised information system for use in the allocation of labour 

resources (LR). Before such a system can be conceptualised, a brief discourse 

is required to understand and clarify how most large scale projects (LSP) are 

controlled. Organisational problems inherent in a two-dimensional matrix 

(2DM) management control structure (or any form of multi-dimensional 

structure) is not the subject here, but it does have an influence on the 

information system (IS) required for effective m anagem ent in such an 

environment.

This chapter considers what a LSP is, how it is managed and what the IS 

requirements are:

It is important to understand how the elements of an organization function as 
a system because, as in any other system, the organization operates through 
the medium of information. It is also necessary to understand that because 
the functions of management are served by an information system, these 
functions should be considered in the design process. (Murdick et a l, 1984: 
368)

1.2 La r g e  Sc a l e  pr o je c t s  (LSP)

Previous experience of the author has been in managerial positions within a 

matrix project organisation, involving both project and line functions of 

refitting nuclear powered Hunter/Killer submarines and surface warships. 

This type of work constitutes a LSP, the planning and control being typical of 

projects such as the building of power stations or oil rigs. The work is a totally
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integrated exercise of a complex (many interrelated or interdependent 

activities) nature and in the case of submarines is carried out within a confined 

and hazardous environment, therefore necessitating good planning and 

controlling. In such projects, activities can number in excess of 6,000, taking 

45,000 man-weeks with multiple Critical Paths (CP) over a two year period to 

complete. Orchestration of such work has to be well planned by the Project 

Manager or management (PM) involved. Many organisations have introduced 

matrix management designs to manage such projects.

The current generation of management has developed two new forms as a 
response to high technology. The first is the free-form conglomerate; the 
other is the matrix organization, .... The matrix organization grows out of the 
organizational choice between project and functional forms, although it is not 
limited to those bases of the authority structure. (Galbraith, 1971: 29)

In parallel with the development of more complex LSPs, together with new 

management control structures, has been an increased use of computerised 

planning systems, (Moder et a l ,  1983).

1.3 Th e  Tw o  Dim e n s io n a l  Ma t r ix  (2DM) Ma n a g e m e n t
STRUCTURE

Conventional management structures generally form a pyramid shaped 

organisation divided into functions, each with their own hierarchy of 

managers. Integration between common managerial levels within each 

function is limited to informal links, with formal communication channels at 

higher levels only. Simon (1957) considered organisations as being divided 

into two modes of specialisation: one vertical and the other horizontal. The 

former divides labour according to performance tasks. Such division is a 

power structure, based not on the task, but on the power to make decisions. 

Labour at the bottom of the organisation has little, if any, decision making 

authority (see Stevens and Wharton, 1991 for differences between authority 

and accountability). Those at the top do not generally have any direct 

involvement in the performance tasks, that is, they are directors of 

subordinates only. A 2DM organisation attempts to reduce the height of the 

power structure and mesh it with a labour structure undertaking the task. 

Division of labour and unity of control has been the subject of many theories 

and works since Adam Smith’s manufacturing of pins, in his book The Wealth 

o f  Nations, (1776). It is not considered necessary to review these theories 

here.
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In an attempt to reduce the level at which functions are integrated, a matrix 

form of management structure is formed for each project or product. This 

enables (in theory) decision making to be made at management levels closer 

to the practical aspect of completing a project, (Kast and Rosenzweig, 1985; 

Moder etal., 1983; Parkin, 1980), ‘...to reduce the distance between the sources 

of information and the points of decision.... The purpose was to make as 

many decisions as possible at low levels with the people most 

knowledgeable.’ (Galbraith, 1971: 32)

A 2DM also reduces the levels of communication links:

The project team illustrates the principle of the matrix structure, which is 
characterized by formalized lines of lateral communication superimposed 
upon the separate vertical hierarchies of departments. Matrix structures in 
this respect formalize the informal lateral communication that would 
normally exist between departments and upon which many organizations rely 
heavily to keep themselves running smoothly. (Child, 1984: 98)

PROJECT MANAGER LINE MANAGER

o f Functional Authority 

and Responsibility

Horizontal Flow 

o f Project Authority 

and Responsibility

Typical two dimensional management matrix for a LSP 
Figure 1.1

A matrix structure made of two lines of LSP management forming a 2DM 

organisation, see Figure 1.1. The two dimensions represent PM and Line 

Manager or Management (LM). This 2DM structure has been the most widely 

used means of controlling projects of any size. Most literature written on 

projects has been in the area of Research and Development (R&D), leading to 

product production (inception through to implementation), and in the 

construction industry. The former is where the PM and a small staff are 

assigned to the development and/or production of a single product, or as an 

example in the latter case, the construction of a civil engineering project. 

R&D projects will probably utilise staff and directly assigned LRs from
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Chap Ut  1 Large Scale. 'Project "Planning

functional (Line) departments within the parent organisation. A construction 

project is more likely to utilise new Line staff, under the control of the parent 

company’s PM and key LM/supervisors.

There is some doubt over the effectiveness of such divisions of labour, as 

Davis and Lawrence (1977: 7-8) said after an extensive review of such 

organisational structures: ‘If you do not really need it, leave it alone. There are 

easier ways to manage organisations.’

Authority, reporting and information system requirements for functional, 

matrix and project organisations are shown in Figure 1.2, an adaptation of 

Galbraith (1971: 37).

I
i
t

Project Management 
influence in decision making

i 
i 
» 
i

Line Management 
influence in decision making

..........
1
1■......................... ............ ................................................

FUNCTIONAL MATRIX PROJECT
ORGANISATION ORGANISATION ORGANISATION

—

Functional/Line Dual Project
Authority Structure Authority Authority Structure

Functional Reporting 
and Information 

System

Dual Reporting 
and Information 

System

Project Reporting 
and Information 

System

Authority, reporting and information system 
requirements for functional, matrix and project organisations

Figure 1.2

A simplified control system is shown in Figure 1.3. This identifies two control 

loops: one used by LMs based on “intuition” and the other “programmed” and 

operated by PMs. The first loop arises since LMs are in dose contact with the 

work being undertaken on a day-to-day basis. They are aware of the PERT 

logic (see Chapter 2), but ‘it is/can be’ circumvented as work progresses, this 

is especially true when labour resource allocations (LRA) change and other 

work gains a higher priority. This loop involves comparison of what is done
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LINE MANAGEMENT (COMPARISON WITH WHAT IS DONE, AGAINST 
COMPARATOR WHAT IS ASSUMED TO  B E  APPROPRIATE ACTION)

PROJECT MANAGEMENT (COMPARISON BETWEEN PLAN AND PROJECT 
COMPARATOR MANAGEMENTS VIEW O F PROGRESS)

(P E R T )
------ INFORMATION
_ ►  CONTROL ACTION 

0 SENSORS

Double loop control structure of a LSP 
Figure 1.3

against what is assum ed  to be appropriate action. The second loop involves 

overseeing what is actually carried out and comparing this against what is 

planned. Recommendations and planning/schedule advice is then given to 

LMs to redirect/concentrate on critical tasks within the LSP.

PMs, in a number of cases, find themselves in a position of d ata  overload, 

rather than one of insufficient in form ation . In these situations there is a 

shortage of optimal knowledge (OK) for a decision to be made with a degree 

of certainty that it is achievable (Stewart, 1971). Problems exist in trying to 

disseminate the required information (OK), or even being able to ask the right 

questions (Stevens and Flood, 1988). Hammond (1971) identified the difficulty 

of people interpreting too much information. It was suggested that computer 

facilities with information feedback presented in a graphical format with 

interactive control should be provided. Balke etal., (1973) and Hammond and 

Brehmer (1973) considered easier comprehension of information by people, 

if the relationships between a control variable and a possible causal variable 

are shown by visual display together with the provision of a description. As 

project organisations make use of computerised planning systems, more time 

and money appears to be spent collecting data and not enough on collating it.
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To make the 2DM function as conceived, there needs to be a total 

commitment to effective coordination, (Galbraith, 1971: 29):

Coordination = /(authority * information)

Authority or power (be it normative, coercive or utilitarian, i.e., positional) is 

embedded in the position a manager occupies within a 2DM structure. 

Information required is not so tangible; what, how much and when  should it 

be available? Allison, (1971: 120) considered this within a national 

organisation, which may hold true for any size organisation:

Information does not pass from the tentacle to the top of the organisation 
instantaneously. Facts can be “in the system” without being available to the 
head of the organisation.... Information must be winnowed at every step up 
the organizational hierarchy, since the number of minutes in each day limits 
the number of bits of information each individual can absorb. It is 
impossible for men at the top to examine every report.... But those who 
decide which information their bosses shall see rarely see their bosses’ 
problem.

There is a need to filter out data  not required for any one decision being made; 

but what inform ation  should remain and what should be excluded? Russell 

Ackoff (1967: B-148) states:

...the two most important functions of an information system become 
filtration (or evaluation) and condensation. The literature on MIS’s 
[management information systems] seldom refers to these functions let alone 
considers how to carry them out.

Over twenty years later managers are still perplexed by this problem. 

Dissemination of information can be efficiently carried out by a computer, 

provided it is programmed to produce what is required at any one time—-this 

is a human, rather than a software problem. The more information available, 

the more is likely to be asked for, hence a position of “overload” is quickly 

reached which also causes other problems:

While we tend to think of boredom as arising from a deficit of stimuli 
(information underload), it also (and, in fact, more commonly) arises from 
excessive stimulation (information overload). Information, like energy, tends 
to degrade into entropy— into noise, redundancy, and banality— as the fast 
horse of information outstrips the slow horse of meaning. (Klapp, 1986)

In many managerial situations there probably is no right answer and no 

analysis method can ensure that good decisions will be made. An IS needs a 

method for checking presumptions which would otherwise be accepted, 

normally without question, so leading to the likelihood that decisions will be 

soundly based and carry with them credibility. To partially answer the

25



Chapter 1 Large Scale Project (Planning

question of what information is required, planning and decision making is 

classified into two broad terms, Satisficing and Optimising:

SATISFICING—Planner sets goals and objectives that are not too 
demanding i.e., they are achievable: ‘...human beings generally 
satisfice— look for adequate rather than optimal solutions to their 
problems.’ (Simon, 1983: 22), i.e., one sets about to find a needle in 
the haystack, rather than finding the sharpest;

OPTIMISING— Planner tries to ensure that performance improves, by 
making maximum use of resources. (Operations Research, (OR) fits 
this criteria);

Efficient use of these types of planning are dependent upon the classification 

of behaviour patterns, either Deterministic or Stochastic, see Section 4.6.3.

The industry standard planning system for most projects of any size is a 

Program Evaluation and Review Technique (PERT) network schedule. Such a 

system, being logic based, assists LMs with their work schedule but is 

restrictive for PMs who are required to make LRAs (see Section 1.6).

1 .4  Cu r r e n t  Pr a c t ic e

PERT (with the Critical Path Method) network schedule (Gabriel, 1986) or such 

derivatives as Monte Carlo simulation techniques used for a LSP IS (Burt and 

Garman, 1971; Van Slyke,1963; Richman and Coleman, 1981) are generally 

computerised planning systems (Higgins, 1985). Considering the former here, 

this sequencing method is based on logic; the work is carried out in a logical 

sequence,. For example in the construction of a house, the foundations are laid 

before the walls are constructed. This logic is in a series format, but other 

work can be undertaken in parallel (in this example the making of window 

frames) to the main task(s) on the Critical Path(s)—work that is continuous for 

the entire length of the project.

PERT is described in greater detail in Chapter 2, but the strengths and 

weaknesses of an example system used in a LSP are given below, (Flood and 

Stevens, 1987: 210) derived from experience of the author:

STRENGTHS

1) It is an ideal logic guide for work to be undertaken;

2 ) work has to be planned;

3 ) critical paths of work are identified, provided the time estimates 
are accurate.
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WEAKNESSES

1) It is not time based;
2) networks are complex and difficult to understand, consequently 

reduction into sub-nets is necessary;
3) The PM is unable to make feedforward labour resource allocation 

decisions;
4) excessive computer time is required for rescheduling (up to 

fifteen hours with a batch file system) which has to be undertaken 
overnight between 1700 and 0800 Hrs. with an Internet 80S PERT 
network schedule, running on a PRIME 750 mini-computer;

5) rescheduling time removes the possibility of using PERT as a 
decision making tool.

As this type of system determines how a LSP is organised, the PERT database 

requires to be updated and maintained throughout a project’s life. Moder et 

al., (1983), consider four reasons for this:

• Recording actual work completed (in part or completed activities);

• the network logic for future and uncompleted work may need to be 
rescheduled;

• rescheduling of remaining float; earliest and latest activity start dates;

• identifying, if any, new critical paths.

Item 1 is required for any information system that will be utilised for future 

decision making. If known information is not represented in the network 

then suspect answers will result from any subsequent computation, (i.e., 

Garbage In, Garbage Out—GIGO).

Items 2 and 3 are unlikely to be undertaken as frequently as ideally desirable 

(Weaknesses, Item 4 above). Rescheduling of such a LSP PERT is not readily 

undertaken at each reporting period: 1) because of the cost and length of 

computer processing time (although reduced by making use of desk top 

micro-computers, rather than mini or mainframes), but more importantly; 2) 

the time to plot new network drawings (even with the latest drum plotters) 

showing the new logic work sequence is prohibitive (a point made by Bittie 

(1962) as a limiting factor in the use of PERT). As a result of this, new CPs are 

not identified. Progress information is however monitored (against the last 

rescheduled network) in the form of project tension graphs (PTG), showing 

consumption of remaining float (see Section 2.5.2 for a full explanation of 

various floats).
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LSP tension graph 
Figure 1.4
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1 .5  pr o je c t  Te n s io n  Gr a ph s

Remaining activity float values are put into descending order by the computer 

and the 90%, 50%, 10% and minimum 0% (being the CP) values located. 

Monitoring of how float is being consumed at each updating period, i.e., an 

increase in “tension,” is determined by absorption of remaining float greater 

than planned. Figure 1.4 shows typical LSP PTGs. Broken lines meeting at the 

project completion date (PCD) show p lan n ed  float consumption during the 

Project’s life.

Dark lines represent actu a l float consumption, in this example showing a 

reduction of float values faster than planned. Persuasive power of PMs in 

bringing the LM back to the agreed plan is limited unless the float becomes 

negative (super critical), for example the 0% line in Figure 1.4 shows the 

original CP has fallen behind schedule. Some PERT paths, originally with float, 

i.e., non-critical, can become critical later when float consumption has been 

too high early in the project’s life.

Another LSP health indicator is that of monitoring planned against actual 

activity, start and finish times. These are produced on a four line graph, see 

Figure 1.5 below.

1 .6  Mo n it o r in g  and  Co n t r o l l in g

A key objective of the PM is to plan and then monitor progress of the 

project—as he and his staff have total responsibility (Lock, 1988). During 

completion of a LSP, as previously mentioned, PMs are constantly trying to 

anticipate potential problems and giving advice and information to LMs 

concerning “What" has to be carried out. PMs are primarily concerned with 

“How” the work is to be undertaken i.e., sequence of activities. Many 

decisions are made by managers who, when under pressure, normally 

respond by focusing on the present (Carlson, 1951; Mintzberg, 1973; Sayles, 

1964), but many decisions are made by oversight and flight (Cohen et al., 
1972).

A project manager’s IS should consider differing requirements made upon it 

by users, whilst acknowledging that the organisation is unlikely to change its 

basic management structure (which may then need to change the IS 

requirements). Figure 1.6 shows an LSP hierarchy of plans originating from an 

original contract into operational plans to be carried out by the LM.
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LSP activity progress graph 
Figure 1.5
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Chapter 1 Large Scaie Project Planning

What HAS to be done

What CAN be done

What WILL be done

HOW it will be done

LSP hierarchy of plans 
Figure 1.6

PMs are primarily concerned with what has to be carried out, with minimum 

cost and time to meet the customer’s requirements. LMs, managers of labour 

resources undertaking the work, require a plan of how  it is to be undertaken 

and in what priority order. Information requirements for each matrix arm are 

illustrated in Figure 1.7.

PROJECT MANAGER

* 4 *
LINE MANAGER

WHAT?
4

HOW? 
___ I___ 1

INFORMATION

SYSTEM

Information system requirement of a LSP 
Figure 1.7

Figure 1.8 shows how information flows upwards as a response to decisions 

flowing downwards within a LSP organisation hierarchy.

As the PERT system is widely used in industry, it is generally understood by 

those who use it, without a requirement for a high level of technical 

knowledge, (unlike a simulation model for example) and is considered a good 

guide to those undertaking the work, namely LMs. Its use as a decision making 

system is however limited, due to the weaknesses given earlier. This is
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Information/Decision flows within a LSP’s management hierarchy
Figure 1.8

especially true when LRs are scarce (Berg, 1974; Blair, 1963; Muller-Merack, 

1967). Many practitioners view current computerised practices poorly in 

terms of meeting the requirements of those operating within a LSP 

environment. Fox et al., (1984) andjohanson (1986) suggested that computers 

should provide information (in the required format) for all those who need to 

use it.

A simulation model, however, is an easier and more effective means of 

analysing decision making scenarios and can be used to consider a LSP from a 

holistic, rather than reductionist, aspect (Battersby, 1970; Thimm, 1974). 

Although there is an increasing need for these computerised mathematical 

models, their current use is limited by the use of expert staff able to 

understand program algorithms and coding (Knuth, 1973).

1.7 Co n c l u s io n

This chapter briefly described current and most prevalent means of 

organising the management structure for a LSP, together with the use of 

information systems. Use of 2DM management structures may not be an ideal
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means of control, and is unlikely to change (in its basic formation) in the 

foreseeable future. Advancement of computer systems, both in hardware and 

software is considerable, but utilisation of this increased power and ability to 

manipulate data into information has, for those involved in LSPs, brought 

about a state of data/information overload.

PERT, in general terms, meets most information requirements for line 

management undertaking the work, but is far from ideal for project managers 

trying to determine how best to utilise labour resources. Integrating the two 

requirements to produce a single decision support system (as an information 

support system) offers a better means of providing necessary and required 

information to efficiently complete a LSP.
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Program Evaluation and Review 
Technique (PERT)

2.1 WHAT IS PERT?

Program Evaluation and Review Technique (PERT) was originally conceived in 

early 1958, by the U.S. Navy’s Special Projects Department, to enable the 

Polaris Submarine Launched Ballistic Missile Project to be more easily 

controlled (Malcolm et al., 1959, apparently the seminal paper; Freeman, 

I960). This coincided with development of the Critical Path Method (CPM) 

produced by the DuPont and Remington Rand Univac Companies (Bildson 

and Gillespie, 1962; Kelley, 1961; Levy et al., 1963). In parallel to these 

developments in the United States of America, the Central Electricity 

Generating Board of the United Kingdom conceived similar ideas when the 

expansion plan for building new power stations started. These planning 

methods were originally used as a scheduling system for the control of R&D 

teams and contractors involved in new projects.

Use of PERT network scheduling is ubiquitous within project orientated 

organisations (Lockyer, 1984; Murdick et al., 1984) and as complexity 

increased, its use has become a necessity to plan and help with controlling 

LSPs. It is considered an industry standard planning system for projects of any 

size. Within four years of the Malcolm et al. paper there were seven hundred 

and two cited works related to this planning system (Dooley, 1964). When 

undertaking LSPs, the logic guide of PERT enables the Line function of a 2DM 

to carry out the work in an orderly and planned sequence. Logic can be 

predetermined by technical staff for implementation by others, who may be 
unfamiliar with planned or future progress of work.

This type of control system takes the form of identifying various activities 

involved in a project, estimating time needed to complete each one and then 

putting them in a logical order; one activity being preceded by another and 

succeeded by others, in an order normally required to complete the project.

PERT was developed for planning/scheduling when there are uncertainties 

(stochastic) in activity completion times i.e., determination of meeting the
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project schedule (Boulanger, 1961). The CPM system was originally used in 

situations where activity times were known, being founded upon a parametric 

linear program with the:

...objective of computing the utility of a project as a function of its duration. 
For each feasible project duration, a feasible project schedule is obtained 
that has maximum utility among all feasible schedules of the same project 
duration.’ (Kelley, 1961: 297)

A logic based model such as PERT can also be considered as one of parts, not 

a whole with emergent properties unlike a mathematical simulation model.

2.2 COMPONENTS OF A PERT NETWORK SCHEDULE

A PERT network is a planning system where a project work schedule is 

broken down into activities (BS 4335, 1987; BS 6046, 1984). Simple networks 

consist of activities representing complete “parcels” of work or su b- 

assemblies. Larger and more complex networks represent more detailed 

work involved in completion of the project. Start and finish times of each 

activity are identified by an event node given a unique identification number 

(see Sections 2.4 and 2.5 for an explanation of this ‘activity-on-arrow’ 

method). Once all activities have been identified they are uniquely 

represented by a number determined by start and finish event nodes. 

Activities are then arranged so as to follow a logical sequence. This can be 

either in a parallel or serial format, in most cases network schedules are a 

combination of both, see Figure 2.1.

Considering the earlier example of the house construction in Section 1.4, the 

foundations are laid before the walls are built and the roof is put on. To save 

the overall construction time the window and door frames are made whilst the 

rest of the house is being constructed. Where two (or more) activities need to 

be undertaken in parallel for the completion of another future activity, an 

activity with zero time (and consumes no resources) called a dummy or 

restraint is introduced. This enables a computer to distinguish between the 

activities being worked on in parallel to each other. These are non-time 

valued activities connecting one logic path with another, i.e., an activity on one 

path cannot be started until all the preceding activities are completed from 

another path/direction, for example activity 1218 in Figure 2.1. Completion of 

sub-assemblies during the building of a large machine would be such an
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------- ►- Normal 'Activity-on-Arrow' Activity
------- ► Dummy or Restraint Activity (no time value or

resources)

Simple ‘activity-on-arrow’ network diagram 
Figure 2.1

example. In the example of a submarine refit, there are over 6,000 activities, 

further complicated by nearly 3 ,0 0 0  dummies.

2.3 Cr it ic a l  Pa th s  and  Cr it ic a l  pa t h  Me t h o d

This method makes assumptions that resources can be added and subtracted 

and then making an analysis with greater or less project (or activity) time and 

cost—this is known as a ‘time-cost trade-off optimisation algorithm.’ 

Differences between this and PERT systems (Phillips, 1964) have largely 

disappeared (most good PERT software packages are able to undertake CPM 

type of analysis) and distinctions are no longer made.

The longest path of activities that cannot be undertaken in any manner other 

than in succession (in series) to each other is known as the Critical Path (CP)— 

those logical sequences that are continuous throughout the project. This is the 

earliest time that a project can ever be completed and PERT determines this 

by use of Critical Path Analysis (CPA). In a LSP it is not unusual to find multiple 

CPs, in nuclear submarine refits these can number as many as six, 

compounding problems the PM has to deal with when LRs are limited (Clark, 
1 9 6 1 b).
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2.4 PERT Ne t w o r k in g  Fo r m a t s

Project planning using the PERT system utilises three alternative types of 

networking formats: 1 ) activity-on-arrow/link, or predecessor-successor 

event code (known as the i —>j  system where connections between events 

represent estimated or actual time); 2 ) activity-on-node; and 3) precedence 

diagramming. The first is the oldest and currently the most common format 

found in industry. The second is formulated by the same means, but a 

network is drawn with activity identification on nodes rather than connecting 

links, utilising the similar CPM format. This has found recent favour as it is 
easier to draw and follow.

Precedence method is more complicated to compute and is a development of 

the ‘activity-on-node’ system. This method splits up a network into greater 

detail to determine more exact relationships and logic of how activities 

precede others. This permits more activity overlapping and time lags 

involved in the work to be built in (Wiest, 1981). Increased sophistication of 

this format:

...also introduces some complexities of its own in the form of connecting 
arrows with several different definitions, and project time calculations that are 
not quite as straightforward as in arrow or node networks. (Moder et al., 1983: 
42)

Despite these limitations, this system is gaining favour within industry because 

of the ability to produce more accurate networks (in many cases one with a 

shorter project duration). Greater numbers of activity details required (and 

hence calculations) lead to an increased demand for computer processing 

power. Recent improvements in mini-computers have balanced out this 

disadvantage, for example the use of T and B’s Trackstar system running on 

DEC VAX and the latest generation of Prime computers (this is in contrast to 

the rival mini-computer based system Artemis (almost considered an industry 

standard for projects of any size) which has been simplified to run on 

Personal Computers, see Ratti, 1986).

Formulation of PERT using the widely used notion of ‘activity-on-arrow’ 

format is discussed in the next section. From this theoretical foundation the 

logic based model within PROMISS is developed in the following chapter.
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2.5 De t e r m in a t io n  o f  ‘Ac t iv it y - o n -A r r o w ’ Ac t iv it y  Tim e s

2.5 .1  In t r o d u c t io n

PERT has limitations in that activity times used in LSPs are generally stochastic 

in nature. Using a Beta distribution to calculate the mean, variance and activity 

independence is beset with many assumptions, thus, an accurate  network 

schedule is unlikely to be achievable. Use of the Beta distribution is briefly 

mentioned here, but is described more fully later in Section 2.9.

2 .5 .2  Ac t iv it y  Tim e  Ca l c u l a t io n s

PERT uses three time estimates to calculate an expected time and variance for 

each activity:

to = an optimistic time (sometimes referred to as the ‘crash’ job 
completion time);

tm = most likely time (or normal duration);

tp = a pessimistic time (or the decrease in cost per unit increase in 
completion time from the ‘crash’ duration).

From this, the expected time (or duration) is derived, becoming the Activity- 

time (A,) , which is assumed to be an independent random variable.

A Beta distribution is used to determine the activity times. For two non-

negative parameters, a  and ¡5 the probability density function (pdf) is:

m  = r(tt + P)  g -  1 
H a ) 08)

( l - X) P  1 ( 2 .1)

for other cases where T is the Gamma function: 

| dr, for interger; Us = ( s — 1 )! (2.2)

and using the discrete random variable ‘X’, expected activity (A) will be:

a
A(X)

a + (5 (2.3)

and when time (f) will be:

(0 = t0 + (tp - tQ)x (2.4)
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thus, Activity time is:

Al = t0 + (tp to)
r a  ' 
Ka  + ß j

(2.5)

and most likely time (which will also be the Mode of the distribution) will be:

t ( / ? - ! )  + t p j a - l )  
° ( a  + 13 - 2 )

(2.6)

when setting a  = 3  + ^ 2  and ß  = 3  -  and A,will be:

_ t0 + tp + ( a  + ß  - 2 )tm 
( a  + ß)

_ to + tp + 4 tm
6

(2.7)

(2.8)

Variance (a2) can be also determined in a similar manner:

^ (X )  =
a ß

( a  + ß )2 { a  + ß  + 1 )
(2.9)

using Equations 2.4 and 2.8:

t x2 a ß
{tp ’ to ( a  + ß f  ( a  + ß  + 1 )

and setting a  and ß  as for Equation 2.7:

— —(r - t36 'T

(2.10)

(2.11)

(2.12)

An activity is the work completed between two events, in this example event i 
and J :

where:

i = Tail event (start of activity);

j  = Head event (completion of activity).

Each event can have two possible start and completion times:

is = Earliest time of preceding event;

ii = Latest time of preceding event;
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jE = Earliest time of succeeding event; 

jL = Latest time of succeeding event.

Earliest times are calculated by adding activity times to the earliest completion 

time of the previous activity (the latest earliest completion time, if more than 

one activity has to be considered) at any one event node. Latest times are 

derived by backward calculations subtracting from the earliest 

network/project finish time determined by the CP.

Assuming that for project P, each activity start is determined by iE, j E can be 

calculated by:

ro, j= o
max
X‘,j) 6 p

(te + At), 1 < j  < n
(2.13)

when n is the final event (a project having n + 1 events— 0  being the first).

Likewise for project P, each activity tL can be determined, 

completion time be denoted by X:

A, i = 0

i -
min (Jl  -  At), 0  < i < n

By letting the P

(2.14)

!.(',)) 6 P

when 1 > t^{)) i.e., the first activity time.

Time to complete any one activity (Aj) can now use the notation:

Ar  i ~ j (2.15)

The following can now be determined: 

For start times:

Earliest —> iE 
Latest —>Jl ~ At

For completion times:

Earliest —* iE+At 

Latest —
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From this, total, free and independent floats are derived:

Total float (TF)

The amount of time an activity may be delayed or extended without 

affecting the final completion date of the project i.e., the 

determination of an activity being critical or not:

TF = (fa- Aj ( 2 .1 6 )

Free float (FF)

The amount of time an activity may be delayed without affecting any 

other in the network:

FF = Qe~ W— A; (2.17)

Which can also be written as:

FF = TF - ( J l - J e )  (2.18)

Independent float (IF)

The amount of time an activity can be delayed or extended without

START
EVENT E L

FINISH
EVENT L

Types of float and event slacks 
Figure 2.2
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preceding or succeeding being delayed.

IF = (/£- ^ - A ; (2.19)

In addition to this, there can be slack in any one activity at either the start or 

finish events. This is the difference between earliest and latest event times or 

the maximum time to complete any one activity. Thus, for i or start event:

Slack i= i i~ iE (2.20)

Figure 2.2 summarises the various types of float and slacks.

2.6 P la n n in g  Pr o c e s s  o f  St a r t in g  PERT o n  a  Co m pu t e r

During the planning process of a LSP, making use of an i —»7 , 'activity-on- 

arrow’ PERT network, the following procedure is generally followed, in this 

example, for a major submarine refuel and refit, using an Internet 80S PERT 

network on a PRIME 750 mini-computer (Ministry of Defence, 1984):

1) The computer is fed with start and completion dates only;

2) computer schedules all activities between these dates, giving earliest 
and latest scheduled dates;

3) the CP(s) is identified. To decrease time in hand, CPA is undertaken. 
This involves a detailed inspection of the activity sequence to find 
areas where time savings can be achieved by either reducing activity 
cycle time or by paralleling activities previously scheduled in series;

4) having programmed the computer and obtained earliest and latest 
start and finish dates for every activity, the next stage is to resource 
load the activities—resource analysis (RA). Having entered resource 
requirements for each activity and setting resources likely to be 
allocated during the project, the computer completes the RA and 
then reschedules activities, ensuring work remains contained within 
original start and completion dates set for time analysis (TA). The 
result of RA on the project is to decrease float or amount of slack for 
each activity, since resource loading places further constraints on the 
ability to fit the work in between start and completion dates;

5) once agreement has been achieved on likely availability of resources, 
the RA is again run. Final results of this will become the planned start 
and finish dates for each activity. CP(s) will also now be identified. 
Graphs, Bar and/or Gantt charts are produced, together with 
network and sub-net drawings.

RA scenarios are derived from the resource stacking, resource levelling 

system developed with earlier versions of PERT (Burgess and Killibrew, 1962;
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Davis, 196 6 ; Davis and Heidorn, 1971; Johnson, 1967; Wiest, 1964; Woodworth 

and Willie, 1975). The system used for this example does not draw resource 

stack diagrams.

2.7 Tim e  Ba s e d  Ne t w o r k s

These are networks where activities (on link/arrow) represent time (activities 

are estimated as independent units of work to be undertaken and considered 

as a separate identity i.e., without consideration being given to preceding or 

succeeding activities). The ensuing network clarifies to the user activities 

being worked on. This however would only be representative on a CP, as 

other activities are on paths where there is float and this system would convey 

no more information than a conventional network (where activity arrow 

lengths are not representative of time): ‘...particularly worthwhile where it is 

done as an aid to planning and not intended for use after the project is 

underway.’ (Moder et al., 1983: 173). See Figure 2.3 where the nuclear system is 
a CP.

Complete networks do not take into account external influences, for example 

strikes, shortages of resources or “misappropriation” of LRs by other projects 

being undertaken by the parent organisation. A finalised network prior to 

project start day can identify LR deficiencies and the logic adjusted to take this 

into account. Resource levelling problems arise after the start day, when float 

has been “spent” (see Section 1.5) and several paths of the network converge 

(near project completion or completion of a path up to a dummy) and many 

activities need to be completed by the same LRs. This is especially important 

in LSPs where many activities are stochastic and the original network 

conceived and drawn without accurate information.

2.8 Re s o u r c e  Le v e l l in g  Sc h e d u l in g  He u r is t ic s

2.8.1 in t r o d u c t io n

When trying to plan for the most efficient utilisation of labour resources PERT 

should carry out a resource levelling exercise. PERT used in PROMISS uses one 

developed by Woodworth and Willie (1975). Such an algorithm appears to be
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reliable and accurate enough to provide “a near optimal labour resource 

profile.”

A resource levelling exercise’s objective is to flatten out the initial resource 

profile determined when setting all the network activities at their early start 

times. This may be the “best” profile to ensure all work is completed at the 

earliest possible time, but not necessarily for the most “efficient” utilisation of 

labour resources. Completion of work at earliest start times, requires that 

labour is provided as and when required. Most projects are invariably manned 

by a set (allocated) team(s) size and project managers) have to make best use 

of them. By maintaining the initial “early start time plan” the labour resource 

profile will probably contain many peaks and troughs. Peaks show overloads 

and troughs underloads of labour which are both inefficient. Resource 

smoothing attempts to move the profile peaks into troughs, the “perfect” 

profile being level, implying all labour resources are fully utilised, at a constant 

rate, for the duration of the project.

Project length is determined by the CP(s) and in most projects, this path(s) 

only represents a small number of activities as most activities are completed in 

parallel and therefore have an inbuilt float. This float enables the project to 

maintain the planned ECD, whilst allowing most other activities to be started at 

times other than at their earliest start time. Scheduling heuristics make inbuilt 

use of this tolerance in start and finish times.

There are two constraints used for determining the final labour profile, one 

based on time and the other on resources. A time constrained scheduling 

exercise is where various activity start times are fixed, due, for example, to 

specialist resources being required on other projects. If labour resources are 

used as the criterion for smoothing, a maximum level available is set and the 

resource levelling exercise attempts to make best use of them. By shifting the 

start time of one or all activities away from original (earliest) start times, it is 

possible to reduce total resource requirement(s) for the whole project (it is 

also possible that the original activity early start time will provide the best 

profile). Two common scheduling heuristics (defined as a “rule-of-thumb” 

i.e., an algorithm for resolving problems) used in the problem of resource 

constraints are either serial or parallel scheduling (Kelley, 1963) and these 

briefly detailed below.
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2 .8 .2  Se r ia l  Sc h e d u l in g

Activities are prioritised and known LR requirements allocated against each 

one. This heuristic considers LRAs for the project and then ranks each activity 

in a serial format, taking into account the priority in which the activity has to 

be completed and LRs available. For example, if five labour units are required 

for any one activity, then this will not be started until sufficient LRs are released 

from a completed activity. Early start times are moved to the right in the 

network until sufficient LRs become available.

2 .8 .3  PARALLEL SCHEDULING

Activities are prioritised as for serial scheduling, but in this case grouped into 

start times. Allocation of LRs are made in priority order at each time period. 

If an activity cannot be started it is moved to the top of the succeeding period 

group. This method is most commonly used, even though computation time 

is higher than in serial scheduling.

2 .8 .4  PRACTICAL ASPECT OF SCHEDULING HEURISTICS

These scheduling schemes do not take into account the practical aspect of 

finding enough LRs when work has to be carried out. What is the likelihood of 

having the required number of LRs when the planned latest activity start time 

(ii)  arrives? Conversely, these systems tie the hands of LMs who may have 

slack LRs available. He may be able to start a later scheduled activity with 

fewer LRs then required to complete the whole activity as scheduled or 

planned, but is prevented from doing so.

2.9 Be t a  D is t r ibu t io n  f o r  De t e r m in a t io n  o f  PERT Ac t iv it y  
Tim e s

As PERT is used as a primary model within PROMISS, consideration is given to 

the accuracy of activity times used (Clarke, 1961a; 1962; Golenko-Ginzburg, 

1989; Grubbs, 1962; Littlefield and Randolph, 1987; Sasieni, 1989). Reliability of 

this data must be within bounds of a reasonable confidence level, as it will also 

be source data for the integrated mathematical simulation model. Validity of 

the simulation model, from which the PM makes his initial decisions, will be 

enhanced if both the model structure (Forrester, 1961; Meadows et al., 1972) 

and data are representative of the RWS of Interest.
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MacCrimmon and Ryavec (1964) suggested that a Beta distribution be used in 

determining activity times. They considered errors in these activities as being 

caused by: 1 ) distribution assumptions; 2) method of estimating the standard 

deviation (by up to 3 0 %) and mean optimistically; and, 3 ) inexactness of time 

estimates. Problems are exacerbated when there are a number of near-critical 

paths. Lukaszewicz (1965) made a correction to MacCrimmon and Ryavec’s 

assumptions concerning a symmetrical Beta distribution. It was shown that 

greatest errors occur when the activity time distribution is a quasi-uniform 

distribution. Farnum and Stanton (1987) however, consider the use of the Beta 

distribution (rather than a Normal distribution) for providing improved 

accuracy when activity estimates are near upper and lower bounds of a 

distribution curve.

As previously described (Section 2.5.2) there are three possible time estimates 

for any one activity; tQ, tm and t{>

Two most commonly used means of deriving A, are: ( tD+ tp)/2; and also 

Equation 2.8 being: (l0+ tp + At^/G. When considering the Beta distribution 

(derived from Grubbs, 1962):

m  =
i

(tp -  to)a + ß +1 ß(cc + 1 , ß  + 1 )
(< -  <« )“ (tp -  i f . (2.21)

when: ( ta< t< l{) ,  otherwise:/(Ö = 0

The subsequent graph, Figure 2.4, for f  (t) approximates:

Beta distribution curve of f  (t) in Equation 2.18 
showing activity times t& tm and tp with actual time of completion

Figure 2.4

The general form of the density function will be:

f i t )  =
r(q + ß ) ( t -  t0)a - x(tp

r (a )  T(ß) (tp - t 0 )a + P -  1 (2 .22)
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when: ta < t<  tp, with a  and /} > 0

When activity times for ta and tp are known or estimated, a linear 

transformation can be used:

Y -  t
X = -------- (2.23)

tp -  to

giving a standardised distribution form:

h i t ) H «  + ß ) a
r(x) m

when: 0 < t< 1 , with a  and ß>  0 .

(2.24)

From Equation 2.21, the Mean (average) value of t, E(t), will be:

E(r) =
a  + 1 

(X + ß  + 2
(2.25)

which is transformed into:

E ( 0  — ta + (ip tQ)
a  -  l

(cc + ß  + 2 )

Variance (mean of squared deviations) of t, a } ,  will be:

(a + 1) Q3 + 1)
(a + ß  + 3) (a + ß  + 2)2

which can be transformed into:

^  =  (ip -  Q 2 ( « +  ! ) ( / ? +  1)

' (a  + p + 3) (a  + ¡5 + 2)2

(2.26)

(2.27)

(2.28)

Mode (greatest frequency), in this case the most likely time of t, tm, is found by 

setting f ( t )  = 0 to become:

t = ~ !)  + tp j a  -  1 ) C2 29:
(a + p - 2)

Variance a l ,  will be:

= h h  -  to)2 (2.30)

The above equations are for individual, rather than average random values of 

‘t ’. It must be noted when dealing with stochastic time estimates commonly
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found in LSPs, values of ta, tm and tp are subjective. Criticism can therefore be 

made of the distribution, if values of fDand tp are extreme i.e., positioned too 

far out in the distribution curve tails. As Grubbs (1962) pointed out, each of 
the values for 't‘ have their own Variance i.e., a>o2, <r(m2 and cr̂ 2, highlighting 

the need for objective, rather than subjective, estimates for work undertaken 

to complete each activity. Within industry, there is an extensive data bank for 

time estimators to accurately determine times required to complete work 

(British Standard Times), thereby reducing such uncertainty.

The Modal value of the Beta distribution, the tm, is obtained by using the time 

estimators’ subjective knowledge (experience). This value is converted to an 
estimate of the mean ¡xt :

The most likely Mean, fit, for the most likely Modal value, tm :

and by making assumptions that the Standard Deviation (the square root of the 

variance—as a measure of dispersion of all values) of t, a t, is approximately 

one-sixth of the range:

Together, with a wide range of values of tm, the cr,will not be significantly 

affected by values of a  and /3; a t (a, ft) = <jt ( a -  1 , ¡3- 2), and when considering 

the assumption made in Equation 2.32, the following is obtained:

As (a  -  1) and (¡3 -  1) are parameters of the distribution, its Mean will also be 

the same as the Mode, for one with parameters a  and [3, therefore:

(2.31)

(2.32)

(jt(a - 1, 0 - 1) = ot(a, p) = £ (2.33)

r t ( a  -  1, P - 1 )  = tm(a , /3) (2.34)

when: a  and [3 >2

thereby giving the parameter values for a  and ft as:

(2.35)

P  =  M,) a -  w)
Of

(2 .36)
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Taking into account the Beta distribution and problems of poor estimation of 

work rather than ignoring it, would help to enhance the accuracy of PERT data. 

The significance of stochastic activity times affecting final Project Completion 

Date (PCD) of a LSP has to be acknowledged. However, to what extent poor 

estimates outside the accepted tm range of 0.13 ^ tm< 0.87 affects the final 

completion date, is debatable. PMs (or project staff), as LSP decision 

maker(s), must be aware of spurious estimates of activities; but the overall 

effect that this would have (initially only significant) on the CP(s). Other 

activities would have the advantage of slack and float within their respective 

paths (between restraints/dummies) and can thus absorb, to a certain extent, 

time estimate inaccuracies—provided utilisation of this tolerance is controlled. 

Such inaccuracies would have an effect later on during the completion of 

project, should previous non-critical paths become critical. What w ou ld  

affect timely completion of the LSP is a poorly maintained and updated PERT 

(and database) during the project duration.

Complications in determining which equation (2.42, 2.44 or 2.46) to use arise 

from human error. For example, using an estimated time with Equation 2.44, 

when Equation 2.46, should be used would be more erroneous and detrimental 
to LSP completion, than just using Equation 2.8 and letting At :

to + tp + 4 ^
6

(2.48)

Moder and Rodgers (1968) carried out work to find the most accurate method 

of determining PERT time estimates. They consider that the use of a single 

time estimate ( O  gave a biased estimate, unlike a calculation using ta  tm and tp 

together. Therefore, statistical estimates of ta and tp have been added to 

reduce this bias. “Standard” or “classical” PERT assumes ta and tp (the end 

points of an activity time distribution curve) are 0 and 10 0  percentiles of the 

range respectively. Experiments with estimators of differing skills/knowledge 

have concluded that estimates should be based on 5 and 95 percentiles. This 
has enabled Equation 2.8 to be rewritten as:

ft, = '<■«> + <1 m  1 4*n (2.49) 
6

Variance for estimates would have the following format:

O2 _ (*p(95) ~ t0(5))2 (2.50)
'  10.2

which has a less negative bias than Equation 2.12.
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These equations were tried during the building of the PERT model within 

PROMISS and the subsequent results produced were identical to those from 

Equation 2.48. Research and reading failed to provide any responses to this 

paper and the authors’ assumptions. Further analysis is therefore not the 

subject of this research.

2.10  Sim u l a t io n  m o d e l l in g  t o  De t e r m in e  PERT Cr i t ic a l  
pa t h

2 .10 .1  in t r o d u c t io n

There have been a number of attempts to reduce computer processing time 

in determining the CP(s), for example Aonuma, 1964; Charnes and Cooper, 

1962; Clingen, 1964; Fulkerson, 1962; Hammond, 1971; Hooper, 1986. Cook 

and Jennings (1979), considered the use of “intelligent simulations” as a means 

of determining likely completion of a Project. Three heuristics are considered 

in an attempt to reduce CPU time and increase accuracy of output from a 

PERT network. The computer simulation heuristics are: 1) Min-Max; 2) Path 

Deletion; and 3) Dynamic Shut-Off.

2 .10 .2  Min —Ma x

This method analyses the network twice, firstly using A, = ta and then A,=  tp- 

The first analysis identifies the optimistic critical path(s) (OCP). A second 

analysis makes a comparison of all activity paths against the OCP. If, during 

the A, = tp analysis, a path is < OCP, then the computer identifies this as a non- 

critical path (NCP).

2 .10 .3  Pa t h  De l e t io n

This is computationally the same as Min-Max simulation, for the first one 

hundred iterations. Those paths not identified as a CP are removed from the 

remainder of the simulation and identified as NCPs.

2 .10 .4  Dy n a m ic  Sh u t -O f f

This is similar to Min-Max simulation, but iterations are controlled dynamically. 

The cumulative frequency distribution (cfd) is determined after each one 

hundred iterations and then compared. Making use of the Kolmogorov- 

Smirnov (K-S) test, the significant difference of each c fd  is also compared. If
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there is no significant difference at the 0.05 level, then the simulation is 

terminated. The K-S test is briefly described below in Section 2.11.

When dealing with a LSP, deletion of paths in the latter two simulation 

methods could bias any subsequent results.

2.11 k o l m o g o r o v -S m ir n o v  Te s t

K-S is a non-parametric test, concerned with “goodness of fit” between the 

distribution of a set of sample values (observed activity times) and a theoretical 

distribution (estimated activity times). Divergence between the H0 (Null 

Hypothesis) distribution and actual distribution Hj (Alternative Hypothesis) is 

calculated, so as to determine if the observed activity times would actually 

occur, if they were a random sample of the H0 distribution. Below is a brief 

description of the one sample test (Siegel, 1956):

Let FqOO

Thus:

the theoretical cfd  under H0 for any value of 'X’, the 
activity times.

F0(X) is the proportion of activity times expected to have times equal 

to or less than ‘X ’;

Let S,v(X) =

Where:

the observed cfd  of the random sample of TV'actual 
activity times.

‘X ’ is any possible time Sa(X ) -  k/N,  where ‘k'is equal to the number 

of observations equal to or less than ‘X’.

The K-S test is only concerned with maximum deviation ‘D’, between S fX )  
and F0(X):

D = maximum[(F)(X) -  S^X)] (2.51)

From a table of Critical Values of ‘D’ (those dependent upon TV) in the K-S 

test, significant difference can be determined.

This test treats each observation individually and does not lose information by 

combining groups of activity times, as one would when using the Chi-square 

test, (Massey, 1951; Scharank and Holt, 1967; Siegel, 1956).
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2.12 Co n c l u s io n

PERT network schedules are now ubiquitous with projects of any size. For the 

last thirty years the fundamental philosophy, format and use have remained 

the same. Throughout the proliferation of PERT software the same 

mathematical foundation described and detailed in this chapter is maintained 

(although few make use of the Beta distribution to determine activity times). 

In general terms, only differences in user interfaces, output information 

format and size of project (resources etc.) differentiates various software 

packages now available, see Appendix 1.

PERT remains an excellent logic work guide, but recent developments in 

computer technology (both hardware and software) have had little radical 

impact on its use, unlike other computerised planning systems. The limitation 

of PERT are founded on its poor performance as a decision making tool in 

projects of any great size or complexity. Many decision making systems in 

other working environments now utilise mathematical based simulation 

models. Such models can be more efficient in computer time and used to 

provide specific information, taking into account the whole situation.

This chapter considers the mathematical and statistical foundations of PERT. 

Information from this review is used as the foundation of such a system, 

forming the base program for PROMISS. The next chapter looks at how a 

PERT computer program is developed.
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Development of a 
Logic Based Model

3 .1  In t r o d u c t io n

Most basic PERT programs are based upon a very simple sub-routine. 

Examples of these are shown in Firth, 1983 and Thierauf et al, 1985, written in 

BASIC. Both these programs provide insight into how to develop a PERT that 

could be used for a project network of up to the two hundred activities 

needed for this research. These two examples in their original interpreted 

execution format, are too restrictive in how they use or occupy computer 

memory. What is needed for a DSS (PROMISS) is a program that will execute 

commands as quickly as possible. Interpreted rather than compiled 

programs tend to be slow to execute. Efficiency of interpreted program 

execution rate is entirely dependent upon the way it is written. In general 

terms programs written in BASIC operate at a high language level and 

execution is as a result of interpretation of each line of code (a number of 

versions of BASIC are now compiled rather than interpreted) rather than 

being compiled to a lower level language. By using a programming language 

that can be compiled, source code can be protected from copying by 

providing users with compiled versions (.EXE versions).

3.2 PROMISS—W h y  Tu r bo  Pa s c a l ?®

To make the program run as quickly as possible a decision was made to write 

PROMISS (made up of two executable programs connected together by a 

third root program) in Turbo Pascal initially in Version 4.0 and then 5.5 (no use 

was made of Object Oriented Programming (OOPs) options available with this 

later version). Version 5.5 provided new features such as debugging windows 

and variable tracing, essential for large programs. Users are unaware that 

PROMISS is three combined executable programs as it appears to be 

seamless. The reasons for using Turbo Pascal are:

• It is a well structured high level language and easily understood;
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• a program can be broken down into unit files making it easier to debug, 
modify and expand;

• it is a fast compiler (to memory and/or disc), making it easier to 
implement changes;

• executions are quicker because it compiles before being run;

• there is a high degree of memory management available;

• future development can take place by making use of overlays and/or 
memory extenders therefore not restricting size of final program after 
further development.

3 .3  PERT Pr o g r a m

Below is a description of how core and significant parts of the program code 

are written.

Fundamental structures are initially defined as:

IArray : an integer array
QArray : two dimensional integer array
XArray : floating point array

Initial variables are set to zero, thus ensuring there are no residue values from 

previous calculations or iterations.

After initialising variables the user is asked for time units to be displayed. 

Time units (Hours, Days and Weeks) provide sufficient information for most 

users. Calculations used in all parts of PERT are in hours but results can also 

be displayed in the other formats.

G e tR e p ly ( ' Time u n i t  t o  u s e :  (H )our (D)ay o r  (W )e e k ?1, [ 1H ' ,
' D' , ' W' ] , T R U E ,T JJn i tT y p e ) ;
G etT im eU n it(T _U n itT y p e, H oursPerD ay, HoursPerWeek, T__Unit, 
T_UnitNam e);

(Ref. File PERT.PAS 133-134)

The default is set at eight hours per day and forty hours (five days) per week. 

As this is a development program it is unnecessary to provide a diary function 

available with some commercial programs. Once a data file has been selected 

and obtained, core data can be displayed.

An essential sub-routine in PERT is the means of sorting activities into 

preceding and succeeding order. One means of doing this is by use of a Q- 

Matrix i.e., matrix Q (of type QArray). A two dimensional matrix is set up (in
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PROMISS to handle two hundred activities). A Q-Matrix follows the format of 

Q [i, j] = x, where x = 1 if activity i precedes activity j, otherwise 0.

Results from this analysis are stored in an array X (of type IArray), containing 

sorted activities in descending order, i.e., activities with no preceding activities 

are placed at the top and so on. This array is built by initially making two lists: 

FList and PList. FListfi] contains 1 if activity being sorted is already in order. 

Should an activity be succeeded by another it is then stored in the PListJi]. 

FList and PList are ordered through a function, see below:

F u n c t i o n  S o r te d (Q  : Q A rray; F : I A r r a y ;  np : I n t e g e r )  : 
B o o le a n ;
v a r  m : i n t e g e r ;
boo : a r r a y [ 1 . . MaxCount] o f  b o o le a n ;  
bee : b o o le a n ;

b e g in
f o r  m :=  1 t o  np do

I f  ( ( Q [ X [ i ] ,m ]  = 0) o r  ( F L i s t [ Q [ X [ i ] , m ] ] = 1 ) )  th e n  
boo[m] :=  t r u e  

e l s e
boo[m] :=  f a l s e ;  
b ee :=  t r u e ;  

f o r  m :=  1 t o  np do
b ee  :=  bee and b o o [m ];  
s o r t e d  :=  b e e ;

end;

(Ref. File PERT.PAS 147-164)

Ordering starts by checking if an activity i needs ordering, i.e., does it have a 

preceding activity or not (a relative boolean value of 1 or 0). If a question 

relating to the Q-Matrix is 0 and FList [i] = 1, then a boolean value 1 is assigned 

so that comparison can be made. All other comparisons providing a false 

answer have a 0 value. Once 1 and 0 values are known they are then sorted.

Sorting activities to identify start and finish order is carried out by the 

following routines:

For identifying starting activity(s).

f o r  i  :=  1 t o  np do Q [ 0 , i ]  :=  0 ;

(Ref. File PERT.PAS 171)

For identifying finishing activity(s).

f o r  i  :=  1 t o  np do Q [N o _ R e c s + l , i ]  :=  0 ;

(Ref. File PERT.PAS 172)

It is essential that preceding activities are identified or marked (flagged) on the 

PList. This is achieved by the following :
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f o r  j  :=  1 t o  np do
I f  ( Q [ i , j ]  <> 0) th e n  P l i s t [ Q [ i , j ] ] :=  1 ;

(Ref. File PERT.PAS 177-178)

Note: array had been initialised to zeros at beginning of routine.

If an activity precedes no other, it must therefore be a finishing activity (one 

with no succeeding activity already identified i.e., number of records + 1). It is 

also necessary, in the case of PROMISS, that no more than two hundred 

activities are entered, so j  must not exceed this number.

f o r  i  :=  1 t o  No_Recs do 
I f  P l i s t [ i ] = 0 th e n  

b e g in
j :=  j  + 1 ;
I f  j  > MaxCount th e n  

b e g in
F lu s h K e y B u ffe r ;
P ro m p t( 'Number o f  e n d in g  a c t i v i t i e s  e x c e e d i n g  
maximum (M axCount). ' , T r u e ) ;
A b o r t ( "  ) ;

end
(Ref. File PERT.PAS 180-191)

As each activity in PROMISS’s PERT is also limited to five preceding activities 

per event (due to complications in displaying any more) it is necessary that the 

Q-Matrix and sort procedure is aware of this limitation. It needs to check if: a) 

this number is not exceeded; and b) if there are up to five, they are all 

identified. This prevents, on finding one preceding activity, the search 

stopping at that point and sorting out the next activity, thus ignoring other 

associated preceding activities.

Once search and ordering for each activity is complete it is flagged (preventing 

unnecessary further searches).

i  :=  1 ;  
r e p e a t

f o r  j  :=  1 t o  5 do 
b e g in

I f  ( Q [ i , 1] = 0) and ( Q [ i , 2] = 0) and
( Q [ i , 3] = 0) and ( Q [ i , 4] = 0) and ( Q [ i , 5 ]  = 0) th e n  

N o _ I n i t  :=  F a l s e ;
end;
i  :=  i  + 1 ;

u n t i l  (NOT(No_Init) o r  ( i  > N o _ R e c s ) ) ;

(Ref. File PERT.PAS 193-202)

F L i s t [ x [ i ] ] :=  1 ;
(Ref. File PERT.PAS 213)
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which is then used to put activities into correct order. This facility is required 

as users can enter activities in any order, adding and subtracting as they change 

plans. Once activities have been ordered they are put into an array X (of type 

XArray) which is a temporary array.

temp :=  x  [ i  ] ;  
x [ i ]  :=  x [ p O ] ; 
x[pO] :=  temp; 
pO :=  pO + 1 ;

(Ref. File PERT.PAS 214-217)

If, as sometimes happens, a user incorrectly enters an activity that precedes, 

instead of succeeds, another activity, an illogical loop will occur. For example 

if the sequence of activities should follow:

1—8—99—2—7—4

and the user has entered activity 8 as being preceded by activity 7 then a logic 

error has occurred (activities are interdependent).

e l s e  j  :=  j  + 1
end;
end; (* w h ile  *)
I f  N o t ( j  <= (N o_R ecs*N o_R ecs)) th e n

A b o r t ( ' A c t i v i t i e s  i n t e r d e p e n d e n t .  A b o r t in g  . . ' ) ;

(Ref. File PERT.PAS 219-223)

When above sorting routine has been completed, each activity will be in an 

order such that Earliest and Latest Start and Finish Times can be calculated. 

Once Earliest Start and Finish Times are identified CP(s), their length and 

activities, will be flagged (the final table will identify, to a user, critical activities 

with a “Cr” flag).

Calculations are undertaken and stored in four separate arrays:

EST[i] Early Start Array 
EFT[i] Early Finish Array 
LST[i] Late Start Array 
LFT[i] Late Finish Array

The following routine calculates Expected Time (Ex) and Variance (Vr). 

b e g in
Ex :=  (Ot + 4 * L t  + P t )  /  6 ;
Vr :=  (P t  -  Ot) /  6 ;
Vr :=  Vr * V r;  

end;

(Ref. File UTILS.PAS 745-749)
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The Q-Matrix is analysed, sorted and computes Early Start and Finish Times 

through all paths in the network. This is started by the following routine:

F o r  i  :=  1 t o  No_Recs + 1 do 
b e g in

F o r  j  :=  1 t o  MaxCount do 
b e g in

p : = 0 ; 
r e p e a t

I f  ( Q [ i , j l  <> X [ p ] )  th e n  
P :=  P + i ;  

u n t i l  Q [ i , j ]  = X [ p ] ;
S :=  E F T [ p ] ;
I f  EST [ i ]  < S th e n  EST [ i ]  :=  S

end;
EFT [ i ]  :=  E S T [i ]  + E x T [ i ]

end;

(Ref. File PERT8.PAS 518-531)

Early Start Time of a succeeding activity will be equal to the latest Latest Finish 

Time of all activities preceding that activity i.e., the i event.

I f  E ST [ i ]  < S th e n  EST[ i ]  :=  S
(Ref. File PERT.PAS 267)

After Early and Finish Times have been computed the network length is 

determined—the CP(s). Once Earliest Finish Time of the last activity is known, 

Latest Finish Times can be calculated. Expected Times are subtracted from 

Latest Finish Time of succeeding activities, working from right to left through 

the network. Before calculations can start, variable S is made a large number 

(a number that will greatly exceed any likely length of a network i.e., 10 x 107) 

so computation will continue until the starting activity is reached.

S :=  l e 7 ;
F o r  p :=  No_Recs DownTo 1 Do 

b e g in
f o r  i  :=  1 t o  No_Recs + 1 Do 

b e g in
F o r  j  :=  1 t o  MaxCount Do 

I f  Q [ i , j ]  = p th e n  
I f  L F T [ i ] < l e 7  th e n  

b e g in
S :=  L S t T [ i ] ;
I f  S < LFT[p] th e n  
LFT[p] :=  S; 

end;
end;

(Ref. File PERT.PAS 293-307)

If there is no difference between Late and Early Finish Times i.e., zero float, 

then that activity is on a CP (in practice it is noted that not all activities with 

zero float will be on the CP(s) as such e.g., activities preceding a fixed
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milestone). To prevent round-off errors causing a false result, comparison is 

made with a variable identified as Tol (i.e., equal to 10 x  10-6 a value that is very 

small).

Activities identified as being on a CP are recorded in the Critical Array Cr[i]:

I f  ( (A b s (L F T [ i ]  -  E F T [i ] )  < T o l ) )  t h e n  
b e g in

Cr [ i ]  :== TRUE;
I f  ( (L F T [i ]  <= L F T [N o _ R e cs+ l]+ T o l)  and (L F T [i ]  >= 
L F T [N o _R ecs+ l] - T o l ) )  th e n  

E n d in g A c tiv i ty N o  :=  i ;
end;

(Ref. File PERT. PAS 320-325)

3 .4  r e s o u r c e  l e v e l l in g

3 .4 .1  Le v e l l in g  Al g o r it h m

The aim of resource levelling is to reduce the number of activity labour profile 

troughs and peaks and utilise resources at a continuous rate as possible, for the 

duration of a project. An alternative is to start each activity at the earliest 

possible time and use labour resources as and when required. Although this 

may be the “ideal” means of running a project, it is unlikely to be achievable in 

many situations. Whether or not a project is running inside a larger 

organisation or as a separate identity, a pool of labour resources being ready 

for use, as and when required, is unlikely to be available. The most likely 

scenario is that an allocation of resources will be made (or decided on) that will 

cause overload in the work peaks (increased overtime) and underload in the 

troughs (resources not working, but still being a cost to the project). One 

such criterion often used is to allocate an average requirement for the given 
work.

Resource levelling utilises float found in non-critical paths so that activities can 

be moved to reduce peaks and troughs i.e., “flattening” the labour resource 

profile. Woodworth and Willie’s (1975) levelling/resource algorithm, used in 

PROMISS’s PERT, was originally designed to resolve problems with multi-

resource scheduling in multi-projects. This work was a development of that 

started by Burgess and Killibrew (1962) as a means of measuring alternative 

positions of activities along non-critical paths. The fundamental principle of 

these resource levelling algorithms is that of considering each activity in turn 

and moving it, initially, to the right, one working day (eight hours) at a time.
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This was set as a default in the PROMISS program because it is difficult and 

unlikely to manage movement of resources in smaller time units. Practicalities 

of moving labour half way through one job, and in the middle of a day, only to 

shift them back half way through the following day, would result in a 

considerable amount of unproductive work. Activities, however, do start and 

finish during the day and LRs are thus moved to the next activity.

Measurement used in shifting activities and considering the best start time (a 

measure of effectiveness) is a sum-of-squares value. This is determined by 

adding all currently worked on activities in each day, squaring the quantity of 

resources used and summing them over project duration, determined by the 

CP. This levelling exercise considers one priority resource type at a time. PMs 

will be aware of which resource type may be critical (one that may have 

problems in supply/allocation for all the work being undertaken during the 

project) to ensure that project completion date will not slip to the right.

At the beginning of this scenario a PM is asked, by PROMISS, to select a 

priority resource to be levelled. Before making this selection a resource table 

(labour consumption profile) can be obtained from the PERT. PMs will have 

to run separate levelling exercises to determine requirements for each 

resource (one levelled with priority given to any one resource from five used 

in PROMISS: Constructive Trades; Electrical Fitters; General Labour; 

Mechanical Fitters and Painters). These resource files are used to feed labour 

requirements into the simulation model separately. PMs are also able to select 

the original, unlevelled, resource table. PMs can therefore consider each and 

all options with respect to utilisation of LRs. If priority is given to any one LR, 

data concerning all resources used to complete each activity will also be 

transferred into the simulation model. This procedure is shown in Figure 3.1 

below.

By using a sum-of-squares method one is able to “optimise” resource 

requirements for the project/network. Optimisation in this case is as close as 

can be practically (and theoretically) determined. The algorithm for this 

process, utilising float on activities other than those on a CP (where activities 

have zero float), is shown in Figure 3.2 below. Each activity is moved initially, 

in turn, one time unit to the right. Each resource type used in the project can 

be prioritised in turn thereby giving the PM maximum freedom to consider all 

possible LRA scenarios. Coding for this procedure is shown below:
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KEY
levelled data 

files

CT Constructive Trades 
EF Electrical Fitters
GL General Labour
MF Mechanical Fitters 
PT Painters

Transfer of levelled/unlevelled data into the simulation model
Figure 3.1

b e g in
SqSum :=  0 ;
Time :=  0 ;  

r e p e a t
Sum :=  0 ;
f o r  p :=  1 t o  No_Recs do

I f  ( (E S T [p]+Sh[p]-T O L <= Time) and ( E F T [p ]+ S h [p ] -  
Tol >= T im e )) th e n

Sum :=  Sum + A l lo c [p ,R e s o u r c e _ N o ]  ;
SqSum :=  SqSum + Sum*Sum;

Time :=  Time + HoursPerD ay;

u n t i l  (Time > E F T [N o _ R e c s + l ] ) o r  ( E x i t R e q u e s t e d ) ; 
end;

(Ref. File PERT.PAS 373-387)

By starting with an initial high value, (SqSumO = 10 x 107) a comparison 

between that figure and the one calculated can be made. If the new figure is 

higher, then the original value is kept. If calculations provide a lower figure, 

this is kept for comparison with subsequent iterations. Future calculations 

(the number of iterations determined by the float (in hours) divided by eight, 

until Latest Finish Time has been reached i.e., Max Shift) are made, between 

Early Start and Early Finish, until the lowest figure is found.
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Resource levelling algorithm 
Figure 3.2
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F o r  i  :=  1 t o  No_Recs do
i f  (L S tT [ i ]  -  E ST [ i ] ) > T ol th e n

M axSh[i] :=  T r u n c ( ( L S t T [ i ]  -  E ST [ i ] ) /H o u rs P e rD a y )* 
H oursPerD ay;

SqSumO :=  l e 7 ;

I f  SqSum < SqSumO th e n  SqSumO :=  SqSum;

(Ref. File PERT. PAS 606-625)

Calculated, lower values are stored in a shift array Sh[i] for each i activity with 

float (or tail event slack).

b e g in
j :=  HoursPerDay;  
r e p e a t

Temp :=  S h [ i ] ;  
Sh [ i ]  :=  j ;  
Checksum;

I f  SqSum < (SqSumO-Tol) th e n  
SqSumO ;=  SqSum 

e l s e
S h [ i ]  :=  Temp; 

j  :=  j  + H ou rsP erd ay ;  
u n t i l  ( j  >= M a x S h f i ] ) ;  

end;

(Ref. File PERT.PAS 629-643)

Once the lowest value is found, its position (recommended start) and value is 

stored and then the same procedure is carried out for the next activity. This 

procedure is carried out for all activities with float greater than zero.

F o r  i  :=  1 t o  No_Recs do
I f  ((M axS h fi]  <> 0) and ( A l l o c [ i ,R e s o u r c e _ N o ]  <> 0 ) )  
th e n  

b e g in
j :=  H oursPerD ay;  
r e p e a t

GoToXY( 2 9 , 5 ) ; W r i t e ( i : 3 ) ;  G o T o X Y ( 4 3 , 5 ) ; W r i t e ( j : 5 ) ; 
Temp :=  S h [ i ] ;
S h [ i ]  : =  j ;
Checksum;
I f  E x i t R e q u e s t e d  th e n  GoTo 0 ;
I f  SqSum < (SqSumO-Tol) th e n  

b e g in
SqSumO :=  SqSum

end
e l s e

S h [ i ]  := Temp;

j :=  j + H o u rsP erd ay ;  
u n t i l  ( j  >= M a x S h f i ] ) ;  

end;

(Ref. File PERT.PAS 623-643)
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The problems associated with shifting one activity at a time is its possible 

effect on other activities—float consumption through the rest of the path(s) 

affected by that activity. All likely activity start times therefore need to be 

considered against each other. Combinatorial calculations associated with this 

are complex and difficult to solve. Burgess and Killebrew (1962) suggested left 

shifting and again checking for lower sum-of-squares values as a means of 

resolving this situation. Computation of left shifting is similar to the initial 

right shifting exercise.

F o r  i  :=  1 t o  No_Recs do
I f  ( ( MaxSh[ i ]  <> 0) and ( A l l o c [ i ,R e s o u r c e _ N o ]  <> 0 ) )  
th e n  

b e g in
j :=  S h [ i ] ; 
w h ile  N o t ( j < 0) do 

b e g in

Temp :=  S h [ i ] ;
S h [ i ]  := j ;
Checksum;
I f  E x i t R e q u e s t e d  th e n  GoTo 0 ;
I f  SqSum < (SqSumO-Tol) th e n  

b e g in
SqSumO :=  SqSum

end
e l s e

S h [ i ]  := Temp;

j :=  j -  H oursPerD ay;  
end;  

end;

(Ref. File PERT.PAS 645-666)

This procedure completes all iterations to pass through the algorithm from 

point A to point B  in Figure 3.2. Results from temporary Shift Array Sh[i], with 

the lowest sum-of-squares values (and thus improved resource allocation) are 

then stored in a permanent file for future analysis, printing and/or use in the 
simulation model.

3 .5  Co n c l u s io n

This chapter has shown how various aspects of PROMISS’s PERT program 

operates. Strategic parts of the coding, in Turbo Pascal, have been described. 

Most of the remaining parts of the PERT program are related to either data 

entry, file management, maintenance or for showing outputs, both on-screen 

and in hard copy formats.
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As PERT is now a widely known concept and many programs written to carry 

out the same fundamental task of logically sequencing activities, it is considered 

unnecessary to show the whole computer listing. This would otherwise 

detract from the fundamental principles of PERT as an integral part of 

PROMISS and its creation as a DSS for PMs.
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CHAPTER 4

Computer Modelling

Modeling often becomes an end rather than a means. The 
dedicated modeler reminds one of Pygmalion, the sculptor of Greek 
mythology. He fashioned a beautiful statue of a girl and fell in love 
with it. Responding to his plea the goddess Aphrodite brought her 
to life and he married his model. ... Clearly it seems to be fun for 
the modelers, but it also is a nightmare for the real world problem 
solver.

H. A. Linstone, 
On the Management o f  Technology: 

Old and New Perspectives, 1983

4.1 In t r o d u c t io n

Simulation modelling, and its derivative computer simulation, originates from 

physical models made to represent complex real world situations (RWS). It is 

the process of designing a representative model and conducting experiments 

(scenarios) for the purpose of either understanding behaviour, or evaluating 

various strategies (within limits imposed by a criterion or set of criteria) for an 

operation, (Shannon, 1975). Simulation, by definition, can only include the 

foreseen and foreseeable, noting that such models are not solved, but run. 

Use of mathematical based computer simulation models has initially been 

restricted to those with computer/simulation expertise. This barrier to 

widespread use is being overcome by use of Artificial Intelligent (AI) 

interfaces for model building, (Gonzalez and Fernandez, 1986; Khoshnevis and 

Austin, 1987).

This introduction of reliable digital computers with high-speed processing 

capacity in the 1950s has made their use for simulation a feasible technique for 
problem solving (situation analysing). Further advances in hardware 

technology in the late 1970s and 1980s has further increased processing 

speeds, enlarged memory and on-line storage capacity, together with a 

reduction in physical size, cost of purchase and running computers:

Today the equipment and the technology will allow simulation of anything 
from man’s thoughts to his concept of the universe.

Digital computers are now fast enough to simulate most real systems in real 
time. And computational results can be made accurate to any desired degree.
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(A critic once observed that even when digital computers’ results are wrong, 
they are precisely wrong!). (McLeod, 1988: 14)

Developments in software design, have enabled simulation techniques to 

become increasingly used as a decision making tool. Ahuya and Nandakumar, 

1985; Gordan, 1977; Law and Kelton, 1982; Maisel, 1976; Rivett, 1972, 1984; 

Shannon, 1975, with Mayer and Adelsberg, 1985; Zeigler et al., 1979 are 

amongst a number of researchers who have identified the usefulness of 

decision making computer simulation techniques.

The advancement and acceptance of simulation as a method of decision 
analysis has been directly tied to developments in both computer hardware 
and software. In the hardware arena, increasing power and decreasing costs 
have made computers available to organizations of all sizes. (Shannon, 1986: 
150)

4.2 Sim u l a t io n  Mo d e l l in g

Development has progressed since the early 1970s in use of simulation 

techniques as a foundation of Expert Systems (Edwards, 1982; Flitman and 

Hurrion, 1987; Halroyd et al., 1985; De Swann Arons, 1983). Expert Systems 

(ES) have also been used for controlling computer simulations (Doukidis, 1987, 

with Paul, 1985; Jacucci and Uhrik, 1987; Moser, 1986). This latter point has 

enabled production of bespoke simulation program generators, from a 

natural language like dialogue, as a technique for use by an analyst with little 

computer knowledge, (Doukidis, 1985).

The structure of a simulation system model, irrespective of its complexity, has 

a mathematical foundation in the form:

E = f ( c ,  u) (4.1)

where, from the viewpoint of the analyst:

E is the effect of the system’s performance; 
c are the controllable variables and parameters; 
u are the uncontrollable variables and parameters;
/  is the functional relationship between c and u which will effect E.

The situations considered in this research are open systems. Few human 

activity systems could ever be considered closed and they will include 

variables that cannot be controlled. These may be either classified as 

exogenous or endogenous. When looking at any System of Interest (Sol) 

inputs from the environment are exogenous, whilst those produced by the
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Sol itself are endogenous. Any simulation must reflect both these noises and 

disturbances. A LSP (the Sol) represented as a network schedule, can be 

shown as a simple black box, see Figure 4.1.

Simulation model as a MSol of a LSP represented by a network schedule
Figure 4.1

A Sol is made up of components, variables, parameters, functional 

relationships, constraints and criterion functions (Shannon, 1975). 

Environmental exogenous influences effecting the Sol and influenced by the 

Meta-System of Interest (MSol) should be included as a Wider System of 

Interest (WSoI), (Flood and Carson, 1988). These, together, will be the holistic 

model subsequently created.

There is likely to be a difference between what the Real World (RW) actually is 

and what it is perceived to be (i.e., isomorphic representation is unlikely to be 

foreseeable or desirable), with the additional blurring of what can be, and what
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is, modelled. Figure 4.2 below shows why there is a difference between true 

and apparent states (in this example a LSP) caused by the transformation 

process between the two. This change of state is caused by interference, 

some controllable by the analyst (for example, the method of analysis) and 

others due to the environment of the RW situation. Acknowledgement of this 

situation and how it can be taken into account is discussed further in Chapter 

8.
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Environmental disturbances between true and apparent states 
of a LSP caused by the analysis method 

Figure 4.2

4.3 W h a t  Ar e  Mo d e l s ?

Models are abstractions of what reality might be i.e., they are not isomorphic 

representations, they are able to make suggestions about what reality is like 

without being part of that reality. Information transformed into a model must 

represent the RW in a way which relates to the purpose for which it will be 

used. Figure 4.3 shows the relationship between a RW situation and its model, 

(Thesen, 1974: 146). Differences between the RWS and a model have to be 

acknowledged by the modeller so that he is able to determine what significant
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elements have to be included. He is unlikely to be able to produce an 

isomorphic representation without producing a replica— a pointless and 

impossible exercise in a dynamic and industrial situation.

A general model definition can be considered as:

...a qualitative or quantitative representation of a process or endeavour that 
shows the effects of those factors which are significant for the purpose being 
considered.

(Chestnut, 1965: 108)

Thesen (1974: 145) defines a model as:

...a real or imaginary entity containing information in a certain predefined 
form, intended to be interpreted by its user in accordance with certain 
predefined rules.

For the purposes of this systemic research, the following is used:

A model helps to provide an understanding of a real world situation, utilising 
an abstract medium, with information obtained by a set of iterative rules.

Set containing all information 
pertaining to the problem.

Set containing only information 
considered relevant enough to 
be included in the model.

Path of information transferred 
from the real problem to the model. 
This information is probably carried 
in some higher order model.

Set containing all information brought 
in from the problem to be modelled. 
Allowance should be made for errors 
in transmission.

Set containing information relevant 
to the carrier of the information in 
the model.

Set containing all information 
pertaining to the model, including 
information resulting from the 
interaction between the two 
above sets.

Relationship between the real world and its model 
Figure 4.3

Such a set of iterative rules could be in the form of a methodology, examples 
being:

(1 ) Formulating the problem;

(2 ) Constructing the model;
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(3) Testing the model;

(4 ) Deriving a solution from the model;

(6 ) Implementing the solution.

Ackoff (1962: 26) 

or:

(1 ) Establish the problem;

(2 ) Observe first qualitatively, then quantitatively;

(3) Formulate hypothesis about the unknown real situation;

(4 ) Experiment to test the hypothesis;

(5) Decide on the hypothesis (accept-reject);

(6 ) Finally [formalize] the outcome in managerial terms.

Chorfas (1962: 176)

The specific methodology, that of System Dynamics, is discussed in Chapter 5.

4 .4  Re a l  w o r l d  Sit u a t io n  a s  A Mo d e l

If a large RW situation is represented by a model, there is likely to be a 

problem concerning detail to be portrayed by that model:

Every model is necessarily an abstraction of the real world; it is because it is 
an abstraction, that the model is useful. The key question in system modelling 
is to determine the most appropriate level o f abstraction (model) for a given 
task. (Leitch, 1987: 246)

Three tier abstract hierarchy of models
Figure 4.4
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Levels of resolution involved can be divided into a three tier hierarchy, see 

Figure 4.4 (Leitch, 1987: 247).

A possible solution to RW analysis is by “chunking” (Klir and Valach, 1967; 

Simon, 1969a) i.e., utilising the “black box theory”. By giving consideration to 

input(s) and output(s) only, the transformation process itself can be ignored. 

This simplifies a system made up of sub- and sub-sub-systems, but reduces 

determination of system outputs (Holstadler, 1979). For example, if a “black 

box” transforms two inputs into eight outputs, one is unaware of the 

transformation being either a multiplier of four, or two times two. This could 

make future changes to the transformation process difficult, because if a future 

multiplier (within the information process) is increased by one, the output 

could be either ten or twelve.

4 .5  Fo r m u l a t io n  o f  a  f o r m a l  m o d e l

4 .5 .1  In t r o d u c t io n

Formulation of a formal model relies upon the interdependence and influence 

of methodology, evidence and theory and by interpretation or the modeller’s 

perception, see Figure 4.5.

A modeller’s perception of his observation of the RW (cognition) will have 

subjective influence on the evidence he finds (or is given i.e., the questions he 

asks in order to obtain such evidence), the theory he develops and 

methodology he selects. Resultant models will be an objective function of 

these three components. The analysis stage in development of a model 

centres on the modeller examining a RWS. Conceptualisation considers verbal 

models given to him as evidence from which a mental model is derived. By 

utilising a methodology, verbal and mental models are synthesised into a 

Formal Model. This would prevent: ‘Model building...becomefing] an end in 

itself, and many models have only a distant relationship to ill-defined 

questions.’ (Rothkopf, 1973: 60)

When considering Figure 4.5, achievement of an Idealised Formal Model (IFM) 

is possible if there is a balance between evidence available, methodology used 

and theory utilised. Should any one of these be unfairly weighted (whether 

consciously or not) then ensuing models will be biased.
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-----Subjective influence
------Objective influence

Formulation of an idealised formal model 
Figure 4.5

4 .5 .2  Pr a g m a t ic a l l y  De v e l o pe d  Mo d e l

Pragmatically Developed Formal Models are the result of a modeller being 

unable to collect relevant data or interpret what he finds/sees. Pragmatical 

analysis is one concerned with matters of f a c t  rather than theory. The 

modeller produces a model based on evidence he interprets. As a brain’s 

internal model/perception can be confused by what is seen, and without a 

means of interpreting evidence by use of theory and methodology, a flawed 

model can result. An example illustrating this is two objects of dissimilar 

heights and at different distances away, both appearing to be the same height. 

When a modeller models, by drawing for example (two dimensional), the 

objects will have the same height if it cannot be related to any other object. 

Had a methodology been used he may have walked towards the nearest object 

(as part of the analysis stage) and then realised that it was becoming 

disproportionately taller (by taking into account a third dimension). Likewise, 

if the analyst had been aware of the theories of perspective, he may not have
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believed that because two objects appear to be the same height, they are 

actually so.

4 .5 .3  Th e o r e t ic a l l y  De v e l o pe d  Mo d e l

Theoretically Developed Formal Models can result from a misunderstanding in 

interpreting certain RW situations. Misinterpretation could be due to the 

“purest” nature of theoretical work. The value of such work, in this instance, is 

that it forms a “pure” base or datum from which to work. In such a sphere, 

models and/or ideas can be developed at epistemological or ontological levels 

of knowledge—some may be subjective, some unchallengeable and many 

impractical. It is accepted that these are deep philosophical issues and it is not 

necessary to discuss them here. However, it is acknowledged that for practice 

to start and continue successfully, a theoretical foundation needs to be 

determined.

Theoretical bias of investigation, without the balance of including a 

methodology, both related to potential evidence, is likely to produce a model 

impractical and unsuitable to use outside a theoretical investigation. An 

example of a theoretical model could be one developed to determine the 

means of motivation within an industrial environment. Such a model could 

show how money is the prime motivator. This stance would therefore ignore 

the workforce’s other needs (of which financial reward is just one facet).

4 .5 .4  Me t h o d o l o g ic a l l y  De v e l o pe d  m o d e l

Bias caused by a Methodologically Developed Formal Model is perhaps a more 

contentious issue, for example the merits and use of Soft rather than Hard 

System’s Methodologies and vice versa. A methodology may cause the 

modeller to make idiosyncratic or restrictive assumptions about the RW he is 

trying to model. In this situation the bias is caused, for example, by only 

considering quantitative data when utilising a Hard methodology, giving less 

credence to qualitative aspects of a RWS. The issue of methodologies is not 

the subject of this research, other than consideration being given to the effect 

of employing an appropriate one correctly and in a neutral manner, (Stevens, 

1990; 1991).

Use of a methodology is a means of structuring a RWS to enable greater 

understanding to be achieved. Figure 4.6 (Starr, 1980: 51) identifies a model 

structuring and analysis phase with decisions that may be involved. At each
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stage of a general methodology, there is a need to incorporate various activities 

and/or considerations. Activities carried out during the use of a methodology 

are represented by blocks and methods or entities that could be incorporated 

into each activity, represented by clouds.

Model structuring and analysis decisions 
F ig u re  4.6

4 .6  W h y  Mo d e l ?

4 .6 .1  In t r o d u c t io n

Below are three significant points/reasons why it is desirable to model 

situations (in this case a LSP)—each may have a different end use, which in turn 

could affect the model building process:

• If a model considers all variables effecting the Sol (the MSoI) then this 
holistic approach leads to greater understanding of a project;

• Enables a Project Manager to test out feedforward scenarios before 
implementation of decision variations;

• It is less costly to run a computer model than use the project being 
considered itself as a test bed for decision variations.

There are various model classifications within the Formal Model classification 
of Schematical, Physical, Role-Playing and sub-divisions of Symbolic. These 

are identified by Fishman (1973) as those that can influence how an Sol will be 

modelled. Below is a brief explanation of model influence classifications.

4 .6 .2  An a l y t ic a l  a n d  Nu m e r ic a l  m o d e l s

ANALYTIC

Solution to a problem is provided by using its mathematical 

representation, for example Ohm’s Law;
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NUMERICAL

Complete solution is not possible, but by using numerical parameters on 

the model, a partial answer is possible, for example numerical integration.

4 .6 .3  De t e r m in is t ic  and  St o c h a s t ic  m o d e l s

DETERMINISTIC

Entities have mathematical or logical relationships to each other, 

therefore they determine the outcome, for example a true critical path 

method;

STOCHASTIC

Entities (at least some) have random variations, therefore relationships 

have to be determined on an average basis (for example Monte Carlo or 

PERT network schedules).

4 .6 .4  Sim u l a t io n  m o d e l s

SYSTEM SIMULATION

Examines simultaneous interactions of all parts of a situation. Enables a 

more complete analysis of a complex project that is not possible 

analytically;

i d e n t i t y  s i m u l a t i o n

Model representation by use of symbols, but is limited due to the 

exclusion of many external disturbances that will/may affect outputs from 

a simulation. This simulation invariably takes as long as the real world 

situation;

QUASI-IDENTITY SIMULATION

Tries to emulate the real world situation, but excludes those elements that 

make identity simulation possible;

LABORATORY SIMULATION

Includes essential elements of the real world situation. This is sub-divided 

into two classifications: Operational Gaming and Man-Machine:

• OPERATIONAL GAMING

Computers use information to aid in analysis of a situation and then 

becomes an opponent in a game to test human players;

• MAN-MACHINE

Humans have an input into how much information is used by a 

computer to test the balance between human and machines to operate 

a situation;
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COMPUTER SIMULATION

Totally computer controlled where all behaviour is programmable and 

follows a logical and predetermined sequence. However, any simulation 

experiment needs to have an element of external control so that sources 

of variation can be altered (interactive computer simulation). Computer 

simulations use a ‘next event’ approach to time advance, i.e., the next state 

change (Fishman, 1973; 1978). Such simulations can be either discrete or 

continuous. This later type generally excludes inactive time found in a 

real world situation.

The computer simulation model used inside PROMISS is founded on System 

Dynamics. This type of model has a mathematical foundation based on 

calculus, namely numerical differential and integration equations. These are 

time based dynamic systems derived from the following formula, (Zeitz, 1987: 

466, translated from the original text written in German):

as a differential equation: 

dx
—  = f(x , z, u), when x(0) = x 0 (4.2)
df

as algebraic equations:

0 = g(x, z, u) (4 .3 )

y  = b(x, z, u) (4 .4 )

From these equations the dynamic process of a conditional vector: x(t)e  

and z(t) e Rm, with respect to system input u(t) e Rp and a starting value of %  

output can be determined. This resulting vector will be y(t) e Rq. All 

information concerning mathematical models of the RWS can be determined 

by vectors f  g and h with dimensions n, m and q.

Dynamic system simulation utilising integration of ordinary differential 

equations (4.2), will have different computer algorithms to those for solution 

of algebraic equations (i.e., 4.3 and 4.4). Solutions to differential equations 

however, are better suited to analog (continuous) rather than digital (discrete) 

computers. Results from the latter remain acceptable for the purposes of this 

research, see Section 5.5.3— Euler’s Method, for solving differential 
(difference) equations.
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Solution of numerical integration equations with digital computers is 

undertaken by converting into algebraic approximations derived from 

transposing differential equations (4.2) to equivalent integral equations:

with system size of approximate values:

As dynamic systems involve a change in time steps with variable h = D i(or 

DT, A—see Section 5.5.3), this can be adjusted to improve accuracy. Although 

Euler’s (single step) and Runge-Kutta (multiple step) solution methods are 

discussed in greater detail in Chapter 5, the following should be noted:

• Euler’s Method uses only functional values in a time interval h = t̂ k + xy tk ; 
for the approximate of the integral /[...].

• Runge-Kutta Method uses small steps based on earlier functional values at
intervals t{k_ 1}, /(jfe_ 2).....

These methods extrapolate a solution x̂ k + ^ for time steps h —» 0 from an 

asymptotic (a line that continually approaches a curve but never meets it) 

derived as a result of length h.

Main characteristics of numerical integration computer simulation programs 

are (Zeitz, 1987: 467):

• Order of process or global misrepresentation r :

i = l

• Explicit or implicit form of integration formula;

• numerical stabilisation process dependent on h and dynamics of the 
system;

• fixed or variable step length b ;

• fixed or variable order of procedure r ;

• necessary computation described by number of functional conclusions, 
dependent upon time step periods determined by f  (x, z, u).

*k

Taking into account time steps:

(4.5)

(4.6)

(4.7)
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4 .6 .5  Mo d e l l in g  f o r  Co n t r o l

By only considering behaviour that is programmable, those situations 

portraying behaviour that cannot be (or are at least difficult to) quantify are 

excluded. Use of a model to predict RWS behaviour is based on analytic 

control theory (Leitch, 1987). Making use of a simulation model introduces a 

means of feedforw ard  control and is illustrated in Figure 4.7 below.

i

i
Control Action

Use of a feedforward model 
Figure 4.7

Feedforward control, for use in LSPs, can be defined as follows: In response 

to a measurable disturbance (e) on the LSP (P), a manager/controller (C) 

responds in such a way as to eliminate the effect of the disturbance (E) on P. 

Thus, the effect of the error on the controlled output can be represented by:

y = ( E  + P.C)e (4.8)

where y  is the effect of the error on the controlled output. Predicted error 

can be removed if:

C = -E .G ~ 1 (4.9)
E can be assessed by use of a simulation model, (Flood and Stevens, 1987).
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By considering Ashby’s Law of Requisite Variety (LRV) a model used for 

control purposes has to be either explicitly or implicitly based on the 

controlled process, (Conant and Ashby, 1970; De Raadt, 1987). Shortfalls in 

control variety can be caused by insufficient information of RW elements 

being included in a model, and/or the conceptualised model structure being 

unsound. Leitch (1987) suggested that deficient model information can be 

compensated for by introduction of a ‘tight’ feedback system. With physical 

systems this is more easily achievable. When considering Forrester’s (1961) 

multi-causal feedback systems, slower feedback paths found in a non-physical 

RWS are more likely to be subjected to environmental noise. The notion of 

feedback/feedforward control is discussed further in Chapter 7.

4 .6 .6  l s p  Ba s ic  Ch a r a c t e r is t ic s

LSPs have two distinct basic characteristics (after Palaniswami, 1987):

• Structure of situation—how logic and composition of activities making up a 
LSP are determined;

• situation behaviour—how a LSP behaves over time.

Both these two points must be taken into account and referred to when 

developing a model, as a representation of a LSP. Chapter 5 considers some 

of these issues when discussing the System Dynamics Methodology (SDM).

4 .7  A Co m pu t e r  Sim u l a t io n  Me t h o d o l o g y

This section considers a conventional methodology (rather than the SDM used 

in development of PROMISS’s mathematical simulation model) as a means of 

developing a computer model. Zeitz (1987) surveyed various methods of 

developing computer simulation models. To ensure that an analyst is guided 

through a modelling process some form of “map" or methodology should be 

used. This takes an analyst from a dynamic problem (as perceived) through to 

a simulation model from which “what if’ scenarios can be tried, see Figure 4.8.

Once a problem situation has been identified, initial model creation i.e., 

conceptualisation, can take place. This stage could include digraphs or causal 

loop diagrams (see Chapter 6 ), as used in SD. Conventional computer 

simulation will be founded on numerical equations derived from those
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(Dynamic System)

(Conceptu alisation)

(Differential Equations)

(High Level Language)

(Computer)

("What if' scenarios)

(Usage)

Steps through a computer simulation modelling methodology
Figure 4.8

described in Section 4.6.4. In a simulation program the following need to be 

considered (Zeitz, 1987: 467):

Simulation Model

Calculation of f(x, z, u), g(x, z, u) and h(x, z, u) (from Equations 4.2, 4.3 and 
4.4).

Numerical Model

Integration of differential Equation 4.2 and algebraic Equation 4.3 or the 
simultaneous solutions of both.

Displaying Results

Presentation and analysis of simulation results and possible transfer to 
other programs or external process (for example, control purposes).

Simulation Control

Intialisation; start/stop; changing, interacting; testing, etc. by a user of 
simulation programs and possible communication with other programs or 
external process.
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Techniques related to programming will be dependent upon the initial 

problem being analysed and software being used. Many simulation models 

use a proprietary “shell” or software containing a number of routines enabling 

users to input, in simple terms, variables making up a situation to be 

modelled, see Appendix 1. PROMISS was programmed in Turbo Pascal, a high 

level computer language, but developed from models written in Micro- 

DYNAMO and Stella, see Chapter 5. Figure 4.9 shows how stages of a 

methodology are aided by various computer techniques (Zeitz, 1987: 467).

n

Simulation tools used in a simulation modelling methodology
Figure 4.9

Programming with proprietary software has advantages that, like Fourth 

Generation Languages (4GLs), users do not have to have any programming 

skills (although they do have to have a clear idea what they want and can 

achieve!). A distinct advantage with this means of programming is ease of 

producing graphical outputs— an asset in a DSS and/or showing results to 

people outside of those involved in modelling (it can also help those inside the 

development team). Users of this type of software do not have to write 

mathematical/numerical subroutines as many libraries and modelling aids can

85



Chapter 4 Computer 'Modelling

be purchased “off-the-shelf”. Programming environments and simulation 

systems are not common or transferable across a wide spectrum of 

computers. Such difficulties mean that many simulation models already 

proven in one situation cannot be used in others. This prevents an analyst 

(and computer programmers) transferring skills from one problem being 

modelled to another, because computer environments and languages differ 

from client to client. However, use of Personal Computers (PCs) with 

common operating systems (DR/MS/PC.DOS), enable programmers to build 

up (and purchase) extensive libraries for use in more than one situation. In 

addition use of a high level language such as ‘C’, which is portable can be 

appropriate for program development.

If a simulation model can provide transferability and clear outputs, then both 

clients and analyst/modellers will be able to understand the dynamically 

modelled problem situation, through the use of a computer simulation. As 

with any “problem understanding methodology” users have to be aware of the 

limitations of the technique. For example with computer simulation, there is a 

reliance on an intermediary (computer programmer) with skills probably not 

understood by a client. Chapter 5 discusses SDM and the criticisms of such a 

methodology are similar to the criticisms of computer simulation in general.

4 .8  VALIDATION

For any model to be of use it must be validated to determine whether or not it 

is representative of a RWS, and allowance must be made for the constraints 

imposed by the limited conditions it operates in. As any model is a simplified 

representation of the RW, validity is determined by a level of confidence. This 

can on ly  be determined by historical behaviour, i.e., whether or not a 

modeller can say that his model is valid because it represents past 

perturbations of the RW. He cannot however know  that the model is valid for 

the future, until the future becomes the present or history. Only after a period 

of these future-present-history cycles can confidence be increased in a 

model. Discourse on validation is continued in greater detail in Chapter 5.

4.9  Co n c l u s io n

This chapter has considered various aspects of simulation and modelling from 

the personal viewpoint of the author. It is acknowledged that these points are
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only one aspect of what is a large field of knowledge and viewpoints. Points 

raised in this chapter are applicable to the research and should be considered 

in this light.

A model can be distorted by both cognitive and/or development method/ 

structure (evidence-pragmatic; methodology-methodological; and, theory- 

theoretical) whether or not this is conscious, the end result will be “value 

distorted”. The objective of developing a RWS model, through a modeller’s 

perception, is clarification and explanation of that situation to others. In this 

research a mathematical based computer simulation is used for LRA scenarios. 

To develop an Idealised Formal Model requires a balance between three main 

factors which have to be considered during a systemic analysis namely, 

evidence, theory and methodology. Even if this balance is achieved, 

difficulties can be encountered in producing a representative model due to the 

dynamic environment of a RWS. The subject of this research is directed at a 

task (completion of LSPs) that can be positively identified due to changes to 

the work being contractually undertaken (i.e., Simple-Unitary, see Flood and 

Jackson, 1991). Changes in such work should be reflected in a PERT logic 

model for use by LRs. In turn this will change the integrated simulation 

model—thus going some way to deflect criticism of using such a modelling 

technique.

To develop such a dynamic computer simulation model this research utilises 

the specific methodology of System Dynamics. Although software normally 

used in the simulation stage is unsuitable, the foundation (both philosophically 

and mathematically) remains. The next chapter discusses System Dynamics 

and various issues associated with this methodology.
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System Dynamics
Die Zeit, die ist ein sonderbar Ding, [Time is a strange thing]. An 
observation made by the Marschallin in Der Rosenkavalier.

Industrial Dynamics is study of the information-feedback 
characteristics of industrial activity to show how organizational 
structure, amplification (in policies), and time delays (in decisions 
and interactions) interact to influence the success of the enterprise.

Jay W. Forrester, 
Industrial Dynamics, 1961

5 .1  In t r o d u c t io n

System Dynamics (SD) derives its roots from the major disciplines of 

mechanical, electrical and chemical engineering, (Doeblin, 1972). SD is now 

synonymous with Forrester’s work at the System Dynamics Group, within the 

Sloan School of Management at the Massachussets Institute of Technology 

(MIT). The use of the SD Methodology (SDM) is a fundamental strategy used in 

this research. The objective is to lay a firm foundation and understanding of 

this Hard Systems Methodology (ITSM), although there is a debate as to 

whether or not it should be classified as such, (Wolstenholme, 1982). Such 

debates do not detract from the aims and goals of this research.

From its conception (Forrester’s definitive book was written in 1961) SD has 

attracted both positive and negative attention. Knowledge of SD outside the 

sphere of management and MIT, was initially due to Forrester’s World models 

used by the Club of Rome in Limits to Growth (Meadows et al., 1972; Cuypers 

and Rademaker, 1974). SD has still maintained some prominence within the 

sphere of creative problem solving, (Flood and Jackson, 1991; Stevens, 1990; 

1991; Stevens and Flood, 1988; Wolstenhome, 1990).

This chapter firstly briefly overviews the SDM; secondly, considers two main 

themes of criticisms levelled against it as: a) a methodology and b) use of 

DYNAMO (DYNAmic Modelling) computer simulation; and thirdly, identifies 

the usefulness of adopting such a methodology as an integral part of this 
research.
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5.2 Dy n a m ic  Sit u a t io n s

As most RW situations are dynamic in nature, a methodology used in its 

analysis should reflect this characteristic, in other words, it: ‘...must examine 

the structure and dynamics...before the performance specification can be 

determined....’ (Forrester, 1968c: 602). Computer simulation is one of the 

most effective means available for supplementing and correcting human 

intuition in such dynamic situations (Nordhause, 1973; Forrester et al., 1974). 

Models derived from mathematics are a powerful conceptual device, 

increasing the role of reason in determination of a policy and analysis of future 

occurrences.

SD involves mathematically derived computer modelling as part of the 

methodology, considering complex continuous systems made up of dynamic 

components, (Forrester, 1961). From this, a set of computer coded equations 

are derived, representing dynamic (rather than static) behaviour in the form of 

flows and more importantly, their relationships. Response to various stimuli 

(both internal and external) can be modelled and monitored during the 

dynamic life of situations. The life span of such models is only limited by 

knowledge available at the time of model conceptualisation.

5.3 Sy s t e m  Dy n a m ic s  Me t h o d o l o g y

5.3.1 In t r o d u c t io n

For a RW situation to be analysed and eventually simulated on a computer, to 

enable a greater understanding to evolve, some form of methodology is used:

The creation of a complex simulation is based on the proper integration of 
several interdependent factors. While simulationists do not agree on the exact 
terminology to be used in presenting these factors, they do tend to agree that 
there are some concepts which are crucial to the modeling process. Research 
also indicates that simulationists use some sort of modeling process in order 
to organise their activity. (Banks et al., 1987: 13)

SDM is specifically an endogenous one unlike many others which take an 

exogenous viewpoint. A boundary is drawn around the System of Interest 

(Sol), so that all the components necessary to generate problem behaviour are 

contained within it, including the environment, represented as a Meta System 

of Interest (MSoI):

The cause and effect relationships between environment and system are uni-
directional, whereas the internal elements are structured into feedback loops 
that cause the internal elements to interact. The environment can effect the

8 9
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system, but the system does not significantly affect the environment. 
(Forrester, 1969)

SDM, as a HSM, is objective in nature and makes use of mathematical 

computer simulation as a modelling medium. It is able to provide a method 

for explaining a situation, with subsequent models being utilised for policy 

testing:

...the system dynamics process of problem/symptom explanation, qualitative 
analysis and recommendations for change,...constitutes a general 
methodology for system enquiry. This is essentially a further adaptation of 
pure science research methodology but with the following advantages:

1 . general applicability and independence of content enquiry;
2. an ability to provide guide-lines at every stage;
3. sufficiently flexible to function at the higher levels of the system 

spectrum.
(Wolstenholme, 1982: 554)

Bearing these points in mind, the following section briefly describes the SD 

methodological process. A detailed discussion continues during the rest of 

the chapter, giving additional clarification.

5.3 .2  Th e  Me t h o d o l o g y

The SDM is generally accepted to be a five stage iterative process, following a 

similar format to those given in Section 4.2, see Figure 5.1:

Five stage system dynamics iterative methodology 
Figure 5.1
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For a such a methodology to be successful, each stage needs to be iterative. 

Thesen (1974: 150) goes as far as introducing a recursive procedure for each 

stage, see Figure 5.2.

The methodology needs to be used in conjunction with a decision algorithm in 

an attempt to ensure the subsequent model(s) is a “good fit”, such as that 

shown in Figure 5.3.

\  \__________________________________________ _
MODEL BUILDING PROCESS

DEFINE PURPOSE OF MODEL (build model of purpose)

5TTba  ft a 
a l i a  
a  n a

>
♦ In

n 
an

il □"I□
a
a

Observe Build Evaluate

_________ ¿ _____

OBSERVE, GATHER INFORMATION (build unstructured model)

Define — #» Observe — ► Build — ► Evaluate

1 7
BUILD STRUCTURED MODEL

Define — ► Observe ----- ► Build — ► Evaluate

_________ / _____
EVALUATE MODEL (build model of the validity of the model)

Define -----► Observe — ► Build — ► Evaluate

V
Systems approach to model building process 

F ig u re  5 .2

Modelling decision algorithm 
Figure 5.3
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This procedure, within the methodology, attempts to steer an analyst and 

model builder through the difficulties of having to compromise between 

sufficient information and model complexity:

Until recently the systems which were studied were sufficiently simple that after 
all of the irrelevant variables were discarded, the number remaining was small 
enough to give a manageable model. When genuinely complex systems are 
tackled, however, the old procedure does not work; either one is forced to 
discard relevant variables (or interactions) to get a model of manageable 
complexity which then is of poor quality, or else one ends up with a model 
which is of good quality but itself is unmanageably complex. (Thesen, 1974: 
150, credited to R. C. Conant, Ph.D., Dissertation, University of Illinois, Urbana, 
Illinois, 1967: 1)

5.3.3  F i r s t  S t a g e : Pr o b l e m  D e f i n i t i o n

Setting of a Sol boundary, together with level of analysis resolution, 

theoretically sets the number of elements, feedback loops and influences to 

be analysed. In practice this is difficult. Legasto and Maciariello (1980) refer to 

this as a dichotomy: a subjective balance between problem definition and 

scope (with the level of resolution).

The problem definition stage of the SDM is considered as being most 

important, because of requirements for setting a level of analysis resolution, 

(Leitch, 1987), i.e., detail needed to be included within the Sol boundary. 

Forrester (1968b) considers that positioning of the boundary is dependent 

upon specific Sol behaviour being studied. All elements likely to generate an 

influence on a situation must be included. It is this criterion that has  to be 

used when deciding what will be included and excluded from a model. Such 

an internal view creates a dramatically different problem focus—the search for 

feedback structures that can create or exacerbate the problem of system 

behaviour, (Coyle, 1977).

5.3 .4  Se c o n d  S t a g e : Co n c e pt u a l is a t io n

This stage involves identification and description of a Sol within a defined 

boundary by making use of causal loop diagrams or digraphs. This forms a 

foundation for identifying system structure and feedback loops. These 

diagrams show how elements (variables) influence and interact with others.

The SD approach searches for causes and cures of a problem within a defined 

boundary, making the focus internal, not external. These situations contain, or 

are brought about by, the notion of feedback, i.e., ‘...a closed sequence of
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causes and effects, a closed path of action and information.’ (Richardson and 

Pugh, 1981: 4).

The feedback loop is fundamentally a closed process in which a decision 
through time delay and distortion, influences the state of the system which, 
after further delay and distortion is detected as the observed state of the 
system. The focus of attention is on how this loop operates.... The boundary 
[drawn around the Sol] implies dynamic independence in the sense that any 
variable crossing the boundary from the outside is not itself a function of the 
activity within the boundary. (Forrester, 1968b: 407)

5 3 .5  T h ir d  S t a g e : Mo d e l  F o r m u l a t io n

After a system structure has been clearly defined and stated, the SDM differs 

from other methodologies in that links between elements are considered as 

flows. These flows connect the two main SD element classifications, Rates and 

Levels.

Components of a rate equation 
Figure 5.4

RATES

Rates are system flows and depend upon preceding levels and constants only. 

These equations are policy statements and in general terms, contain four 

components: an observed condition; a goal; and, a discrepancy, leading to 

action, see Figure 5.4, (Forrester, 1968a: 4-15).

Le v e l s

Levels are system state indicators and accumulate flows directly from Rates. 

They also decouple system Rates, permitting flows to be independent of each 

other, but still able to have their effect measured on a Level. Rates feeding into 

these Level equations are a means for advancing the simulation into the future.
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Auxiliary equations used in SD modelling are sub-divisions of Rate equations. 

Three main advantages for this are: 1) they clarify and break down Rate 

equations; 2) they are able to change or unify the measurement medium; and 3) 

are able to be used as a Table function to give a more precise control of 

subsequent Rate equations, (Uys, 1984). The logic of SD equations are shown in 

Figure 5.5.

L is a Level 

is a Flow

Logic of SD equations 
F ig u re  5 .5

5.3 .6  F o u r t h  St a g e : Sim u l a t io n

This stage is discused in Section 5.5.

5.3 .7  F i f t h  S t a g e : Ev a l u a t io n

This stage is discused in Section 5.10.

5.4  Sy s t e m  D y n a m ic s  a s  a  T h e o r y  o f  St r u c t u r e

5.4.1 Sy s t e m  St r u c t u r e

SD philosophy considers behaviour (or time history) of a situation as being 

principally caused by the Sol’s structure, ‘Industrial dynamics [System 

Dynamics] is a theory of structure of systems and of dynamic behaviour in 

systems, not a theory limited to the description of a single system....’ 

(Forrester, 1968c: 604). Structure includes not only the physical aspect of 

plant and production processes, but more importantly the policies and 

traditions, both tangible and intangible that dominate decision making. 

Structure is seen as having four significant hierarchies, Forrester (1968b: 406).
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These systems have four main characteristics: ‘..order, direction of feedback, 

nonlinearity, and loop multiplicity’ and form “four significant hierarchies of 

system structure,” (Forrester, 1968b: 402):

The Closed Boundary
The Feedback Loop as the Basic System Component

Levels (the integration, or accumulations, or states of a system) 
Rates (the policy statements, or activity variables, or flows)

Goal
Observed Conditions
Discrepancy between Goal and Observed Conditions 
Desired Action

5.4.2  Or d e r

Mathematically, with respect to calculus, the number of integrations (of first- 

order difference equations) determines the system order. In SD terms, this is 

determined by numbers of levels. As levels are also first-order equations, 

many managerial systems have at least twentieth and some cases in excess of 
one hundredth order.

5.4.3 Dir e c t io n  o f  Fe e d b a c k

This refers to loops being either negative or positive feedback; negative 

usually being an inhibiting or controlling influence and positive being an 

augmenting one creating either a growing or declining form of behaviour.

5.4.4 No n - l in e a r it y

This is a system containing division or multiplication of variables and/or where 

there is a coefficient which is also a function of a variable. When there is non-

linear coupling of positive and negative (alternatively all positive or all negative) 

there will be a dominance shift between loops (Forrester, 1968a). Steady-state 

control mathematics of linear systems are generally concerned with negative 

feedback, giving little acknowledgement of effect brought about by positive 
feedback.

Positive feedback influenced systems (like loops) produce an exponential 

growth or decline from a set point, but its presence is essential for system 

growth. In non-linear, unlike linear, systems such feedback is not necessarily 

detrimental due to control interaction of other affected loops within the 

system, (positive loops can control other positive loops to give a controlled 

system). Primary control is normally exerted by negative feedback.
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5.4.5 Lo o p Mu l t ipl i c i t y

Very few managerial, economic or social systems can be represented

adequately by a single loop structure. Several loops, both positive and 

negative, are invariably involved. It is the number and interaction of these 

loops that make systems, their outcomes and identification of key variables, 

taking into account counterintuitive behaviour, difficult to comprehend 

without use of computer simulations, (Forrester, 1970).

5.4.6 Sy s t e m  f l o w s

SD considers systemic thinking as being viewed most effectively in terms of

common underlying flows, instead of in terms of separate functions. This flow 

orientation causes the focus of attention to be made across inter-element and 

system boundaries—to take a holistic, rather than reductionist, approach. A 

meaningful system’s framework results from tracing cause and effect chains 

through relevant flow paths.

5.4.7 SD Su bje c t  Su m m a r y

A subject summary is given in Figure 5.6 below (Wolstenholme, 1982: 548) 

below.

System Description 
Qualitative Analysis

Quantified Analysis Using 
Continuous Simulation Techniques

Stage I Stage 11 Stage III

1. Of existing proposed systems.
2 In terms of system flows (using 

levels and rates) and objectives.
3. Using physical, cash and 

information flows.
4  To examine feedback loop 

structure.

To examine the 
behaviour of all 
system variables 
over time.
To examine the 
validity and 
sensitivity of the 
model to changes 
in:
(i) structure;
(ii) policies;

(iii) delays 
uncertainties.

To examine alterative 
structures and control 
policies based on:

(i) intuitive ideas;
(ii) control theory 

analogies;
(iii) control theory 

algorithms:
in terms of non-
optimising robust policy 
design.

To optimise
system
parameters.

To provide:
(0 a perspective on the observed 

problem or symptom;
(ii) a qualitative analysis on 

which to base recom-
mendations for change.

To provide a quantified assessment of alternative 
ways of improving system performance.

System Dynamics: a subject summary 
F ig u re  5 .6

96



Chapter!) System Dynamics

5.5 Sy s t e m  Dy n a m ic  m o d e l s

5.5.1 Sy s t e m  Dyn a m ic s  a s  a  Sim u l a t io n  Appr o a c h

A common misunderstanding of SDM is that it is considered as ‘...being just a 

simulation approach, rather than a methodology based on ...a “systems 

theory” of the firm in much the same way Cybernetics is a theory of social 

behaviour.’ (Ansoff and Slevin, 1968: 395). Utilisation of computer simulation 

models is a technique used within SDM and not the methodology itself:

Indeed, many traditional system dynamics practitioners would find it 
incongruous to separate the methodology into the distinctive phases 
suggested...and argue that influence diagrams are drawn with the relationships 
and dimensions of quantified analysis in mind. However, whilst this statement 
is true, it is important to realise that the argument only tends to reinforce the 
perception of system dynamics as just a technique for simulation analysis. In 
general system enquiry terms it is just much more, and the simulation phase 
of system dynamics can alternatively be viewed as just in-depth expansion of 
the analysis phase of the methodology— that is, as a technique within the 
overall methodology. (Wolstenholme, 1982: 554)

SD modelling within SDM utilises a simulation technique considering non-

linear, multi-causal loop systems, closely relating to situations found in RWS as 

being brought about by feedback. A policy or decision eventually has an 

influence on the state of that situation, which in turn affects future situations:

The feedback loop is seen as the basic structural element of systems. It is the 
context within which every decision is made. Every decision is responsive to 
the existing condition of the system and influences that condition. (Forrester, 
1968b: 408)

SDM makes use of DYNAMO, a mathematical computer simulation compiler 

initially used on mainframe computers, but latterly available in a micro format 

working in a Pascal (see Section 5.8), rather than the original Fortran 

environment, (Pugh III, 1983). There is also an English derivative DYSMAP 

(DYnamic System Modelling and Analysis Package), also running in a Fortran 

environment, developed by the System Dynamics Research Group at 

Bradford University, (Coyle, 1977; 1983; Wolstenholme and Coyle, 1980). SDM 
is not limited to use of these software packages, as any language able to 

represent system states and flows in the form of levels and rates will suffice 

(Roberts et a l ,  1983b), see Appendix 2 for one written in BASIC (a simple 

subroutine) and Turbo Pascal.

Both these computer simulation languages are used with SDM and have been 

developed further into Professional DYNAMO and DYSMAP2 (further 

developed into DYSMOD— DYnamic System Model Optimiser and
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Developer) to counter criticisms such as optimisation of variables (Bums and 

Malone, 1974; Keloharju and Wolstenholme, 1988; Wolstenholme, 1990). This 

later software package utilises a heuristic Search Decision Rule (SDR) as an 

optimisation algorithm.

5-5.2 Ma t h e m a t ic a l  f o u n d a t io n  o f  SD Co m pu t e r  
Sim u l a t io n  Mo d e l l in g

The simulation stage of SDM utilises DYNAMO (or derivative) to simplify 

mathematical input and permit variables to relate to a more natural language 

for element/variable identification. Such a user interface enables the analyst to 

continue with situation understanding formulation, without being distracted by 

having to program in a high level computer language.

Mathematics of SD simulation are not of an analytical differential equation 

format, unlike pure mathematical models. DYNAMO represents a 

mathematical coding of SD flow diagrams, with mathematical conversions 

being undertaken by the software compiler.

Alternatives are pure mathematical forms of linear and nonlinear 

representations, (Starr, 1980):

Linear:

x = Ax + Ba, given : x(O) = x 0 (5 .1)

Nonlinear, with respect to (£):

X(t) = d j )] (5.2)

given: the initial value x (Iq), for state vector t = 

where:

x  = n th order (dimensional) system state vector (i.e., Levels); 
a = exogenous input control vector (m-dimensional);
A = parameters forming an « x  n matrix;
B = parameters forming an n x  m matrix;
/ ()  = n th  order nonlinear vector function.

Models derived from SDM offer the advantage of providing an easy means of 

trying out policy changes and then predicting  their outcome. A time sliced 

output in the future (time interval .L) could be predetermined now (time
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interval .K), by mathematically projecting from the past (time interval J) . This 

time step process is shown in Figure 5.7 below.

Past Now Future

Time 
Period 

One

.J .K .L

Past Now Future

Time 
Period 

Two

J  .K .L

Past Now Future

Anc
so
on

.J .K .L

Time step process in SD modelling with DYNAMO 
F ig u re  5 .7

State indicators (Levels) are the critical and main variables of SD models and 

follow a format:

New Level = Old Level + Time Increment * (Inflow Rate -  Outflow Rate) (5.3)

Utilising the time interval notation of .J, .K and .L, with DT as the time 

increment, Equation 5.3 can be rewritten:

L.K = L.J + DT * (IR.JK -  OR.JK) (5.4)

By considering Equation 5.4 with a single rate and x as the time constant:

L.K L.J + DT *
R.JK

T
(5.5)

by moving L.J to the left hand side and dividing equation by DT so that as it 

approaches zero, it can be represented by an analytical solution of a 

continuous system:

T

which can be rewritten in normal differential dx/dt notation, (Britting, 1976):

99



Chapter S System (Dynamics

(5.7)

The DYNAMO simulation modelling compiler is mathematically founded on 

difference or Step-by-Step equations, with most DYNAMO statements being 

of a first-order linear format (Equations 5.3 and 5.4). Their theoretical 

foundation (Burghes and Wood, 1980), is shown below:

Xk + i = Axk + B (5.8)
when:

(k  = 0, 1, 2, . . .) where A and B  are constants and ( A 0) the solution to

Equation 5.8 can be found:

X\ = Ax o + B (5.9)

X2 — A x  i +  B =  A{Axo  + B ) + B = A 2Xo +  5 ( 1 + A )  (5.10)

Xj, — A x j  + B  — /l^Xo T  5(1 + A + A 2) (5.11)
so that:

x k = A^Xq + 5(1 + A + A2 + ... + Ak ')  (5.12)

= Akx 0 + 5 —--when : (A *  1) (5.13)
(1 —  A)

when geometric progression on the right hand side is summated and letting 
A= 1, then:

x k = x 0 + nB (5.14)

The solution can be summarised by:

A kx 0 +  5 jj -  Ak) 
-  A) (A * 1) (5.15)

*o + kB (A = 1) (5.16)

Solutions to the above two equations are dependent on Xq , A and B. If:

5
T 0 = —------- — , then Xq = x, = x 2 = ... — x k — ... (5.17)

(1 -  A)
and if:

g
A >  1, and;t0 * -------------  (5.18)

( 1 - / 1 )
then solutions will grow unbounded i.e., large positive and negative values of sq, 
as time increases.
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If:

g
0 < A < 1, then as k —> x k -> -----------  (5.19)

( 1  - A )

then conversely solutions will converge as time increases. If -1  < A < 0 then an 

oscillating behaviour will occur.

The specific mathematical format for dynamic modelling (DYNAMO and 

Stella) is either Euler’s and/or Runge-Kutta Methods.

5.5.3 E u l e r ’s  Me t h o d

This Step-by-Step method is used to determine the trajectory of a curve 

plotted against axis x  and t, given the differential equation:

dx
—  = f ( x ,  t) (5-20)
d t

This can be shown diagrammatically in Figure 5.8.

Euler’s Method for plotting trajectory of a curve 
Figure 5.8

Given:

x = x0 when (= 0, one needs to find x  at some time later (?):
Taking:

Xj as the approximation to x  at t = h

X\ = X q + AB
and:

AB
I T

Tan 6

which is the same as:

AB = h Tan 9

(5 .21)

(5.22)

(5.23)

101



Chap u t  5 System  Dynamics

Considering tangent at P in Figure 5.8 and:

Taking Tan 9  as the slope of the tangent and also —  = x

therefore Tan 6  =  x  at P (5.24)

Euler’s Method can be summarised and written as an equation:

*i = x0 + too (5.25)

A decrease in this integration error is obtained by reducing the time step (see 

Section 5.5.5). Solutions using Euler’s Method equations are numerical 

“approximations” i.e., there is a difference between these results and an 

“exact” solution—caused by an integration error.

Euler’s integration method is considered as being suitable for continuous 

event computer simulation and works well in SD simulation models, (Pugh, III, 

1980: 179). Characteristics of models requiring such mathematical solutions 
are:

1) Output accuracy of simulation is only of a moderate importance because 
in many situations in which SDM is used, generally only poor quality 
usable data and parameter estimates are available. Accuracy level is 
determined as the difference between solution of an integration 
calculation and exact answer (high being a difference of <0 .1 %);

2) there is a requirement for frequent plotted outputs. Accuracy and 
smoothness of graphical output is improved with a greater number of 
model outputs. A higher integration method, the Runge-Kutta Method for 
example, works below its optimum level when DT is reduced (to provide 
more output), whereas the accuracy of Euler’s method remains the same;

3) situations under investigation display mild “stiffness”. If a model contains 
both slow and fast acting dynamic elements, then it is described as “stiff’. 
SD models can be considered “mildly stifP, if stable outputs from “stiff’ 
equations (i.e., those that exhibit stiffness) are obtained when “non-stiff’ 
methods are used for simulation, without having to utilise excessive 
computer processing time (i.e., needing to reduce DT to make the output 
stable). In these situations, simulation output will only be due to slow 
elements, as transients of fast elements die. Large DT decreases accuracy 
(one is unaware of the output from element interaction between time 
steps), with a likelihood of displayed output being unstable (fast and 
extreme transient output oscillations). This is known as “hunting”—the 
simulation model is attempting to maintain stability, but is unable to 
consider the important dynamically fast and slow elements together. To 
counter this problem a time step must be determined by the size of DT 
appropriate for fast, rather than slow elements.

As the DT time step (length ‘h’ in Figure 5.8) is reduced to take into account 

missing interactions, there is a requirement to use special “stiff equations for
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integration. These are higher-order integration methods (for example Runge- 

Kutta Method) and require increasing amounts of computer processing time.

5.5.4 RUNGE-KUTTA METHOD

This integration method can be used for solving “non-stiff” differential 

equations of the n th order. The “classical” method is of a fourth-order, but 

third and fifth are also widely used, (first-order being Euler’s). The Runge- 

Kutta Method, as an alternative approximation, considers:

K * o )  =  to 

by computing:

k\ = h/(x0 + t0) 
k 2 = h/(x0 + i-h, to + \kx )

* 3  = hf(x0 + |-h, t0 + \k2)

£4 = h/(x0 + h, t0 + &3)

(5.26)

(5.27)

Then:

Kx  0 + h) — t + |-(&i + l k 2 + 2*3 + * 4 ) (5.28)

The Runge-Kutta method reduces error inherent in numerical approximation, 

especially Euler’s Method. Error is in the order of h5 and is considered fairly 

accurate for large values of ‘h’, (Knight and Adams, 1975). Replacement of 

differential Equation 5.20 by Equations 5.25 and 5.28 will be a compromise 

between accuracy and speed in computation. Reduction in time step—Delta 

Time (distance ‘h’ in Figure 5.6 i.e., DT or A), will also improve accuracy, but 

again increase computation time. This method, in general terms, sub divides 

the DT step, determining integration function ‘h’ based not only on the 

previous integral value, but also at the beginning of that step.

5.5.5 PROBLEMS WITH INTEGRATION METHODS

Pugh, III (1980), when considering Euler’s method with DT set at one-half the 

plotted intervals, found that an error <2 .5 % is produced, whereas when a fifth- 

order Runge-Kutta Method is used to four decimal places, there is no 

measurable error. However, computation through relevant Level, Rate and 

Auxiliary equations is three times higher. Additional errors can also occur 

when small time steps are used and hence large numbers of integrations. Such
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errors are caused by computational accuracy. Known as “round-off errors”, 

these can be ten times higher for a fifth-order Runge-Kutta than Euler’s 

method (Pugh, III, 1980: 81-2), unlike “global error” due to the choice of 

integration method. For example, if DT is set at 9.766 x lib4  when solving:

Statistical methods can be used to assess effects of “round-off error”, 

(Monroe, 1962). Such integration errors are out of the control of the modeller 

(unless he uses a different computer!) but can be reduced even though it is 

partially due, unlike an analog computer, to a digital computer’s inability to 

perform continuous time integrations (Britting, 1976).

A compromise between the Runge-Kutta Method (with a high-order 

integration) and Euler’s Method would be a reduction to a form of third-order 

integration. This however presents similar problems to one using a higher- 

order, in that functions within a model may not be continuous naturally and 

cause large integration errors. These are exacerbated by use of DYNAMO’S 

CLIP and STEP (Pugh, III, 1983) functions for example (termination or 

commencement of a variable). Euler’s Method, despite its simulation 

limitations, appears to be the best integration method for graphical outputs 

needing frequent outputs, for use in situations displaying occasional “mild 

stiffness” and where accuracy is not of prime importance.

Table 5.1 compares the accuracy between Euler's, second-order and forth- 

order Runge-Kutta Methods (Stella f o r  Business Manual, V2.1-. C-7).

5.6 USE OF DYNAMO FOR DECISION MAKING
A model is not a perfect representation of reality that can be trusted to make 

better decisions than decision makers. It is a flexible tool forcing decision 

makers to think harder, analyse their plans and policies before implementing 

them. This was discused earlier, but in summary, with respect to SD and use 

of DYNAMO:

Rather than rely on intuition, an alternative procedure is to build a 
mathematical model of the situation [as perceived], and simulate its behaviour 
with a computer.... Any dynamic (changing over time) system...can be 
modelled with DYNAMO. (Pugh-Roberts, 1984: 2)

x'=  1  -  X

y  = 10000c-t ) 

*(o) = y  ($) = o

(5.29)
(5.30)

(5.31)
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Table 5.1
Comparison of numerical errors in Euler's, 

second-order and forth-order Runge-Kutta Methods

Time Exact
Value
( 1 0 0 ‘e-0-5*1)

Error 
Euler's 
Method 
(dt = 0.025)

Error
2nd-Order 
Runge-Kutta 
(dt = 0.05)

Error for 
4th-Order 
Runge-Kutta 
(dt = 0 .1)

0 100.000 0.0 0.0 0.0
0.1 95.123 0.0300 -0.000505 -2.583e-7
0.2 90.484 0.0570 - 0.000960 -4.913e- 7
0.3 86.071 0.0813 -0.00137 -7.01 le“7
0.4 81.873 0.103 -0.00174 -8.892e-7
0.5 77.880 0.123 -0.00207 -1.057e-6
0.6 74.082 0.140 - 0.00236 -1.207e-6
0.7 70.469 0.155 - 0.00262 -1.339e-6
0.8 67.032 0.169 -0.00285 -1.456e“6
0.9 63.763 0.181 -0.00305 -1.558e-6
1.0 60.653 0.191 - 0.00322 -1.647e“6

As a decision making model for frequent and general use, DYNAMO appears 

to be limited. Firstly, there is a requirement for a working knowledge of the 

computer language (although considerably lower than a standard high level 

programming language such as ‘C’ (in both standard and ++ object oriented 

formats) and standard Pascal. Secondly, there is no external facility (to the 

model) for data access—data being written into the original model and 

changed only by identification of appropriate equations (procedural 

knowledge).

For such a data-base system to be utilised there is a need for a software link 

between the application program (simulation model) and data-base (storage 

of data). This data-base management system (DBMS), together with a 

requirement to understand, for maintenance purposes, schemas and sub-

schemas (Martin, 1976) would add further complications if DYNAMO were 

used. Creation of an efficient bespoke system would be time consuming as it 

is not possible to integrate a proprietary data-base system, for example 

Ashton Tate’s dBase III plus, due to incompatible operating systems, see 
Section 5.8.1.

There is no provision with DYNAMO for a user friendly interface with either 

an expert system or utilisation of a WIMP (Windows, Icons, Mice and 

Pulldowns) system, DYNAMO being menu driven. Work is currently being 

carried out by Khoshnevis and Austin (1986) and Gonzalez and Fernandez
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(1986) in an attempt to reduce user unfriendliness. This work involves 

development of an intelligent natural language, human-to-computer interface. 

Thirdly, micro based DYNAMO (Micro-DYNAMO) is only capable of dealing 

with up to three hundred variables on both Apple II and IBM.PC/XT 

computers.

5.7 Ha r d w a r e  Lim it a t io n s  o f  Mic r o -DYNAMO

An IBM.PC system is restricted to a 640K byte RAM (Random Access 

Memory) limit addressed by the UCSD p-System IV. 1 environment used to 

run Micro-DYNAMO, (rather than making use of standard DR/MS/PC.DOS 

(Disc Operating System) that can only address 640K RAM with pre Version 3 

without getting into the complication of using/addressing extended and 

expanded memory with higher versions of DOS).

Micro-DYNAMO compiler is also limited to 8/16—bit (Intel 8086 and 8088 

CPUs (Central Processing Unit)) technology excluding faster, true 16-bit (Intel 

80286) and latest 32-bit (Intel 80386 and 80486) CPUs (see Appendix 3). 

Micro-DYNAMO is also unable to address an Intel 8087 numeric co-

processor, which would speed up mathematical calculations. Some of these 

restrictions have been resolved by DYNAMO Professional which can be used 

under DR/MS/PC.DOS. This software is also not available for computers using 

any of the 32-bit Motorola 68000 series of CPUs.

Use of Micro-DYNAMO for reasons given above, limits the detail needed to 

produce a realistic LSP model simulation. Size of these model interrelations is 

such that important details would have to be restricted for the sake of 

maintaining a complete model structure (reducing resolution).

5.8 Lim it a t io n s  o f  SD So f t w a r e

5.8.1 IBM.PC BASED Mic r o -DYNAMO

If an accurate output is required, but the model exhibits little dynamic 

behaviour or “stiffness”, there are other numerical methods better suited to 

model with. Integrated into this is DYNAMO’S requirement for a modeller to 

select the DT time step to be used during the simulation period. The normal 

criterion is for 0.25 or 0.5 of the shortest model time constant (Tn—» TB+1) to 

be used, but it is difficult to determine what this should be. In practical terms

106



C'Hap ter 5 System Dynamics

DT is initially set at one (the largest Micro-DYNAMO will consider) and then 

undertake trial simulations with reduced time steps. Accuracy between runs is 

compared, until a compromise is reached between this and the time a 

computer takes to run through a simulation.

UCSD p-System software environment used in Micro-DYNAMO is self 

contained and limited to running specific Pascal programs. By using p-code 

(similar in appearance and level to an advanced assembly code) it is able to 

address a computer’s Basic Input/Output System (BIOS) for file management 

together with a Pascal compiler and operating system. By writing a program 

in Pascal the inbuilt translator program is able to convert it into p-code, for 

execution by the compiler. Micro-DYNAMO needs to be recompiled on 

each simulation (but not simulation reruns with temporary data changes).

As SD simulation uses large information/detail “chunks” it is unable to take 

into account (absorb) smaller details, that would be otherwise needed for 

more complete analytical solutions. These simulations are able to provide 

general trends only, outputs from influences and occurrences being a result of 

the representation of RW structures and parameters. Starr (1980: 52) states 

that a SD format of Levels and Rates ignores ‘...algebraic conditions, discrete 

time formats, and random disturbances.’ In response to this, analytical 

solutions are not required for the SDM, therefore, with respect to Equations

5.1 and 5.2, the behaviour characteristics of A and B, together with partial 

derivatives of functions “f ,  using SD simulation (Micro-DYNAMO etc.), need 

not be ex actly  solved. Coddington and Levinson (1955) consider the 

determination of behaviour in advanced differential equations in terms of A 

and F(x) in:

x  =  A x  + F ( x )  (5.32)
where:

A = linear elements;

K x) = nonlinear elements.

Starr (1980) drew together similarities and complementarity between SD 

simulations and analytical solutions. Burns (1977) attempted to convert a SD 

flow diagram (from digraphs or causal loop) into differential equations, by 

using set notation and a Square Ternary Matrix (STM). This could provide a link 

between a DYNAMO style format into a pure mathematical format able to 

cope with deficiencies found in the former. This idea still benefits a modeller 

as it involves other interested parties in defining system structure (see Section
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5 .1 0 ), without complications of needing to understand computer simulation 

mathematics.

5.8 .2  Ap p l e  m a c i n t o s h  St e l l a

Stella (Structural Thinking, Experiential Learning Laboratory with Animation) is 

an alternative SD software package, but only available to run on Apple 

Macintosh computers. An advantage of using this package, like most 

Macintosh computer software, is its use of a more friendly human/computer 

interface. This “graphics-orientated user interface" or GUI (gooey) utilises a 

WIMP system, making it easier but slower to use (there is a compromise 

between ease of use and speed in most computer systems).

Slowness is brought about by having to simplify model conceptualisation, due 

to Stella’s limiting use of levels and delays, making structuring, in certain 

circumstances difficult. A “gooey” system is well suited to Desk Top 

Publishing (DTP) and the document presentation ‘niche market’ which Apple 

Macintosh now dominates. However, some of the computer’s operating 

characteristics (such as use of a mouse and windows) can be utilised in any 

continuing development of PROMISS. This type of “user friendly” interface 

has been used as an enhancement to the standard PC operating system 

DR/MS/PC.DOS) in the form of Microsoft Windows, Version 3.

5.9 SD Me t h o d o l o g y — Cr it ic is m s

SD was conceived as a quantitative means for dealing with dynamic and non-

linear behaviour problems concerning management of social systems. 

Classical Operations Research (OR) provides an analytical tool kit for many 

situations, but is unable to deal with the complexity that SD can. OR considers 

decisions as being made within an open-loop process where process inputs 

are unaffected by the decisions themselves, (Forrester, 1968b; 1968c). SDM 

considers that within social systems where a boundary has been identified, any 

policy decision will be affected by others, i.e., future decisions will be a result 

of, and affected by, present and past ones, (see Section 5.5.1).

A major criticism of what appears to be the ability of people to conceptualise 

the complexity of social systems as multiple-loop, nonlinear feedback 

systems (Forrester, 1976). Ansoff and Slevin, (1968: 383) considers that SD:
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...is not a well circumscribed body of theory, it is possible to define it through 
a series of stages of stages [sic] of increasing specificity. Therefore, the range 
of its application is dependent on the definition one adopts.

In this case, a definition refers to a particular situation rather than its 

application, as a theory of system structure and its associated dynamic 
behaviour.

In response to Ansoff and Slevin, Forrester (1968c) refutes criticisms 

concerning SD’s theoretical foundations as “a body of theory”. Although 

Forrester did not accept the critics’ four point criteria for what constitutes a 

theory (1968c: 604 with reference to Ansoff and Slevin, 1968: 394), a point-by-

point response was made. This being:

1. It should embrace a well defined body of observable variables.
2. It should have an explicitly stated set of hypotheses about these variables.
3. It should present a calculus, a method which, relying on the hypothesis, 

permits construction of statements about the variables.
4. Finally, in the very nature of the above definition, a theory is a statement 

of its own limitations, an implicit definition of areas of experience to 
which the theory does not apply.

Reference to the first point, the embracement of ‘...a well defined body of 

observable variables’ could be considered as the major SD components of 

Rates and Levels, identified within the Sol boundary. The second point could 

be the structure of these components and feedback loops they eventually 
form.

The third point is answered from two directions. Computation of variables 

(which are hypotheses of a RWS—as is any model) is such, that their dynamic 

and interrelated behaviour is considered as a whole. Secondly, at the time 

these critical papers where written, there was a dearth of information 

concerning theory of dynamic behaviour within nonlinear systems. There was 

an implicit reliance on other theories incorporated within SD, for example the 

mathematics of feedback. This problem was (partially) resolved by 

Forrester’s book Principles o f  Systems (1968a).

The fourth criterion was disregarded, as SD is not applicable to 

situations/problems that: 1 ) lack systematic interrelationships; 2 ) where the 

future is unaffected by the past (and present); and 3) where dynamic changes 
are of little interest.

Forrester’s (1968c) own theoretical ideas are based at two levels. Firstly, there 

is a general theory of systems within SD, although it is also an amalgamation of
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several ideas, for example cybernetics and servomechanisms. The first, a 

theoretical level, has advantages due to the unrestricted nature of systemic 

research and analysis. Specific theories are needed to transfer ‘...insights and 

predictions from one observable situation to another.’ (Ansoff and Slevin, 

1968: 395). The second level, is one concerning SD modelling as being a: 

‘...theory of structure and dynamic behaviour for a particular class of systems. 

In this sense, systems belong to the same class if they can be represented by 

the same structure.’ (Forrester, 1968c: 606)

Understanding of model structure, i.e., number of Rates and Levels 

(order/integrations), gives one the ability of being able to portray two 

different RW situations that exhibit similar characteristics. Once dynamic 

behaviour and structure are understood for one situation, knowledge about 

this could be transferred and help in the analysis of another totally unrelated 

situation. Forrester (1968c: 606-7) quotes dynamic similarities between an 

employment-inventory system and a swinging pendulum. Herbert Simon 

(1969a) considers a “black box" representing the RWS as being modelled by a 

distinctly different one, but of both having the same output characteristics.

Once a conceptual model has been developed using digraphs/causal loop 

diagrams (Coyle, 1977; Goodman, 1974) with Rates and Levels identified, a 

computer code is written (Coyle, 1983). Pidd (1984), considers the usefulness 

of these diagrams as a link between verbal description of a Sol and computer 
coding in the form of conceptual equations.

Both dynamists and managers profess that a significant benefit comes 
before the simulation during the flow chart modelling [causal loop 
diagrams].... This appears to have a therapeutic effect on the managers, 
forcing them to crystallize decision making processes and to order their 
thoughts according to a systematic information feedback model. (Ansoff 
and Slevin, 1968: 393)

DYNAMO modelling projects known variables by time steps determined by 

the model’s DT (see Section 5.5.2), with the object of determining the 

system’s future behaviour when: 1) variables known at time .K remain 

unchanged, or 2) when, due to policy changes one or more variables are 

changed. This will show or identify, in Equation 5.33 below, how model 

parameters (p) deviate from their nominal value or trajectory when p *  p N. 

Hearne (1987) describes SD equations as being in the form:
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when:

i = 1 , 2 , n

X  = C%i, X2, ..., J£h)

P =  (P l>  P2j •••> Pmfi
and:

h £  Pi £  Ui (5.34)

when:

i=  1 , 2 , m

li and Ui are known lower and upper bounds.

Hearne (1985; 1987) and Graham (1980) identified further limitations of 

DYNAMO in the area of parameter sensitivity. As in any real world Sol, many 

variables are stochastic in nature, rather than deterministic, therefore several 

computer scenarios need to be considered. Criticism was based on the need 

of such scenarios, changing one parameter at a time before running the 

simulation again. This limitation reduces the combination of changes found in 

the RW situation a model is trying to represent. Multiple parameter changes 

are discussed by Legasto and Maciariello (1980); Hearne (1985); Starr (1980) and 

parameter sensitivity involved in Forrester’s World models by Vermeulen and 

Jongh (1976). When considering a model with 14 parameters and using a high, 

nominal and low value for each, there would be a need for 3 14 combinations or 

4.78 million simulations (this value is disputed in Section 7.6 where it should be 

7.174 million simulations).

If P  is a set of all m-dimensional vectors, with components meeting the 

criteria of Equation 5.34 for any p  e P  in Equation 5.33, x(p ,i)  will be a path 

with p  = p ffi.e., trajectory of a nominal parameter vector, then p N e Pcan be 
found (s (/)):

To reduce the number of scenarios in Equation 5.33 one can let the sensitivity 

analysis problem become one of standard optimisation, by letting f  be the 

difference between the nominal trajectory and other options, these options 

having a difference interval from ¡b —> ^ Maximizing / (p) subject to Equation 

5.33 the choices of 'f, with limits of ¿b —> t/, will be:

<*t) = x(pN, t) (5.35)

(5.36)
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Here, interest is limited to a small number of variables, therefore in this 

equation it is appropriate to sum them only. But by the very nature of the 

interrelationships of each model variable, it would not be prudent to consider 

any one of them in isolation. A scenario must be carried out on them all.

Forrester (1970) identified model outputs as not being always predictable or 

initially having a logical (counterintuitive) leverage/influence, until simulation 

outputs have been obtained. For this reason, assumptions should not be 

made about significant/insignificant elements. The number of variable 

changes, as Hearne rightly points out, can be reduced by making use of 

existing knowledge i.e., the feasibility of some p  e P  is dismissed, because 

resulting solution trajectories will deviate from what is already known. This 

known data can be used to calibrate a model, using r components of 
Sy = 1, 2,...r. The following equation is derived by using » t\ or DT; as the

time interval:

m = f - Í
' o  «7 =  1

where:
0V. (t), t g [tú, íjl, U = 1, 2, .... v : when r< n (5.38)

J  J

are the components of the nominal trajectory evaluated against known data;

Oij (0, t e  [t{, tj, q = 1 , 2 , ..., v : when v< n (5 .3 9 )

being components of a nominal trajectory of interest to an analysts/model 

builder. A specified parameter 'r' is used to control how closely other 
trajectories follow the nominal criterion for: [̂¡0 ,^]; if 's’, as an even integer, is 

made large enough, it will affect the first integral and hence restrict trajectories 
to within (V ,) of the nominal trajectory, when d t = [/q, t\].

It is noted that a weighting factor 'w'has been introduced into Equation 5.37. 

If this inclusion is made then eventual results, as model outputs, cannot be 

value-free. This makes construction of any model, which is initially subjective 

— it being a construct resulting from the modeller’s perception of the “real 

world”, even more subjective.

Inclusion of these pre-determined weightings further complicates and 

multiplies scenarios needed to account for possible Sol variations. This 

complication is contrary to SD as a methodology, that of a situation being

T f a y  -  Oij) dr + w \tf ( XlJ -  
J '> l 0 ¡

d t (5.37)
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influenced by its structure, rather than data. Multiple scenarios are needed 

only to identify variable(s) with greatest leverage, (Forrester, 1986b). Data that 

will/can be changed as a policy change need only be used to initialise and 

change pre-simulation computer scenarios. Further to this, multiplication of 

simulations are increased as ' f  is changed. Analysis of parameter sensitivity 

problems in SD modelling does not reduce the number of simulations, but 

increases them.

Starr (1980: 54) utilises nominal values by using an expanded solution in a 

Taylor’s Series, together with the use of Tomovic and Vukobratovic’s (1972) 

analytical sensitivity analysis. Taking a system represented by the nonlinear 

Equation 5.2, denoting its solution by:

<p(Xo, a, t)

and then defining: 

dxDXA = —  , n x  p  matrix of parameter sensitivity coefficients. 
da

Elements of the DXA will be time dependent and as such the behaviour can 

be defined by partially differentiating:

-  (DXA) = (DXA) + %  (5.40)
dr dx da

From trajectory J ( xq , a, /), indicated partial derivatives can then be evaluated. 

These equations appear to be linear in DXA with characteristics of growth, 

decay etc. being related to the matrix df/dx. Difficulty has been found using 

this representation in determining parameters/elements with greatest 

leverage, although McClamroch (1976) carried out a study to correct this 

shortfall.

McClamroch (1976) attempted to design a technique for determining links 

between system stability and element relationships. By developing a series of 

theorems for analysis of, and use with, nonlinear multivariable systems, 

situation/method stability can be determined. This is carried out on a loop- 

by-loop (considering each as a linear subsystem) basis using a scalar circle 

condition, thereby determining critical elements that cause system stability.

This study, like Starr’s, attempts to view a system in an analytical linear format, 

to find elements of greatest leverage. Such studies have been undertaken
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because of the difficulty in identifying such individual elements in situations 

conceptualised in a nonlinear format. Starr (1980: 55) considers the idea of 

making changes in groups, but unfortunately this: ‘...would introduce an 

overwhelming number of combinations and hence are never done on an all 

inclusive basis.’ This is demonstrated by using a second-order linear equation 

to show problems in changing groups of elements/parameters, rather than on 
an individual basis:

ax + bx + cx  = 0 (5.41)

where: ‘a ’, 'b\ 'c\ are representative of system parameters (a logic function in 

which selection of 'a'or 'b‘ is dependent upon the value of 'c). Rather than 

consider these individually, as one would in a normal SD simulation, they are 

described by the natural frequency:

co = and the damping coefficient p = (ac)

It is considered that by analysing individual elements, parameters to’and p ’ 

would be difficult to determine: ‘The point is that behavior descriptors 

depend upon functions of parameters and linear theory and analytical formats 

can suggest forms of these functions.’ (Starr, 1980: 56)

These identified deficiencies highlight further limitations in making DYNAMO 

an everyday computer simulation language for decision making purposes; it 

being considered only suitable as a general purpose language, where finer and 

exact output detail is not required. DYNAMO does, however, have the ability 

to quickly model a Sol holistically, using significant elements/variables only 

(although this is subjective).

When considering a decision making computer simulation model, more detail 

than that provided by DYNAMO is required, with an ability to introduce 

variable changes whilst the model is running (interactive simulation). 

DYNAMO, needing to be recompiled and simulated for the full model length, 

after each parameter change, does not meet this criterion.

In conclusion, SD is concerned with formulating general patterns and 

interrelationships (cause and effect chains) into models in a form of Rates and 

Levels. From such models, evaluation of policy scenarios can be undertaken, 

to determine for example, element(s) or parameter(s) with greatest leverage. 

It is for determination of answers to “what if’ scenarios that these computer
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models should be used, not for accurate forecasting. This point appears to be 

missed by many critics, for example Ansoff and Slevin (1968). Rothkopf 

(1973: 60-1) offers a rather extreme lack of “confidence” in SD models in that 

they:

...should be viewed as no more than the sincere opinions of their builders. 
They should not be presented as scientifically justified conclusions. If they 
are, decision-makers may place excessive trust in them—and this may lead 
to bad decisions.

There can be some sympathy with this statement, but no model(s) should be 

presented, without direct involvement of the problem owner(s) and decision 

makers who will eventually use them. Validation of SD simulation models is 

discussed below.

5.10 Va l id a t io n  a n d  P r o b l e m s  o f  Ma k in g  DYNAMO/SD 
M o d e l s  R e pr e s e n t a t i v e

Simulation models are representations of the RW concerning both their static 

and dynamic characteristics (O’Keefe, 1986b), together with the modeller’s 

perception of structure and process. This problem initially arises in the 

Problem Definition stage of the methodology. Balci and Nance (1985: 78) 

developed a flow chart for dealing with verification of the transformation of a 

RW situation, into a Conceptual Model, taking into account 

Descriptive/Prescriptive analysis, see Figure 5.9.

Extensive and concentrated effort over time is needed to tune and validate a 

simulation model and make it representative of the RW, to the decision 

maker’s/modeller’s requirements. Problems, such as these, bring about 

statements as: ‘...models are to be used but not believed.’ from Theil (1971: vi) 
and:

Scientific philosophy...refuses to accept any knowledge of the physical world as 
absolutely certain. Neither the individual occurrences, nor the laws 
controlling them, can be stated with certainty is attainable; but these 
principles are analytic and empty. Certainty is inseparable from emptiness; 
there is no synthetic a priori. (Reichenbach, 1951: 23)

Resolving the validity problem is achieved by considering computer models 

in two ways: firstly, as being suitable for the purpose and problem 

environment being analysed; and secondly, being consistent with the RW it 

tries to represent. Shannon (1981: 574) proposed that three questions should 

be asked of when validating a model:

1. Does the model adequately represent the real world system?
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High-Level procedure for formulating a problem 
Figure 5-9
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Table 5.2
Opportunities for errors in simulation modelling

ELEMENT

1 REAL SYSTEM a)
The part of reality to be modelled; b)

2 CONCEPTUAL MODEL a)
Model builder's perception and 
understanding of the RW situation; b)

3 EXPERIMENTAL DOMAIN
Description of the limited set of a)
conditions under which the RW 
situation will be modelled;

4 FORMAL MODEL
The construction of a relatively a)
simple model that is valid in the b)
experimental environment that 
has been chosen;

5 COMPUTER MODEL
The step-by-step implementation a)
of the formal model into computer 
coding;

6 EXPERIMENTATION
The using of the computer model a)
to generate behavioural data b)
through planned experimentation 
and analysing generated data.

2. Is the model generating behavioural data characteristic of the real system 
behavioural data?

3- Does the simulation model user have confidence in the model’s results?

He then considers the “Opportunities for Errors” that occur during the 

development of a simulation model, see Table 5.2.

Figure 5.10, Banks et al., (1987: 14), shows a twelve stage model evaluation 

cycle. The first seven are used for verification and the first eleven validation, 

before it is suitable for a user. The former forms part of the iterative nature of 

the SDM as a formal process. The latter is necessary if a subsequent model is 

to be used with confidence, therefore it must be inherent. A model will be 

dynamic and used in a dynamic environment so it must be adapted as the RW 

situation changes, taking into account points identified in Table 5.2.

ISSIBLE ERRORS

Defining the system; 
Defining the boundaries.

Misunderstanding how 
the system works;
Excluding relevant variables.

Specifying goals of study.

Design of model; 
Data used.

Logic and coding.

Procedure for use of model; 
Interpretation.

Forrester (1968c: 615), when referring to models as representations of the RW, 

considers “point of proof”— one can never ‘prove’ a model is an ‘exact
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BASIC STEPS IN THE MODELING PROCESS

Verification and validation flow chart 
Figure 5.10

representation’, therefore models should not be judged on an absolute scale 

for not being perfect. If models increase our ability to understand and be able 

to clarify available knowledge, then they should be judged on this ability alone: 

‘Model validity is a relative matter. The usefulness of a mathematical simulation 

model should be judged in comparison with the mental image or other 

abstract model which would be used instead.’ (Forrester, 1968a: 3-4)

Simulation models are normally resorted to when other forms of analysis will 
not usefully unravel the problem...but because of the large number of possible 
interactions, when combined, make it impossible to understand the behaviour 
of the total system. (McKenney, 1967: B-102)
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Richardson and Pugh (1981: 311) also consider validation of SD computer 

models:

In the system dynamics approach validation is an on-going mix of activities 
embedded throughout the iterative model-building process. No single test 
suffices to validate a system dynamics model or provide a measure of its 
degree of validity. An observer wishing to make a judgement about validity of 
a system dynamics study must follow much the same path as the modeller. 
There is no royal (or Student’s) road to validation in the system dynamics 
approach.

Karl Popper (1959) suggests that models should be to some degree confirmed, 

rather than verified. If in a series of empirical tests of a model no negative 

results are found, but a number of positive instances increases, then 

confidence is increased in a step-by-step manner, as Carnap, (1963) states: 

Thus, instead of verification, we may speak of gradually increasing 

confirmation of the law’. ‘If error is corrected whenever it is recognised as 

such, the path of error is the path of truth.’ (Reichenbach, 1951: 326)

Validation of a model is the determination of truth, i.e., the means of proving a 

model to be true. This implies that one is aware of a criterion for 

differentiating between models that are true and those that are not and also 

have the ability to apply such criterion (Naylor and Finger, 1967). Validity of a 

model is made probable, not certain, by assumptions underlying the model; 

the inductive inference must be conceived as an operation belonging in the 

calculus of probability, (Reichenbach, 1951).

Forrester and Senge (1980: 209) consider that SD models should have 

confidence built into them, or ‘...accumulates gradually as the model passes 

more tests and as new parts of correspondence between the model and 

empirical reality are identified.’ Table 5.3 shows a summary for building 

confidence into SD computer simulation models.

Here the focus is on structure and behaviour when testing for suitability and 

consistency. Core tests are essential if confidence is to be built into such 

models. Other tests may not be cost effective or even possible, but if they are 

carried out then confidence will be further enhanced.

Another problem with validating a computer simulation model is the language 

medium used. Many clients (problem owners, decision makers etc.) are not 

familiar with computers, software languages or even interpretation of outputs 

from such simulation models:
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Table 5.3
Summary table of tests for building confidence 

into System Dynamics computer simulation models

Focusing on STRUCTURE Focusing on BEHAVIOUR

Testing Dimensional consistency (a) Parameter (in)sensitivity (a)
SUITABILITY -  behaviour characteristics
for purposes Extreme conditions in 

equations (a)
-  policy conclusions

(tests focusing Structural (in)sensitivity (a)
inward on the Boundary adequacy -  behaviour characteristics
model) -  important variables

-  policy levers
-  policy conclusions

Testing Face validity Replication of reference
CONSISTENCY -  rates and levels modes (boundary adequacy
with reality -  information feedback for behaviour) (a)

-  delays -  problem behaviour
(tests comparing -  past policies
the model with -  anticipated behaviour
information about 
the real system) Parameter values (a)

Surprise behaviour

-  conceptual fit Extreme condition
-  numerical fit simulations

Statistical tests
-  time series analysis
-  correlation & regression

Contributing Appropriateness of model Counter-intuitive behaviour
to the UTILITY & characteristics for audience -  exhibited by model
EFFECTIVENESS -  size -  made intuitive by
of a suitable, -  simplicity/complexity model-based analysis
consistent model -  aggregation/detail

Generation of insights

(a) -> Core Tests

...produces output resembling those observed in the real world, and inspires 
confidence that the real causal process has been accurately represented. 
However, because the assumptions incorporated in the model are complex 
and their mutual interdependencies are obscure, the simulation program is 
no easier to understand than the real process was. (Dutton and Starbuck, 
1974: 4)

These points raise doubts concerning the soundness of Forrester’s policy for 

validating SD models. Statistical methods are rejected for model validation by 

any other criterion than the extent of its usefulness, (Forrester, 1961; Schrank 

and Holt, 1967):

...propose that the criterion of the usefulness of the model be adopted as the 
key to its validation, thereby shifting the emphasis from a conception of its 
abstract truth or falsity to the question whether errors in the model render it 
too weak to serve the intended purpose. Schrank and Holt (1967: B-105)
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‘...the techniques commonly used by social scientists to analyze statistical data 

can be inconclusive or misleading when applied to the kind of nonlinear 

dynamic systems found in real life.’ (Forrester, 1976: 31) Validation of 

computer simulation models and data generated are sampling rules resting 

entirely on the theory of probability, (Naylor and Finger, 1967).

Added to this is a problem of knowing whether or not available data is itself 

valid. Sargent (1984: 118) considers that little can be done about ensuring that 

such data is correct:

The best that one can do is to develop good procedures for collecting data; 
test the collected data using such techniques as internal consistency checks 
and screening for outlets and determine if any outliers found are correct and 
develop good procedures to properly maintain and collect data.

Departures from 
Ideal Conditions

Imperfections in 
data measurement

Imperfections in 
a p rio ri specification

Available data Data contain Do not System 
are sampled measurement measure all structure 

data errors variables misspecified

Noise inputs 
non-ideal

With Pure random Feedback Relationships Auto- Non-zero
instantaneous errors includ- loops between correlated mean

sampling ed in data omitted variables
simplified

Non-
normal

With Data com- Exogenous Ficticious Hetero- Large
averaging piled through forces relationships scedastic standard 

of data realistic omitted hypothesized deviations
measusrement 

processes

Variations in experimental conditions 
Figure 5.11

Senge (1977: 179) also highlighted problems of imperfect data caused through 

sampling being compiled on only a periodic bases, for example monthly or 

quarterly. These ‘...departure^] from idea conditions....’ are shown in Figure 

5.11.

Unless a model can be validated, to both a model builder and prospective 

user’s satisfaction, an error by these parties known as the “Halo Effect”, can be
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made. When a computer model gives an indication of what is required, further 

examination is unlikely to the same degree then if it gave an indication one was 

not expecting. A simple model may provide less information over a long 

period, but its overall performance and hence validity, may be better than a 

more complicated one, (Crissey, 1974).

This problem is brought about by the determination of what is com plex  and 

what is com plicated. Complexity refers to substantive logic—mathematical 

interrelations and difficulties; complication can arise in almost any 

arrangement of facts, concepts, or thoughts. Complication is an undesirable 

characteristic of any construct; complexity may be an inherent feature. 

Complication often expresses lack of effort to give model construction its 

appropriate form, (Brewer, 1973: 4). An SD model (like any model) should 

help understand complexity:

Time after time, one sees kinds of behavior in a system model the significance 
of which had previously gone unrecognized in the real-life situation. When, 
however, such behavior is recognized in the model one finds in the real-life 
system clear indication that the same dynamic modes exist in reality as well as 
in the model. (Forrester: 1968c 607)

In such a situation it would be difficult to validate a model by any other means 

than put forward by, for example, Forrester. Validity of simulation models are 

difficult to ascertain through empirical observation if it demonstrates 

counterintuitive behaviour. If we do not understand a RW situation, thereby 

requiring a model to help, it is difficult to say it is not valid if the situation has 

been clarified because of it. One needs a model (whether consciously or not) 

to extract an understanding of the complexity, otherwise it is likely to remain a 

puzzle. It is therefore fair to confirm Forrester’s point, that if a model does 

what it is conceptualised and designed for, i.e., to increase understanding, then 

it should also be considered valid:

There is no method for proving a model to be correct. Einstein’s theory of 
relativity has not been proven correct; it stands because it has not been 
disproven, and because there is shared confidence in its usefulness. (Forrester 
and Senge, 1980: 211)

It should be noted in conclusion to this brief discourse, that only a limited 

number of aspects have been considered, namely those put forward by 

proponents of SD. Leaning, 1980; Flood and Carson, 1988 represent other 
views.
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5 .11  Co n c l u s io n

This chapter has considered the specific systemic methodology of System 

Dynamics. SD is more widely known for computer simulation models than 

the means of their development. Consideration has been given to both 

aspects (see also Chapter 4 of Flood and Jackson, 1991). The former is based 

on system state indicators known as Levels and system flows determined by 

Rates. Methodological stages in model construction follow a general means of 

development from Problem Definition through to Evaluation—all being 

iterative with previous stages.

The later part of this chapter considered various debates and criticisms related 

to the mathematical aspect of computer simulations. Philosophical criticisms 

have also been included. In the past these have mainly been responded to by 

the ‘Father’ of SD, Professor Jay Forrester at MIT. Only the major papers have 

been discussed here. Such debates and resolutions still continue, but they do 

not have any effect on the use of SD, as a methodology, for developing a 

project computer simulation model. This is undertaken in the following 
chapter.
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Modelling a Project

Persecution is used in theology, not in arithmetic, because in 
arithmetic there is knowledge, but in theology there is only opinion. 
So whenever you find yourself getting angry about a difference of 
opinion, be on your guard; you will probably find, on examination, 
that your belief is getting beyond what the evidence warrants.

Bertrand Russell, 
Unpopular Essays, 1950

6 .1  In t r o d u c t io n

Development of a mathematical computer simulation model for PROMISS 

takes into account a number of points discussed in previous chapters. Basic 

formulation is a hybrid of ideas and concepts developed by: Gordon, 1982; 

Richardson and Pugh, 1981; Richmond et al., 1987; Stevens, 1986; 1987 (see 

Appendix 2); Stevens and Flood, 1988.

This chapter breaks down the PROMISS simulation model into various 

elements (variables) and briefly discusses them. Some of these points are 

subjective, but the basic principles are sound. PROMISS is made up of over 

six hundred variables (excluding program variables). The basic structure of 

PROMISS can, however, be broken down into just over one hundred strategic 

elements. Major concepts are discussed here, including computer listings 

(specifically Mechanical Fitters— MF). For PROMISS to be made for

commercial use (in any project) elements should only be predetermined by 

the user. Stella (icon and Apple Macintosh based) and DYNAMO (equation 

and PC based) provide facilities for such a user defined input.

6.2 WORK PROGRESS

For a project to make progress, work being carried out must be completed 

without faults. If faults exist they will only become apparent some time in the 

future, when for example, completed work is tested. Figure 6.1 shows how 

work is completed, making actual progress.
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Fraction of 
work returned

Fraction of 
project completed

^  Return of
Completion —-------svork with faults

Simulation model concept, Part 1 
Figure 6.1

Work to complete is initially a quantity of activities (measured in man-hours 

for the duration of the CP) making up a project. During project completion 

this will be decreased as work is finished, but increase as work is returned with 

faults needing correction. As a project nears completion and testing 

intensifies so the fraction of work returned with faults increases (becomes 
known).

Potential work completed is determined by productive hours worked per 

week (productivity is discussed in Section 6.4.2) and size of available team 

(discussed in Section 6.5). These collectively influence work completion rate 

and hence actual progress. As potential work completed increases, so work 

completed with faults increases (as a proportion). The fraction of work 

completed correctly is also influenced by schedule pressure (discussed in 

Section 6.3).

6.2 .1  WORK PROGRESS— COMPUTER LISTING

Actual_Progress_MF := Actual_Progress_MF + TO * (Work 
Completion_MF);
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Compl_Work_wFaults_MF := Compl_Work_wFaults_MF + TO * 
(Work_Comp_wFaults_MF - Return_of_work_wFaults_MF); 
Total_Rework_MF := Total_Rework_MF + TO * (Incr_Total_ 
Rework_MF);
Work_To_Complete_MF := Work_To_Complete_MF + TO * (-Work_ 
Completion_MF
Work_Comp_wFaults_MF + Return_of_Work_wFaults_MF); 
Work_Week_MF := Work_Week_MF + TO * (Chg_Work_Week_MF - 
Puls_to_End_Project_MF) ;

(Ref. File SD.PAS 539, 542, 549-551)

Tables 6 , 11 and 16  ([jc , 1 —» 14]) provide non-changeable interactions to 

control: fraction of work returned against fraction of project completed (6 ); 

fraction of work completed taking into account schedule pressure ( 1 1 ); and 

fraction of work with faults when compared with fraction of project 

completed ( 1 6 ).

There is a difference between Tables 6  and 16: Table 6  identifies when faults 

are detected; and Table 16  when those faults occur, both with respect to 

fraction of project completed.

{ T a b le f u n c t i o n : _ F r a c t  F a u l t s  D e t e c t e d  MF = g r a p h ( F r a c t
P r o j_ C o m p le te  MF) 1
T [ 6 , l ] = 0 . 0 0 0 ; T [ 6 , 2 ] = 1 . 0 0 0 ; T [ 6 , 3 ] = 0 . 1 0 0 ;
T [ 6 , 4 ] = 0 . 0 0 0 ; T [ 6 , 5 ] = 0 . 0 0 0 ; T [ 6 , 6 ] = 0 . 0 2 0 ;
T [ 6 , 7 ] = 0 . 0 6 0 ; T [ 6 , 8 ] = 0 . 1 0 0 ; T [ 6,  9] = 0 . 1 9 0 ;
T [ 6 , 1 0 ] = 0 . 3 0 5 ; T [ 6 , 1 1 ] = 0 . 4 8 0 ; T [ 6 , 1 2 ] = 0 . 8 8 0 ;
T [ 6 , 1 3 ] = 0 . 9 7 5 ; T [ 6 , 1 4 ] = 1 . 0 0 0 ;

(Ref. File SDINT.PAS 268-273)

{ T a b le f u n c t i o n  : F r a c t  Compì C o r r e c t MF = g r a p h ( S c h e d u le
P r e s s u r e MF) }
T [ 1 1 , 1 ] = 0 . 0 0 0 ; T [ 1 1 , 2 ] = 2 . 0 0 0 ; T [ 1 1 , 3 ] = 0 . 2 0 0 ;
T i l l , 4] = 0 . 9 8 5 ; T [ 1 1 , 5 ] = 0 . 9 7 0 ; T [ 1 1 , 6 ] = 0 . 9 4 5 ;
T i l l , 7] = 0 . 9 0 5 ; T [ 1 1 , 8 ] = 0 . 8 5 0 ; T i l l , 9] = 0 . 7 5 0 ;
T [ l l , 10 ] = 0 . 6 4 5 ; T [ l l , 11 ] = 0 . 4 6 0 ; T [ l l , 12 ] = 0 . 3 5 0 ;
T i l l , 13 ] = 0 . 2 8 0 ; T [ 1 1 , 1 4 ] = 0 . 2 6 5 ;

(Ref. File SDINT.PAS 303-308)

{ T a b le f u n c t i o n  : _ F r a c t_ W o r k  R e tu r n  MF = g r a p h ( F r a c t  P r o j
C o m p le te _MF) }
T [ 1 6 , 1 ] = 0 . 0 0 0 ; T [ 1 6 , 2 ] = 1 . 0 0 0 ; T [ 1 6 , 3 ] = 0 . 1 0 0 ;
T [ 1 6 , 4 ] = 0 . 0 0 0 ; T [ 1 6 , 5 ] = 0 . 0 0 0 ; T [ 1 6 , 6 ] = 0 . 0 0 5 ;
T [ 1 6 ,  7 ] = 0 . 0 1 4 ; T [ 1 6 , 8 ] = 0 . 0 2 6 ; T [ 1 6 , 9 ] = 0 . 0 4 1 ;
T [ 1 6 , 1 0 ] = 0 . 0 6 1 ; T [ 1 6 , 1 1 ] = 0 . 0 9 2 ; T [ 1 6 , 12] = 0 . 1 3 0 ;
T [ 1 6 , 1 3 ] = 0 . 1 8 2 ; T [ 1 6 , 1 4 ] = 0 . 2 0 0 ;

(Ref. File SDINT.PAS 338-342)

Fract_Proj_Complete_MF := Actual_Progress_MF /
InitialProject_Work_MF;
TableWithHiLoCapability(Fract_Proj_Complete_MF, _Fract_ 
Faults_Detected_MF, 6);
Known_Rework_MF := Compl_Work_wFaults_MF * _Fract_Faults_ 
Detected_MF;

(Ref. File AUXRATES.PAS 128-130)
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completion Forecast
completion

Simulation model concept, Part 2
Figure 6.2

R eported_Fract_C om p_M F :=  1 -  (Perceived_W ork_Rem a_M F /  
I n i t ia lP r o je c t_ W o r k _ M F ) ;
T a b le W ith H iL o C a p a b ility (F ra ct_ P ro j_ C o m p le te _ M F , _ F r a c t _  
W ork_Return_M F, 1 6 ) ;
Return_of_Work_wFaults_MF := Compl_Work_wFaults_MF * 
_Fract_Work_Return_MF;
R ew ork _as_P ercen t_M F :=  (Total_Rew ork_M F /  I n i t i a l P r o j e c t _  
Work_MF) * 1 0 0 ;

(Ref. File AUXRATES.PAS 205-210)

W ork_Completion_M F :=  (Potential_W ork_C om p_M F * _ F r a c t _  
C om pl_C orrect_M F) /  5 ;

(Ref. File AUXRATES.PAS 217)

6.3 Pr o je c t  w o r k

Completion of a project is determined by actual progress. PMs however 

require to know, at any given point during a project, given past and current 

productivity rates, a forecast for completion date/time (see Section 6.4). 

When forecast and scheduled completion are compared, a completion ratio 

can be determined, (see Figure 6.2). Such a ratio creates schedule pressure. If 

forecast completion is to the left of schedule (completion will be early), 

completion ratio will be positive, but if to the right (completion will be late) 

negative.
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Causes of an increase/decrease in schedule pressure by PMs is directly related 

to actual and planned (forecast) progress i.e., schedule slippage. Project 

length is determined by CP(s), therefore in reality this will cause managerial 

direction and resources to be focused to ensure minimal slippage. However, 

other parallel and non-critical tasks (those with float/slack) especially when 

LRs are limited, tend to be less well resourced and directed. Figure 1.4 showed 

a PTG identifying such a situation where non-critical paths have become 

critical and CPs super-critical. Once this has been identified and 

acknowledged, additional resources and managerial direction need to be 

applied to what are now new CP(s)—hence increasing managerial pressure.

Planned work at each time step along a CP will be derived from either levelled 

(for each LR priority) or original PERT unlevelled data file—see Section 3.4 and 

Figure 3.1. By combining this with the available teams, the core function of 

PROMISS, with respect to LRAs, can be found. Planned work provides the 

model with information concerning the quantity of work to be completed and 

when it is required. Productivity becomes a critical element, described 

further in Section 6.4, as it provides data to determine potential work 

completed, a variable determining what is likely to be achieved.

6.4 Ac t u a l  Wo r k  Co m pl e t io n

Actual progress determines the fraction of project completed when 

compared against initial project work. The reported fraction of work 

completed will need to take into account how much work is completed as an 

advancement towards project completion. As some work is reported 

completed, it will contain faults—known rework needing rectification.

Forecast completion and schedule extension influences changes in schedule, 

see Figure 6.2. This in turn determines scheduled completion. By definition, a 

LSP is probably “one-off” and it is difficult to be sure, with respect to 

progress, where one should be at any given point. Experience has shown that 

PTGs produced by a PERT provide an important indication of how a project is 

progressing. The importance of such information is at it strongest during the 

middle stages of the project. During the early stages there is a greater time 

tolerance to rectify slippage and in the later stages a clearer picture is apparent 

as the amount of work remaining, against available time and resources, is more 

readily identifiable. It is at this stage that managerial pressure has greatest 

effect. When PMs are in receipt of actual productivity information, making
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predictions of a realistic completion date can be made. Labour resources 

deployed are also then likely to be more receptive to pressure from PMs to 

complete at a higher productivity rate. As schedules slip, so managerial 

pressure should be increased.

Once a LSP contract has been started it is assumed that all work to be carried 

out has been identified, with key dates agreed, see Figure 1.6. Additional work 

(other than rectification work) must be sanctioned by the customer and PM. 

Provided that such an extension does not occur, then project progress will be 

monitored against the original planned completion date. It is necessary for 

PMs to be able to forecast, from the current completion rate, what a likely 

completion date will be. A positive discrepancy (i.e. one where forecast is to 

the right of planned i.e., schedule slippage) will increase managerial pressure.

In many circumstances there is a need to increase productivity (for example 

when projects near completion) over and above the normal achievable by 

LRs. However, changes in pressure can have both positive and negative 

effects, for example if pressure is constant but applied at the wrong time (too 

early or too late). Alternatively, pressure is inconsistent with a situation. An 

example of this latter point would be application of excessive pressure early 

on in the project, when it was not really necessary (as perceived by those LRs 

to which pressure is being applied)—the result being that when pressure is 

really needed, there would be little or no effect. The amount and application 

of such pressure is subjective and totally dependent upon the individual 

situations managers find themselves in. The effect of pressure outside these 

situations can be modelled— it is assumed that some form of pressure will 

increase productivity, to some degree, for a period of time. After that, 

pressure will be counter productive.

6.4 .1  Ac t u a l  w o r k  Co m pl e t io n — Co m pu t e r  Lis t in g

Scheduled_C om pletio_M F :=  Scheduled_C om pletio_M F + TO * 
(C h an g e_in _S ch ed u le_M F );

(Ref. File SD.PAS 547)

Table 1 shows how schedule pressure can affect productivity.

{ T ab le  f u n c t i o n : _ E ffe c t_ o f_ S P _ P ro d _ M F  = g ra p h (S c h e d u le  
P ressu re_M F ) }
T [ l , l ] : =  0 . 0 0 0 ; T [ 1 , 2 ] : =  2 . 0 0 0 ; T [ I f  3 ] : =  0 . 2 0 0 ;

T [ l , 4 ] : =  0 . 4 8 0 ; T [ I f  5 ] : =  0 . 5 1 0 ; T [ l ,  6 ] : =  0 . 6 0 0 ;

T [ l , 7 ] : =  0 . 7 4 0 ; T [ l , 8 ] : =  0 . 8 6 0 ; T  [ 1 , 9 ] : =  1 . 0 0 0 ;

T [ 1 , 1 0 ] : =  1 . 1 1 0 ; T [ I f  1 1 ] : =  1 . 2 0 0 ; T [ 1 , 1 2 ] : =  1 . 2 9 0 ;

T [ l , 1 3 ] : =  1 . 3 4 0 ; T [ l , 1 4 ] : =  1 . 3 5 0 ;

1 2 9

(Ref. File SDINT.PAS 233-238)
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B a s e _ P ro d u c tiv ity _ M F  :=  Planned_W ork_M F/W eek_H rs/ 
A vailable_T eam _M F;

i f  B a s e _ p ro d u c tiv ity _ M F  > M ax_Base_Prod_M F th e n  
M ax_Base_Prod_M F :=  B a s e _ p r o d u c t iv i ty  MF;

I f  (TIME d iv  5) >= C r it_ P a th _ L e n g th  th e n  
B a s e _ P ro d u c tiv ity _ M F  :=  M ax_Base_Prod_M F;

(Ref. File AUXRATES.PAS 124-128)

S ch ed u le_P ressu re_M F  :=  1 + ( (R a tio _ F o rcs t_ S ch e d _ M F ) -  1)
* M n g rs_ A g g re ss iv e n e s ;

(Ref. File AUXRATES.PAS 149)

S ch ed u le_S lip _M F :=  ( (C o m p letion _D ate_M F-T arget_C om p l_  
Date_MF) /  T arget_C om p l_D ate_M F)* 1 0 0 ;

(Ref. File AUXRATES.PAS 212)

6 .4 .2  P r o d u c t iv i t y

Completion of a project is determined by the productivity of LRs deployed. 

There are two types of productivity: base and perceived, leading to 

formulation of estimated productivity, see Figure 6.3. Estimated productivity 

provides an estimate of work completed and therefore forecast completion.

Productivity
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perceived 

productivity
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productivity

Base
productivity

Project
team
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productivity

\
Work to 
complete
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Fraction Completed
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rework'
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project work
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work with faults
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project completed

Simulation model concept, Part 3 
Figure 6.3
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Estimated productivity, when analysed by the project team, provides 

information concerning estimated work completed and hence forecast 

completion. Such productivity is the difference between base productivity 

and perceived productivity. Initial estimates of productivity are compared 

with actual productivity so PMs can estimate future productivity. Therefore, 

during early stages of a project, greater weighting needs to be placed on base 

productivity. This in turn allows for a more realistic completion date to be 

determined.

Whilst determining how long each activity will take, when compared with 

times estimated by a trade estimator, productivity of LRs working need to be 

known. This value can be predetermined from historical records, for 

example Mechanical Fitters may have a rate of 0.7 and Painters 0.75. This 

implies that initial estimates for each activity need to take into account average 

known productivity, but not changes as a result of environmental influences 

which are unknown.

PROMISS calculates base productivity as estimated work over time (in hours) 

with reference to the number of available LRs. From this figure, which varies 

as the planned work pattern changes (as dictated by PERT network schedule), 

productivity is determined. Productivity takes into account the effect of 

pressure from changes in managerial direction and schedule pressure and thus 

influences the amount of potential work accomplished.

Base productivity is determined, in general terms, by LR experience and 

quality (most estimates take this as being an average person, adequately trained, 

having access to necessary resources to accomplish a task). The quality of LRs 

can be enhanced by increasing training. This, although important, is difficult 

to take into account when estimating how long each activity will take. Those 

making such estimates/calculations are unlikely to know which LRs will be 

undertaking any given task, therefore, only averages can be used. This base 

productivity figure is used for each type of LR, as a nominal criterion.

Another factor also to be taken into account when defining base productivity, 

is that known (historical) productivity may not be achieved during a new LSP. 

Only whilst a project is underway can PMs know how realistic that original 

productivity estimate was. Even with this knowledge, it can still be difficult to 

predict what future productivity is likely to be. Environmental changes, for 

example, in a LSP, can influence attitudes of individual LRs. Many of these 

factors are change factors determined, in part, by LMs.
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Using this criterion, two factors: adequate training; and access to necessary 

resources, can be directly influenced by managers (both line and project). 

The first factor is subjective, as productivity improvement can only be 

increased when training is coupled with experience—training provides the 

key to open a door and experience the ability to open it. Therefore, any 

improvement as a result of training, can be difficult to predict over the length 

of most LSPs. The second factor can be a result of good management (and 

should be part of a good working environment). Unfortunately in practice 

this is difficult to achieve, especially in “one-off projects” that may require 

unique tools and facilities.

Perceived productivity is a subjective criterion of what is thought to be 

productivity leading towards project completion. As time progresses and 

true productivity is reported, there will be changes in perceived and then 

estimated productivity. As these changes occur and a clearer picture becomes 

known, there will be a need to increase weighting on true productivity. It 

cannot be assumed that future productivity will be a reflection of past trends.

A significant influence on productivity can be as a direct result of managerial 

direction. Managers can reduce wasted time by exerting proper control 

(direction) over staff, ensuring that for example good time keeping and work 

practices are maintained—this is especially true during early stages of a 

project, where completion time is some time away and hence commitment 

low. It is easier to motivate people when they can see a completion goal.

Those working on critical path(s) activities are likely to be more appreciative 

of the urgency of their particular work. This is not so true of those working 

on other network paths, see PTGs discussed earlier.

6.4.3 Pr o d u c t iv it y — Co m pu t e r  Lis t in g

P e rce iv e d _ P ro d u cty _ M F  :=  P e rce iv e d _ P ro d u cty _ M F  + TO * 
(C h g _P erce iv ed _P ro d _M F );

(Ref. File SD.PAS 544)

T eam _in_T raining_M F :=  Team _in_T raining_M F + TO * ( -  
T raining_M F + H irin g _ M F );

(Ref. File SD.PAS 548)

{ T ab le  f u n c t i o n : _ _ E ff_ D ire c t_ P ro d ty  = g ra p h (M a n a g e ria l  
D ir e c t io n )  )
T [ 3 1 , l ] : =  0 . 0 0 0 ; T [ 3 1 , 2 ] : =  1 . 0 0 0 ; T [ 3 1 , 3 ] : =  0 . 1 0 0 ;

T  [ 3 1 , 4 ] : =  0 . 5 0 0 ; T [ 3 1 , 5 ] : =  0 . 6 5 5 ; T [ 3 1 , 6 ] : =  0 . 7 5 5 ;
T [ 3 1 , 7 ] : =  0 . 8 2 3 ; T [ 3 1 , 8 ] : =  0 . 8 7 7 ; T [ 3 1 , 9 ] : =  0 . 9 1 0 ;
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T [ 3 1 , 1 0 ]  : = 0 . 9 3 8 ;  T [ 3 1 , l l ]  : = 0 . 9 5 8 ;  T [ 3 1 , 1 2 ]  : = 0 . 9 7 5 ;
T [ 3 1 , 1 3 ]  : = 0 . 9 9 3 ;  T [ 3 1 , 1 4 ]  : = 1 . 0 0 0 ;

(Ref. File SDINT.PAS 443-448)

Perceived_Work_Rema_MF := Work_to_Complete_MF + Known_ 
Rework_MF;

E stim ated _P ro d u ct_M F  :=  (P e rce iv e d _ P ro d u cty _ M F  * W eig h tin g  
_ o n _P ro d ) + ( l-W e ig h tin g _ o n _ P ro d ) *
(Base_Productivity_MF);

Est_Work_Compl_MF :=  P roject_T eam _M F * E s t im a te d _ P r o d u c t_  
MF * W eek_Hrs;

F o recast_C o m p letio n _M F  :=  (TIME d iv  5) + (P e rce iv e d _ W o rk _  
Rema_MF /  Est_W ork_Com pl_M F);

i f  ( (F o recast_C o m p letio n _M F -S ch ed u led _C o m p letio _M F ) > (10  
-  XTOL)) th en
C hange_in_Schedule_M F ;=  S ch ed u le_E xten sio n _M F  /  TO e l s e  
C hange_in_Schedule_M F :=  0 ;

i f  ( (F ra c t_ P ro j_ C o m p le te _ M F > = ( 1-X T O L)) AND 
(Com pletion_D ate_M F <= (O+XTOL)) AND 
(C om p letion_D ate_M F>=(0-X T O L)) )  th e n  

Chg_Com plet_Date_M F ;=  (TIME d iv  5) /T O  e l s e  
Chg_Com plet_Date_M F :=  0 ;

R a tio _ F o rcst_ S ch e d _ M F  :=  F o recast_C o m p letio n _M F  /  
Sched u led _C om p letio_M F;

(Ref. File AUXRATES.PAS 133-147)

T a b le W ith H iL o C a p a b ility (M a n a g e r ia lD ire c tio n , _ E f f _ D i r e c t _  
P r o d ty , 31 ) ;

T a b le W ith H iL o C a p a b ility (S ch e d u le _ P re ssu re _ M F , _ E f f e c t _  
of_SP_Prod_M F, 1 ) ;
Productivity_MF := Base_Productivity_MF * _Effect_of_SP_ 
Prod_MF * _Eff_Direct_Prodty;
C hg_P erceived _P rod _M F :=  (P ro d u c tiv ity _ M F  -  P e r c e iv e d _  
Producty_M F) * 0 . 2 ;

(Ref. File AUXRATES.PAS 151-154)

6.5  Pr o je c t  Team  Siz e

PMs are likely to have a maximum team size allocated during the project 

planning stage, taking into account labour profile peaks computed initially by 

a PERT network. As LRs allocated to many projects are determined by average 

(total man-weeks work divided by CP length) labour consumption, LRA 

problems are made difficult to resolve.

PROMISS provides PMs with a facility to maintain a LR ceiling or produce a 

labour profile reflecting true LR requirements. From these figures there will 

be a derivative, desired team size, related to required team size, see Figure 6.4.
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This in turn is determined by perceived work remaining. Two additional 

factors influencing required team size will be amount of time remaining and 

estimated productivity to complete outstanding work; time remaining being 

influenced by scheduled completion date and estimated productivity. PMs 

need to be aware of these factors, before assessing the total size of their 

project labour force.

Perceived 
work remaining

Scheduled .

per trainee training

Simulation model concept, Part 4 
Figure 6.4

\
Estimated

productivity

Scheduled completion will determine time remaining to complete a project 

and hence, when compared with perceived work remaining, required team 

size. Maximum team size is a calculation produced from PERT—project team 

(LRs allocated against each activity) with an arbitrary 25% added to take into 

account extra work (work with faults), people not always work for the entire 

project duration and have less than 100% estimated productivity. Desired 

team size compares this figure with required team size to complete 

outstanding work. Whichever is least will be the desired team size.

Project team size, initially determined by PERT, will also need to take into 

account numbers of LRs available to produce productive work. PMs should 

know what the desired team size should be and any discrepancy between this 

and total team size will create a ‘gap in team size’. This will affect the hiring 

rate (affected directly by average turnover and the time it takes to hire 

replacement team members). Before becoming part of a project team, there
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is a period required to ensure that new members are as familiar with the work 

as the existing team. These two LR components make up total team size.

Total project team size is made up of those working on the project and those 

in training (training costs are a budgeted cost set against the project, an 

example being specialist welders involved in work on a nuclear reactor). Once 

total and desired team size figures are compared, a positive or negative gap 

will be known. This determines increases or decreases in the rate at which 

new resources are hired. Negative changes in project team size will be a result 

of turnover rate, see Figure 6.5.

Simulation model concept, Part 5 
Figure 6.5

The variable turnover fraction is related to schedule pressure; as it increases so 

does turnover rate. Schedule pressure is likely to increase intensity of work
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rate (productivity), a rate that may be unacceptable to some members of a 

project team—they leave! Such pressure can affect hours worked and hence 

quantity (and quality) of work completed.

As most LSPs are completed over a period of time, managers need to accept a 

turnover of project team members. Changes in productivity caused by this 

should be included in the model. If the turnover fraction increases, then a 

greater proportion of the project team will be in training, thereby reducing 

overall productivity. It should not be assumed that existing resources have 

one level of productivity and new members another. New members may 

have an unknown productivity which could significantly reduce (or increase!) 

that of existing team members. An example of this is a requirement for new 

resources to be “looked after” and an allowance made when calculating 

productivity, until they become familiar with the project work. The size of 

project team is therefore reduced by turnover rate and increased by training 

rate.

6.5 .1  P r o j e c t  Te a m  Si z e — C o m pu t e r  L i s t in g

Project_Team_MF := Project_Team_MF + TO * (Training_MF - 
Turnover_MF);

(Ref. File SD.PAS 546)

Team_in_Training_MF := Team_in_Training_MF + TO * (- 
Training_MF + Hiring_MF);

(Ref. File SD.PAS 548)

Work_To_Complete_MF := Work_To_Complete_MF + TO * (-Work_ 
Completion_MF - Work_Comp_wFaults_MF + Return_of_ Work_ 
wFaults_MF);
Work_Week_MF := Work_Week_MF + TO * (Chg_Work_Week_MF - 
Puls_to_End_Project_MF) ;

(Ref. File SD.PAS 551-552)

{ Table function: _Ind_Work_Week_MF = graph(Schedule 
Pressure MF) }
T [ 2 1 , 1] : = 0 . 0 0 0 ; T [ 2 1 , 2] : = 2 . 0 0 0 ; T [ 2 1 , 3] : = 0 . 2 0 0 ;
T [ 2 1 , 4] : = 40

oo

T [ 2 1 , 5] : = 40

oo

T [ 2 1 , 6] : = 40

oo

T [ 2 1 , 7] : = 40 . 0 0 ; T [ 2 1 , 8] : =  40 . 0 0 ; T [ 2 1 , 9] : = 40

oo

T [ 2 1 , 10] : = 54 . 3 0 ; T [ 2 1 , 11 ] : = 58 . 2 0 ; T [ 2 1 , 12 ] : = 59 . 4 0 ;
T [ 2 1 , 13] : = 59 . 7 0 ; T [ 2 1 , 14] : = 60

Oo

(Ref. File SDINT.PAS 373-378)

{ Table function: _Turnover_Fraction_MF = graph(Schedule_ 
Pressure_MF) }
T [ 2 6 , 1 ]  : =  1 . 0 0 0 0 0 ;  T [ 2 6 , 2 ]  : =  2 . 0 0 0 0 0 ;  T [ 2 6 , 3 ]  : =

0 .1 0 0 0 0 ;
T [ 2 6 , 4 ]  : =  0 . 0 0 0 0 0 ;  T [ 2 6 , 5 ]  : =  0 . 0 0 0 4 8 ;  T [ 2 6 , 6 ]  : =

0 . 0 0 1 2 4 ;
T [ 2 6 , 7 ]  : =  0 . 0 0 2 1 2 ;  T [ 2 6 , 8 ]  : =  0 . 0 0 2 9 2 ;  T [ 2 6 , 9 ]  : =

0 . 0 0 3 4 2 ;
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T [ 2 6 , 1 0 ] 0 . 0 0 3 6 8 ;  T [ 2 6 , 1 1 ]  ; = 0 . 0 0 3 8 0 ;  T [ 2 6 , 1 2 ]  ; =

0 . 0 0 3 8 8 ;

T [ 2 6 , 1 3 ] 0 . 0 0 3 9 6 ;  T [ 2 6 , 1 4 ]  : = 0 . 0 0 4 0 0 ;

(Ref. File SDINT.PAS 408-413)

begin
Available_Team_MF := Project_Team_MF - Required_ 
Trainers_MF;
If CeilingOnResources then
Available__Team_MF := InitAvailableTeam_MF;

end;

(Ref. File AUXRATES.PAS 108-112)

R eq u ired _T rain ers_M F  ;=  Team _in_T raining_M F * T r a i n e r s _  
p e r_T rain e_M F ;

(Ref. File AUXRATES.PAS 120

Perceived_W ork_Rem a_M F :=  W ork_to_Com plete_M F + Known 
Rework_MF;

(Ref. File AUXRATES.PAS 133)

T a b le W ith H iL o C a p a b ility (S ch e d u le _ P re ssu re _ M F , _ T u rn o v e r_  
F ra c tio n _ M F , 2 6 ) ;
Turnover_M F :=  Project_T eam _M F * _ T u rn o v e r_ F ra c tio n _ M F ; 
Chg_TO_MF :=  (Turnover_M F -  A vg_Turnover_M F) /  1 2 ;

i f  (F ra ct_ P ro j_ C o m p le te _ M F  < (1+XTOL)) th e n  
b e g in

T a b le W ith H iL o C a p a b ility (S ch e d u le _ P re ssu re _ M F , _ ln d _  
Work_Week_MF, 2 1 ) ;
Chg_Work_Week_MF :=  (_Ind_Work_Week_MF -  Work_Week_MF) 
/ 2 

end
e l s e  Chg_Work_Week_MF :=  0 ;

Maximum_Team_Size_MF :=  InP roject_T eam _M F * 1 . 2 5 ;

Time_Remaining_M F :=  MAX( (Scheduled_C om pletio_M F -  (TIME 
d iv  5 ) ) ,  2)  ;

Required_Team _Size_M F :=  P erce iv ed _W o rk  Rema MF /  
(E stim ated _P ro d u ct_M F  * Time_Remaining_M F * W eek _H rs);

D esired_T eam _Size_M F :=  MIN(Maximum_Team_Size_MF, 
R eq u ired _T eam _S ize_M F);

(Ref. File AUXRATES.PAS 156-173)

Total_Team_M embers_M F :=  T eam _in_T raining_M F +
P r o je c t_ T e  am_MF;

Gap_in_Team _Size_M F :=  MAX( (D esired_T eam _Size_M F -  T o t a l _  
Team_Members_MF), 0 ) ;

H iring_M F :=  Avg_Turnover_M F + (Gap_in_Team_Size__MF /  
T im e_to  H ire  MF) ;
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i f  (F ra ct_ P ro j_ C o m p le te _ M F  < (1+XTOL)) th e n
Incr_CPW_MF :=  Total_Team_M embers_M F e l s e  Incr_CPW_MF 
:= 0 ;

(Ref. File AUXRATES.PAS 17SM86)

Potential_W ork_Com p_M F :=  A vailable_Team _M F * Work_Week_MF 
* P ro d u c tiv ity _ M F ;

(Ref. File AUXRATES.PAS 190)

T a b le W ith H iL o C a p a b ility (S ch e d u le _ P re ssu re _ M F , _ F r a c t _  
C om pl_C orrect_M F, 1 1 ) ;
Work_Comp_wFaults_MF :=  Potential_W ork_Com p_M F * (1 -  
_ F ra c t_ C o m p l_ C o rre c t_ M F );

(Ref. File AUXRATES.PAS 195-196)

T raining_M F :=  T eam _in_T raining_M F /  T rain in g_T im e_M F;

(Ref. File AUXRATES.PAS 214)

T a b le W ith H iL o C a p a b ility (S ch e d u le _ P re ssu re _ M F , 
_ F ra c t_ C o m p l_ C o rre c t_ M F , 11) ;

(Ref. File AUXRATES.PAS 216)

6 .6  p r o j e c t  C o s t

Most PERT network schedules provide a facility for cost estimation (for 

example Cost PERT). PERT, in PROMISS, does not do this as it was considered 

too time consuming for a development program. However, cost should have 

a significant influence on LRAs. Therefore, such a facility is included in the 

simulation model; it is at this stage of DSS usage that changes in LRs can be 

made and cost implications considered, see Figure 6 .6 .

Project cost (as a variable—assuming other physical costs remain unchanged 

irrespective of LRs used) is directly related to time (man weeks) and cost per 

week worked (either productive or non-productive i.e., where LRs are not 

fully utilised). The fraction of project completed will not only change the 

completion date but also determine cumulative man weeks worked. The 

original project cost estimate is determined by multiplying original man hours 

by cost per week (an initial rate of forty hours per week is used) for each 

resource type. Comparison between these two provides PMs with a cost 

overrun (which is either positive or negative). PMs can, when using PROMISS, 

determine cost changes as a result of their LRAs.
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Project cost 
estimate

Percentage 
cost overrun Cost

Cumulative 
person weeks

Completion 
date

person weeks

Change in 
completion date

Fraction of 
project completed

Schedule 
slip

Target 
completion date

Simulation model concept, Part 6 
Figure 6.6

6 .6 .1  PROJECT COST— COMPUTER LISTING

P ro je c t_ C o st_ E stim _ M F  :=  P ro je c t_ C o s t_ E s tim _ M F ;

(Ref. File SD.PAS 545)

In P ro je c t_ C o st_ E stim _ M F  :=  Target_C om pl_D ate_M F *
InProject_T eam _M F * A vg_Salary_jper_W eek_M F;

(Ref. File SDINT.PAS 222)

P ro je c t_ C o st_ M F  :=  Cumul_Person_W eeks_M F * A v g _ S a la ry _  
pe r_Week_MF;

C ost_O verrun_M F :=  P ro je c t_ C o st_ M F  -  P r o je c t_ C o s t_ E s t im  
_MF;

1 Ref File AUXRATES.PAS 175-177)

P ercen tC o st_O v erru n _M F  :=  ( ( Pro ject__Cost_M F -  P r o j e c t _  
C ost_Estim _M F) /  P ro je c t_ C o st_ E stim _ M F ) * 1 0 0 ;

(Ref. File AUXRATES.PAS 200)

6 .7  Co n c l u s io n

This chapter has described how significant elements make up the 

mathematical computer simulation model within PROMISS. Many other
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variables could be included, some included could be left out. Models are 

subjective and validation difficult, see Chapters 4 and 5, but these points 

should be considered in the light of the PROMISS concept—this is discussed 
further in Chapter 8 .
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CHAPTER 7

Discussion—Feedback 
and Feedforward Control

A Brigadier sent a message from the front line “Send 
reinforcements we are going to advance.” Some time later, the 
message arrived at HQ, having been relayed several times, only 
to be responded to by the General “It appears they want us to 
send four and sixpence, they are going to a dance!”

Anonymous

7.1 In t r o d u c t io n

This chapter initially considers various aspects of control models used in a 

decision making environment. PMs in many situations find themselves having 

to make LRAs with less than perfect information. Although it is virtually 

impossible to have such perfect information, what is currently available could 

be improved, before  a decision is made. Once this discrepancy has been 

accepted a Decision Support System (DSS) can take into account what is 

thought to be possible progress in the future, but may not be achieved 

because external influences were not taken into account.

PERT is essentially a feedback model, updated as work progresses, but unable 

to predict what m ay  happen in the future. Therefore such an Information 

System (IS) i.e., PERT alone, could be usefully enhanced by taking into account 

possible interactions within a workforce environment. Control models and 

how they are used will be considered, leading to the use of PROMISS— an 

integration and use of both feedforward and feedback control.

Discussion continues in Chapter 8  with how PROMISS integrates data and turns 

it into decision making information for LRAs. Results from the PERT and 

simulation model (with various decision making scenarios) are also discussed.

7 .2  T r u e  a n d  Re po r t e d  St a t e s

An IS centres upon communication between what is a “true state” and the 

“reported state” (therefore such differences need to be taken into account 

when developing a model suitable for decision making). For an IS to be of any 

value, the central decision making model(s) should take into account the bias,
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delay, noise, distortion, depreciation and contamination which exist between 

these two states, see Figure 7.1. True state, in this situation, is the current 

reported state or a likely situation at some point in the future. In LSPs it is not 

unusual for the true state to be sometime in the past (from experience up to 

two weeks old—see Section 1.6 and Figure 1.8). A more useful reporting 

system would derive the true situation at the time that decisions regarding the 

future are made.

DISTORTIONS
DEPRECIATION

CONTAMINATION

External influences between true and reported states 
Figure 7.1

Discrepancies, through communication, are brought about by reporting links 

between what is, what is perceived to be and what should be. Many cases, 

from personal experience, would be sited where what is reported, bears little 

resemblance to the true state. An example is the marking down, incorrectly, 

of completed activities within the PERT, to enable other work to be started 

(see observation made on scheduling heuristics in Section 2.8.4). A reason for 

this is that many PERT software systems can produce a “plan-of-the-day” to 

guide LMs with work to be completed on a daily basis. Due to scheduling 

heuristics and available LRs, there is likely to be a difference between what can 

and what should b e  done. Figure 7.2 shows how differences between two LSP 

states can occur. This is similar to Figure 7.1 showing how the “true” state 

becomes an “apparent” state.
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TRUE 
STATE ' 

of the LSP

BIAS
DELAYS
NOISEr '

DISTORTIONS
DEPRECIATION

CONTAMINATION

APPARENT 
- STATE

of the LSP

Communication

Causes of distortions between true and apparent states 
Figure 7.2

This change of state, caused by interference, is inherent in any situation where 

there is a change in (or use of) medium between one state and another. 

Changes are caused by interference, some controllable by the analyst (for 

example, the method of analysis) and others due to the environment of the 

RW situation. With respect to this latter situation, a person views work being 

undertaken and reports the current state through a PERT network schedule. 

The reporting medium, in this example a computerised system, may not be 

able to accurately reflect the true state. An example of this is if an activity has 

been problematical and a number of tasks have had to be repeated. The 

amount of work completed as a percentage of activity completed may be 

difficult to report (reflect) in such a system. Such limitations, from which 

future courses of action will be determined, make decision making difficult (it 

is accepted that few decision making scenarios are made from a foundation of 

“perfect” information). In these circumstances, one needs to either reduce or 

take into account (because it is known) distortion and pollution between 

“true” and “apparent” states. If this were possible, through use of a model, 

then given an original state such a model would be able to present, a more 

reflective picture of the true situation.

7 .3  FEEDBACK—THE CURRENT REPORTING SYSTEM

Figure 7.3 adds to Figure 7.1 by introducing a PERT network schedule as a 

reflection of the “reported” state. The “true” state is shown with a solid outline 

representing a situation as it actually is, rather than “reported” as a grey symbol 

reflecting a non-positive (not so clearly defined) situation. See also Section 1.3 

and Figure 1.3.

143



Chapter 7 'Discussion— feed6ack_and 'feedforward Control

PERT NETWORK SCHEDULE 
- as a logic based representation of the LSP

Communication

Reporting the true state 
Figure 7.3

A LSP analysis method, as previously mentioned, includes factors that create 

distortion. To take this into account a means of reflecting such a state should 

be introduced in a reporting system so a PM can make decisions from a more 

genuinely “true” state. A mathematical simulation model is a model which can 

be programmed, taking into account interactions and influences causing a 

discrepancy between the two states. Such a model can reflect the analysis 

method, see Figure 7.4.

For some form of corrective control to take place, it is necessary to introduce 

a feedback path. A basic feedback model is shown in Figure 7.5. A 

transformation process changes inputs (I) into outputs (O). Inputs pass 

through an actuator controlling the amount going into a transformation 

process. A sensor monitors outputs and passes this information, as a signal, to 

an information system. Comparison (by a comparator) is made in the 

information system between a goal (or desired state) and actual state. If there 

is a difference, the actuator is adjusted to increase or decrease flow of inputs, 

enabling desired outputs to be produced. There are significant problems 

(with respect to managerial control) in such a control system:

• Control is a result of historical information;
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ISP A nalysis Method

REPORTED 
- STATE 
of the LSP

Communication

BIAS 
DELAYS 

! NOISE
TRUE
STATE-----

of the LSP ¥...;
;;; i » DISTORTIONS

DEPRECIATION
CONTAMINATION

* :

MATHEMATICAL SIMULATION MODEL 
- a time based representation of the LSP 

taking into account environmental influences

A means of including dilution between true and reported states
Figure 7.4

Feedback model 
Figure 7.5
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• control of the future is non-existent;

• response time of the feedback signal has a significant influence on how 
control and steady state outputs are maintained;

• in managerial situations there are many links in the feedback signal and 
hence distortions can (will) take place.

Currently, feedback reporting systems are reliant upon a PERT network 

schedule; this is a reflection of historical data/information (Flood and Stevens, 

1987). Figure 7.6 shows a simple feedback diagram where inputs (resources) 

are transposed by the LSP into an output (in this case completion of the 

project). This output is monitored and compared to a PERT network which 

has an objective (the original plan of work). Should there be a discrepancy the

Actuator

Sensor

Information (as feedback)

LSP report/control feedback 
Figure 7.6
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actuator is adjusted to increase or decrease inputs. Such a system, ignores the 

possible self correcting nature of elements within a LSP, for example, increase 

or decrease of productivity as a result of managerial pressure (an input not 

easily measured or even controllable). Only results (a change of output) can be 

measured. A better means of control is through the notion of feedforward 

control (Flood and Stevens, 1987; Stevens and Flood, 1988).

7 .4  Fe e d f o r w a r d — A Ne w  Means  o f  Co n t r o l ?

Figure 7.7 shows inputs and outputs transformed by a LSP, as in feedback 

Figure 7.6, showing the notion of control through information derived from 

what has already been produced. PMs should employ a more effective means

Simple feedforward control 
Figure 7.7

of control action, using information about what is likely to happen, rather than 

what has already occurred. A means of deriving this control action on a LSP is 

by use of a model. Managers (PMs) or users can consider changes of input 

and try them with a model (a perceived situation(s) representation i.e., a LSP)
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PERT NETWORK SCHEDULE 
as a logic based representation of the LSP

OBJECTIVE

OlTTPUt

peed ft
orward control of a LSP using PERT 

Figure 7.8

iMPtfT

Feedfc

MATHEMATICAL SIMULATION MODEL 
- a time based representation of the LSP 

taking into account environmental influences
-------------- 7 OBJECTIVE

OUTPUT

Drwa'rf c°„trol of a LSP

Figu ri 7.9aihemat,caJ simulation
model
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using “what if’ scenarios to determine possible outcomes of such actions. 

Figures 7.7, 7.8 and 7.9 show this— control action being managerial action and 

not that of a model. This situation, see Figure 7.8, is to a certain extent 

theoretical, as the only model of a LSP is a PERT; limitations of this type of 

model are discussed in Flood and Stevens, 1987 and in Section 1.4.

Feedforward control would be possible if a mathematical simulation model 

was used, as in Figure 7.9. If managerial control utilising feedforward is 

introduced, using a currently adopted PERT network schedule for a decision 

making model would be problematic, due to the inherent limitations 

mentioned earlier.

Figure 7.10

Should a PERT network schedule be used, then it should include exogenous 

and endogenous variables. A model of a situation (system) inside a boundary, 

if it is to be used in such a mode should include all the variety of a situation 

under control (Ashby’s Law of Requisite Variety (LRV), see Section 4.6.5 and
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7.6). PERT in its current state does not do so, see Figure 7.10 (same as Figure 
4.1).

*\o£'c

Feedforward control with PERT and mathematical simulation model
Figure 7.11

A PERT network schedule, as discused in Section 2.1, is an essential 

component in the control system of a LSP, but does not take into account the 

time based nature of work being undertaken. It also excludes internal and 

environmental influences that occur during work being undertaken (the PERT 

can only take part of these influences, through statistical means, in 

determining activity Actual Times derived from Optimistic; Pessimistic; and
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Time Most Likely), see Section 2.5.2. If the two user requirements of a LSP 

planning system are to be considered, see Section 7.6, then both a logic based 

plan and representation of all other influences have to be modelled. This 

situation, as shown in Figure 7.11, should provide sufficient information for 

reasonable feedforward control actions to be determined and implemented 

by PMs. This information will only provide an indication  of what may happen, 

provided nothing (that has not been modelled) else changes.

Figure 7.11 shows how a PERT network schedule provides work logic 

information to a mathematical simulation model, taking into account other 

project environmental influences. Here external and internal influences of a 

project can be modelled, providing a more realistic picture to a decision 

maker. If this modelling method were used there would only be a one way 

flow of data, to be transformed into information by a simulation model. If 

PERT is not a true situation reflection, logically incorrect or not up to-date 

with what has happened, a GIGO situation will arise.

7.5 PROMISS— Fe e d ba c k  and  Fe e d f o r w a r d  Co n t r o l

Figure 7.12 is an extension of Figure 7.11 providing an outline of PROMISS—a 

better model of a LSP. PERT, as a base component, remains and maintains a 

central work plan, essential for those undertaking the work. This, as in Figure 

7.11 feeds into a mathematical simulation model, work logic information, in 

the form of a data file. Once a number of “what if’ scenarios have been run a 

new data file is created. This new file provides data to redraw a new logic work 

plan, a new PERT containing the same logic sequence, but providing realistic 

completion times for each activity/path under the changed conditions. This 

reflects what would/could occur when working in an LSP environment. 

PROMISS, therefore, considers the work logic sequence but does not accept 

that a CP, for example, will be a reflection of what is likely to happen in the 

future. Exogenous variables in the form of adding and removing LRs (at the 

direction of a PM) during the project duration can be taken into account. 

Endogenous variables are not considered, due to interactions of various 

elements inside the simulation model.

PMs need better guidance to enable them to be more fully aware of what 

should be and what is, but also what might be. Once these additional factors 

are acknowledged and modelled, and taken into account during the decision
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Major Components of PROMISS

cfcCrïf> Original PERT Network Schedule

çgZZSM  Revised PERT Network Schedule

Mathematical Simulation Model (MSM)

D Data link between MSM and PERT

Outline diagrammatic arrangement of PROMISS 
Figure 7.12
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making process, a more realistic future work plan can be developed. A 

number of “what if’ scenarios can be undertaken with a model. Taking results 

of the most acceptable outcome, a user/PM can take this data and determine 

what the new logic plan is likely to be.

7 .6  D is c u s s io n

PMs need to have information that is more representative of the true situation 

they are controlling. They should be able to identify and know what is 

planned and exert feedforward control from a position of knowing what is 

likely to happen. Models used therefore need to provide this ability—the 

controller needs to have the same (or greater) variety as the controlled— 

Ashby’s Law of Requisite Variety (Conant and Ashby, 1970).

PROMISS, as written for this research thesis, may not be the most efficient (it 

has been developed from scratch where subroutines (in the form of unit files) 

have had to be changed many times as a result of changes in algorithms). 

Future versions of PROMISS can be made to run more efficiently now that the 

basic concept has been shown to work.

Whilst PERT analysis can utilise At (as most project management software is 

able do) there are three other times that could be used; ta  tm and tp  For a 

complete scenario of likely completion times of a project, an analysis would 

be needed for each activity time. A formula would be S = y  [ 1 - 3 (worked

out by Roudsari (personal communication, 1991); where S = number of 

scenarios and n = number of activities) and not that proposed by Vermeulen 

and Jongh (1976), see Section 5.9. Results of these iterations/scenarios could 

supply the best, average (or most likely) and worst cases. These would, 

however, hide from PMs the complexity of RW problems associated with 

running a project. Each scenario could be a reflection of what m ay  happen, 

but none could be used for accurate forward thinking and anticipation of 

problems/situations. If all this information was available to a PM, it is likely to 

bury the best course of action (and associated decisions), rather than 

illuminating it. Various risk analysis techniques can be applied to such 

problems, but, the end result of such computer analysis would still be some 

form of uncertainty. This uncertainty would be even more dubious if 

weightings were applied to each activity completion time. Information from 

such iterations/scenarios would be sizably greater than standard (no-risk)
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analysis, even though it would be more comprehensive. Such 
comprehensiveness is due to considerations of time values between tQ and tp 

in whatever time steps thought realistic/ feasible. Such iterations/scenarios, 

for reasons given above, would not be undertaken in project environments 

with currently used technology (due to the need for a large quantity of 

processing power, probably only currently available for military purposes).

A crucial success factor in implementing feedforward control is a realistic 

reflection of the model used. Computer simulation models now have 

influence on how situations are managed—this is likely to increase rather than 

diminish in the future.

Simulation modelling is (and probably always will be) very subjective. It is 

difficult to predict, by computer, what m ay happen in a future situation. Even 

in areas where there are almost perfect facilities for providing forecast 

scenarios, it is likely to be just a guide to what could happen, provided nothing 

else changes. For example, consider peoples’ fixation with the weather. The 

United Kingdom weather forecasting system has almost perfect information 

(they have many years of historical records), satellites, ground weather 

stations, Atlantic Ocean weather ships, rain detecting radar posts and reports 

from both ships and aircraft travelling around the Northern Hemisphere. All 

this data and information is analysed with complex mathematical models, by 

versions of the world’s most powerful computers (Cray) and they still cannot 

guarantee what the weather will be like in twelve hours time! What hope is 

there for managers in complex industrial situations, to be able to guarantee 

that results from computer simulation models will be reliable enough to 

eliminate a human decision maker? What should be considered is that any 

model, bearing some resemblance to a situation, from which various scenarios 

can be undertaken, is better than nothing at all. The test for a model is 

whether it helps.

Traditional managers, in the 1990s, can be forgiven for such short-sightedness, 

but unfortunately the most experienced managers are those who have reached 

their last day at work, before retiring (they have gained maximum experience). 

Today’s managers are expensive to educate/train and then obtain the very 

necessary experience needed to perform tasks professionally. Management 

science has gone someway to enhance and shorten the maturing stages of a 

manager. In conjunction with this has been an increasing reliance on 

information technology—the ability to manage information. Large scale
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projects and data (information) overload appear to go hand-in-hand. 

Network scheduling programs and powerful computers are able to provide 

managers with every conceivable format of information presentation and in 

great quantities. Unfortunately, many managers find themselves overwhelmed 

by data, at times when there is a need for specific help in making decisions 

(information). Situations can arise when more data is available there is less 
likelihood it will be used.

7 .7  Co n c l u s io n

This chapter has discussed some of the issues associated with feedback and 

feedforward control. Both these topics can be explored in greater depth, but 

it was only necessary to discuss points relevant to development of PROMISS 

and integration of both types of control.

Feedback control is essentially control of the past—historical information as a 

basis of controlling future courses of action has limited (but in the case of 

LSPs, essential) use. Feedforward control is control of the future—an essential 

issue for efficient management. Why do PMs (as do many managers) still 

control from the past? One reason is there are few means of doing otherwise. 

Use of feedforward models for control in management (especially 

management of LRAs) is still in its infancy.

This chapter has discussed how PROMISS was conceived. Use of feedforward 

control has many advantages, but relies upon a model to help provide a 

controller with the same (or greater) variety as the controlled—LRV. Such 

models are subjective, see Chapters 4, 5 and 6 . However, some form of 

feedforward model must be better than reliance for control on a feedback 

model. PROMISS integrates both feedback and feedforward as a means of 

decision support for PMs. LMs are able to use a currently available logic guide 

to help them understand sequences of events to complete a project or task. 

PMs are able as forward thinking managers, to predetermine what may 

happen if certain courses of action were to be implemented. Chapter 8  

continues the discussion of how PROMISS was developed and how it can be 

used in management of LSPs.
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CHAPTER 8

Integration—PROMISS

8 .1  INTRODUCTION

This chapter looks at how PROMISS becomes an integrated DSS, for use in 

LSPs. PROMISS was conceived as an enhancement to currently used project 

software—this was the research hypothesis.

PERT, as discussed in Chapters 1 and 2, provides LMs and PMs with a logic 

guide of how to accomplish a task/project. Many (if not most) LSPs appear to 

overrun in both time and cost. A significant reason for this is the unique 

nature of most LSPs—they are generally “one-offs” and/or difficult to make 

comparisons with other work. As a result of this situation, managers (both 

LMs and PMs) have difficulty in knowing what has been done, where they are 

and where to go. Planning, before commencement of a project, provides a 

guide, but for most situations will be wrong at Start Day + 1 (if one resource 

does not materialise, changes to plans need to be made) and as work 

progresses other unexpected (unforeseen) changes ensure plans are no longer 

plans, but guides.

This DSS makes use of feedback an d  feedforward control as a means of 

enhancing information for control. PROMISS utilises these means of control 

by integrating PERT (feedback) and a computer simulation model 

(feedforward).

8.2 PERT v e r s u s  Sim u l a t io n

PERT is a logic based model made up of a number of activities arranged in 

order, in a combination of serial and parallel formats, see Chapter 2. PROMISS 

ensures that this essential plan/guide is available and can be used by those 

requiring it—LMs, managers of LRs and people carrying out physical tasks of 

completing a project.

PERT has been a modelling technique used in project management 

environments since the late 1950s, see Chapter 1. Its efficiency as an aid to 

controlling project resources is limited to: a) logical sequence of activities
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being correctly identified and positioned; b) checking past work against that 

plan; and c) identifying essential path(s)/sequence of packages of work 

needing constant allocation of resources (activities on CPs).

A mathematical computer simulation model is a time based modelling 

technique able to provide dynamic future information (derived from 

differential equations). Provided a model has been conceived as a reflection of 

a situation and nothing else changes (exogenous influences), reason able  

predictions can be made.

Computer simulation models have been developed into a “near art form” 

since the last world war, when computers became readily accessible to 

commercial/industrial organisations. Although use of such models has had a 

significant influence on many aspects of industrial life, they have not been 

widely accepted in the area of project management. Reliance on PERT is 

almost total. PROMISS, by integrating a computer simulation model with a 

PERT attempts to enhance the attributes of both.

Enhancement is brought about by ensuring PERT remains fundamentally 

unchanged but introduces another model to provide a more realistic picture 

of what m ay happen in the future. PERT, as discussed in Chapter 2 and 7, is 

poor at providing feedforward control information. Dynamic computer 

models, however, can provide such control information (it provides a guide to 

what should happen, not what is likely to happen). A significant enhancement 

is in the area of LRAs—an expensive and significant influence on the success of 

LSP completion. Currently, with PERT the only means of planning optimal 

utilisation of LRs is by resource levelling.

Most PERT programs are able to provide a resource levelling facility (see 

Chapter 4) but for LSPs this can be time consuming (in both managers’ and 

computer time). If it is possible to try out a number of LRA scenarios by a 

quicker means, before trying it out on a PERT, time will be served and their is a 

greater likelihood that readily available information will be used. A computer 

simulation is able to provide such a facility and PROMISS the integration.

8 .3  INTEGRATION

PROMISS can be used for trying out a number of possible options, choosing 

one that “best fits” a situation and then produce a new logic plan (PERT) for 

those carrying out project tasks. For this facility to be provided, there initially
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needs to be two computer models: one containing a logic plan and one to 

dynamically project into the future. This is how PROMISS was developed—see 

Chapters 4 and 6 .

The basic work plan/structure originates by drawing out a logical sequence of 

events to complete a task. This, as is current practice, makes use of a PERT 

network schedule. PERT inside PROMISS, performs this task. A user can 

derive, after analysis, both early and late start and finish times as well as 

identifying CPs. Once this has ben achieved a resource levelling exercise 

should be undertaken—this “optimises” LRs by making use of time tolerance 

available on non-critical paths (NCP) i.e., float. Section 8.4 discusses resource 
levelling times.

Figure 8.1, an extension of Figure 3.1, shows how PROMISS works and 

integrates PERT with a mathematical simulation model. A user (PM) provides 

data/information to a PERT and then decides to either level a prioritised 

resource or leave it unlevelled. Once this data has been computed it can then

Original

User access

Data/information flows

PROMISS—old to new PERT 
Figure 8.1
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be passed into a mathematical simulation model. Here users can interact and 

change a number of variables, either as initial values (Screen 63 Appendix 5) or 

interactive variables (Screen 64 Appendix 5). A number of scenarios can then 

be run to find a suitable outcome from possible LRAs. After these scenarios 

have been simulated a new revised (modified) PERT can be produced. This 

provides both PMs and LMs with a plan showing:

• planned and actual start and finish;

• planned and actual activity lengths.

Running a number of scenarios (maximum of ten per session) is quicker than 

changing original PERT data and levelling each option. Section 8.4 below 

describes times to resource level with an accepted “near optimal” algorithm.

8 .4  Re s o u r c e  Le v e l l in g  T im e s

Appendix 6  provides detailed results of levelling exercises when Mechanical 

Fitters are given priority and data provided by network schedule PERT1B 

(datum network). As this was undertaken on a third generation PC (an 80386 

based CPU rather than a first generation 8088/6—see Appendix 3 for various 

CPU specifications) of average performance (a clock speed of 20Mhz but 

without a numeric co-processor)— a comparison can be made with results 

making use of an 8086 based computer. Such a comparison demonstrates that 

a choice of computer may influence use of a PERT for decision making. The 

less time it takes to provide results, the greater its likely use. Both 8086 and 

80386 PCs are common in industrial companies and therefore should be 

readily available for running of PROMISS. An 80386 based PC is, for this 

research, a benchmark PC. Table 8.1 below provides a synopsis of levelling 

times for all five resources utilised in the datum project.

Original Start Times are derived from datum network PERT1B (generating 

xLEV data files) and changes given as a percentage improvement in resource 

allocation (utilisation). These data files provide a user with details of activities 

improved by shifting start times and offering recommended start times. 

These tables are reproduced in Appendix 7 for each resource priority.

Appendix 6  also provides a comparison of the same levelling exercise, carried 

out with priority to Mechanical Fitters, on a comprehensive range of PCs with 

differing clock speeds (some with a numerical coprocessor) and CPUs. It is
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Table 8.1
Synopsis of levelling times for PERT1B running on an 80386 

based PC without a numerical coprocessor

Priority Resource Type File Name Time to Level Improvement

Constructive Trades 1BC.LEV 12  h 43 min 8.13%
Electrical Fitters 1 BE.LEV 14 h 42 min 10.78%
General Labour 1BG.LEV 15 h 35 min 8 .10%
Mechanical Fitters IBM. LEV 14 h 7 min 9.35%
Painters IBP.LEV 11 h 40 min 8.48%

not necessary to provide times for all resources as any percentage differences 

between them will be pro-rata. Precise terminal time for an 8088 based PC is 

an extrapolation, as length of processing would exclude use of this computer 

as a viable option for use with PROMISS.

Use of PROMISS on a computer capable of providing sufficient information, 

within a reasonable time-frame, is likely to be used more frequently than most 

currently used PERT software. Most of this software can only provide changes 

in work logic, rather than assimilated expectations of various operational 

changes, routinely carried out during a project. PROMISS enables PMs to run 

various options, selecting the best (not necessarily optimal), an then 

reschedule work logic plans for those undertaking future tasks. Speed in 

obtaining results from both PERT network schedule and simulation 

components of PROMISS is likely to be crucial in the decision making 

process.

8.5 USING PROMISS

PROMISS is a development system and does not contain enhancements such 

as GUI and WIMP found in commercial packages. Likewise data/information 

outputs are numerical tables and not graphics. These can be added later 

should a need arise. PROMISS is menu/function key driven and users are able 

to follow the menu tree structures in Figures 8.2 (PERT) and 8.3 (Simulation).

PROMISS is started by typing “promiss” (it is not case sensitive) as this boots a 

central or root program connecting PERT and simulation models together. 

Users have an option of running either model from the Opening Menu (see 

Appendix 5: PROMISS Users Guide). The simulation model can only run if
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there is a PERT data file available, otherwise PERT must be run first. Figure 8.4 

provides brief details of the first twenty five activities from PERT1B, a datum 

test PERT of one hundred and ninety nine activities (two hundred being the 

limiting number imposed on PROMISS users). Figure 8.5 shows full details of 

the first six PERT1B activities.

Once a PERT has been created there is sufficient data for various scenarios to 

be run using the simulation option. When a user has decided on a scenario of 

LRAs a new PERT can be generated by running the feedback option from 

SIMULATION MENU (<F5>).

PROMISS OPENING MENU

<F1> <F2>

PERT OPENING MENU SIMULATION MAIN MENU

<F1> <F2>

CREATE/UPDATE PERT MENU

<F1>
y

Create a new 
PERT Data File

PERT Analysis 
on Current File

Load Different File

PERT PRINT AND LEVELLING MENU

<F6> <F7>
Print Critical Paths 
Print all Activity 
Starts, Finishes 
and Floats 
Produce a Daily 
Project Work Table 
Level Resources 
Print a Resource 
Levelling Results File

ACTIVITY PRINT MENU

Print specific Activities 
Print all Activities (Detail) 
Print all Activities (Brief)

ACTIVITY MODIFICATION MENU

Modify Resource Allocations only 
Modify Times only 
Modify all details

<F2>

ACTIVITY UPDATE MENU

Add Activity 
Modify Activity 
Modify Activity Times 
Modify Activity Resources 
E)etailed Activity Display 
Summary Display of all 
Activities
Activity Print Menu

PROMISS PERT menu tree structure 
Figure 8.2
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Load a Weekly View a Weekly 
Work Table Work Table

PROMISS simulation menu tree structure 
Figure 8.3

Act
No

Act
Nam e

Preceding activities Expected  
time (H)

Variance

1 1 -2 4 3 .5 7 4 .1 3
2 3 - 4 52 .1 8 8.51
3 5 - 6 64 .45 2 .0 5
4 7 - 8 106 .13 3 .3 6
5 9 -1 0 181 .29 11 .90
6 1 1 -1 2 4 0 .0 0 0 .0 0
7 1 3 -1 4 110 .36 9 .30
8 1 5 -1 6 81 .50 0 .00
9 1 7 -1 8 128 .97 52 .5 6

10 2 -1 9 1 174 .08 6 .08
11 4 -2 0 2 118 .87 2 .7 2
12 6 -2 0 3 70 .30 7 .4 7
13 8 -1 0 4 42 .5 8 1.25
14 10 -21 5  13 94 .8 0 0 .0 0
15 1 2 -2 2 6 131 .98 3 .4 8
16 1 4 -2 3 7 108 .50 0 .0 0
17 1 6 -2 4 8 131 .98 1.28
18 1 8 -2 5 9 5 3 .6 2 1.32
19 2 4 -2 6 17 12.48 1.52
20 D 2 7 -2 6 3 7 0 .0 0 0 .00
21 2 2 -2 8 15 6.70 0 .00
22 2 8 -2 9 21 2 3 .6 7 0 .90
23 2 1 -2 9 14 104 .50 0 .00
2 4 8 -3 0 4 42 .6 0 0 .00
25 3 0 -3 1 2 4 63 .82 2 .1 5

Activity information (brief)—PERT1B 
Figure 8.4
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Activity N um ber 1 N am e 1 -2
Length (Hours) 43 .5 7 Preceding activities

IVF EF CT PT G L
R esource Allocation 1 1 0 0 2

Expected (Hours) 4 3 .5 7 23 .7 0 0 .00 0 .0 0 84 .53
Variance 0.49 0 .40 0 .00 0 .00 0 .49

Critical Resource Cr

Activity N um ber 2 N am e 3 - 4
Length (Hours) 52 .1 8 Preceding activities

MF EF CT PT G L
R esource Allocation 1 0 2 0 1

Expected (Hours) 52 .18 0 .00 104 .33 0 .00 3 9 .2 7
Variance 0.00 0 .00 1.21 0 .00 1.21

Critical Resource Cr

Activity N um ber 3 N am e 5 - 6
Length (Hours) 64 .45 Preceding activities

W EF cr PT G L
Resource Allocation 1 2 0 0 0

Expected (Hours) 64 .45 72 .85 0 .0 0 0 .0 0 0 .00
Variance 1.03 0 .1 7 0 .00 0 .0 0 0 .00

Critical Resource Cr

Activity N um ber 4 N am e 3 - 1
Length (Hours) 106 .13 Preceding activities

MF EF CT PT G L
R esource Allocation 1 3 0 0 2

Expected (Hours) 23 .82 2 0 3 .3 3 0 .0 0 0 .00 2 1 2 .25
Variance 0.30 0.81 0 .0 0 0 .00 0 .15

Critical Resource Cr

Activity N um ber 5 N am e 9 -1 0
Length (Hours) 181 .29 Preceding activities

MF EF CT PT G L
R esource Allocation 0 0 2 1 0

Expected (Hours) 0 .00 0 .00 3 6 2 .5 8 83 .2 7 0 .00
Variance 0.00 0 .00 6 .50 0.81 0 .00

Critical Resource Cr

Activity N um ber 6 N am e 1 1 -1 2
Length (Hours) 40 .0 0 Preceding activities

IVF EF CT PT G L
Resource Allocation 1 0 0 0 0

Expected (Hours) 40 .00 0 .00 0 .00 0 .00 0 .00
Variance 0.00 0 .00 0 .00 0 .00 0 .00

Critical Resource Cr

Activity information (detailed)—PERT1B 
Figure 8.5

8 .6  Fe e d ba c k  t o  a  Ne w  PERT

Once PMs have chosen a suitable scenario of LRAs he will need to provide 

(and know himself) what the new network will look like. PROMISS provides 

this facility from the SIMULATION MENU. Basis of this computation is with

163



Chapter 8 In tegratwn— P%(yMlSS

the use of Newton’s divisional/interpolation routine provided with Borland’s 

Turbo Pascal Numerical Toolbox— it had to be heavily modified to provide 

results for all PERT scenarios. Memory management has however restricted 

maximum length of a simulated network to five hundred days (approximately 

20% longer than PERT IB).

This interpolation routine views simulation results and relates them back to 

the original PERT. The simulated length of a project is made equivalent io  its 

CP(s) and the two labour profiles compared. This computation provides the 

actual start and finish for each activity together with new lengths, see Table 8.2 

for results of the first twenty activities.

Table 8.2
Sample of PERT feedback results (PERT1B)

Feedback F i l e :  PERT1B.FBK

Act A c t i v i t y Length (D)
No Name Planned Actual
1 1-2 43. 57 58. 82
2 3-4 52. 18 71. 07
3 5-6 64. 45 86. 51
4 7-8 106. 13 153 . 97
5 9-1 0 181. 29 272 . 90
6 11 -1 2 40. 00 54. 05
7 13-1 4 110. 36 163 . 86
8 1 5 - 1 6 81. 50 111 . 97
9 17 -1 8 128. 97 207 . 19

10 2 - 1 9 174. 08 253 . 85
11 4-2 0 118. 87 191 . 61
12 6-2 0 70. 30 132 . 64
13 8 -10 42. 58 84. 67
14 1 0 - 2 1 94. 80 114 . 32
15 12 -2 2 131. 98 209 . 54
16 1 4 - 2 3 108. 50 150 . 63
17 16-2 4 131. 98 194 . 65
18 1 8 - 2 5 53. 62 67. 05
19 2 4 - 2 6 12. 48 18. 37
20 D27-26 0 . 00 0 . 00

Planned A ctu al
S t a r t F i n i s h S t a r t F i n i s h

0 . 0 0 4 3 . 5 7 0 . 0 0 5 8 . 8 2
0 . 0 0 5 2 . 1 8 0 . 0 0 7 1 . 0 7
0 . 0 0 6 4 . 4 5 0 . 0 0 8 6 . 5 1
0 . 0 0 1 0 6 . 1 3 0 . 0 0 1 5 3 . 9 7
0 . 0 0 1 8 1 . 2 9 0 . 0 0 2 7 2 . 9 0
0 . 0 0 4 0 . 0 0 0 . 0 0 5 4 . 0 5
0 . 0 0 1 1 0 . 3 6 0 . 0 0 1 6 3 . 8 6
0 . 0 0 8 1 . 5 0 0 . 0 0 1 1 1 . 9 7
0 . 0 0 1 2 8 . 9 7 0 . 0 0 2 0 7 . 1 9

4 3 . 5 7 2 1 7 . 6 4 5 8 . 8 2 3 1 2 . 6 7
5 2 . 1 8 1 7 1 . 0 6 7 1 . 0 7 2 6 2 . 6 8
6 4 . 4 5 1 3 4 . 7 5 8 6 . 5 1 2 1 9 . 1 5

1 0 6 . 1 3 1 4 8 . 7 1 1 5 3 . 9 7 2 3 8 . 6 4
1 8 1 . 2 9 2 7 6 . 0 9 2 7 2 . 9 0 3 8 7 . 2 2

4 0 . 0 0 1 7 1 . 9 8 5 4 . 0 5 2 6 3 . 5 9
1 1 0 . 3 6 2 1 8 . 8 6 1 6 3 . 8 6 3 1 4 . 4 9

8 1 . 5 0 2 1 3 . 4 8 1 1 1 . 9 7 3 0 6 . 6 1
1 2 8 . 9 7 1 8 2 . 5 8 2 0 7 . 1 9 2 7 4 . 2 4
2 1 3 . 4 8 2 2 5 . 9 7 3 0 6 . 6 1 3 2 4 . 9 8
2 3 8 . 8 7 2 3 8 . 8 7 3 4 3 . 2 9 3 4 3 . 2 9

8.7 Ad v an ta g es  o f  PROMISS

PROMISS provides an enhancement to currently available PERT software used 

in projects of any size. This enhancement is a mathematical based computer 

simulation model. Once an initial project plan is loaded into the PERT a PM is 

able to analyse, as he does currently, when each activity could be started and 

completed. LRs were added with each activity. This information is estimated 

when each activity work package was broken down by trade estimators.
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However, planned utilisation of these resources is unlikely to be followed, for 

example when insufficient resources are provided, see Section 2.8.4. Work 

will be completed as and when resources become available (after completion 

of other activities) but in an order dictated by the PERT logic plan. The actual 

future consumption of resources is however difficult to predict.

One means of analysing these requirements, against availability is by resource 

levelling—this option is provided by PROMISS. Resource levelling will 

provide an “optimal” labour profile in ideal conditions, i.e., conditions that will 

enable those activities to be completed as per original schedule. 

Unfortunately the reality of working in a LSP environment is generally 

different. This makes it very difficult to determine where a project is (with 

respect to likely completion of outstanding work) and if planned completion 

dates will be achieved. Environmental influences that affected the past may 

not be present in the future; if they are present they may be more or less 

influential over the remaining project duration.

A means of analysing this situation is by making use of a simulation model. 

Once PMs have either “optimised” a labour profile by levelling or maintained 

an unlevelled schedule (keeping planned start and finish dates at their earliest 

possible times) he can find out how such influences affect project completion 

and consumption of resources. PROMISS accepts this original data and 

subjects it to influences described in Chapter 6 . PMs may, as a result of this 

new information, change LRAs by interacting through a number of interactive 

scenario simulations. From these results an acceptable plan can be provided. 

Such a plan (labour profile) does not however provide sufficient information 

for LMs to complete a project. They will need a logic plan showing when 

activities should be started and finished and in what sequence.

A new logic plan is provided by PROMISS through use of a feedback option 

available once simulation data files are selected by a user. Information is 

similar to Table 8.2. Managers (both project and line) are able to compare 

planned (levelled, including those unaffected by this procedure or unlevelled 

as per original plan prior to simulation) against a likely “actual” plan. Once 

managers are made aware of likely deficiencies/shortfalls or additional costs or 

savings as a results of LRAs corrective action can be taken—feedforward 

control.

Such a DSS can now be used to enhance the quality of decisions needed to 

ensure a project completes to original criteria, for example utilisation of
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resources and/or cost. PROMISS integrates and provides from the original 

project data two model outputs to help in this decision making process—such 

a facility is not available on any other currently used project computerised 
information system.

8 .8  CONCLUSION

This chapter has shown how integration of two types of computer simulation 

models: logic and time based, can enhance information availability for both 

PMs and LMs. As a research development system PROMISS is large and 
complex, but it does provide sufficient information, as an enhancement on 

what is currently available, to PMs reliant on only a PERT network schedule. 

PROMISS provides a considerable amount of information and data and it is not 

possible to reproduce it all in here— it can be easily produced from the menu 

driven program(a significant advantage of an information support system is to 

provide information as and when required).

Sufficient details have been given here to provide an overall picture of 

information availability and what it could be used for. Such a provision 

confirms that the research hypothesis has been proven.
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Conclusion

The author, at the beginning of this research, stated that from his experience 

of working in project management environments there was a shortage of 

suitable information for use in labour resource allocations. A research 

hypothesis to develop an enhancement to Program Evaluation and Review 

Technique network schedules should be explored. This, after three and a half 

years work, has been accomplished.

The first two chapters of this thesis described how large scale projects were 

managed, organised and used network schedules. Reluctance of software 

houses to release their program source codes necessitated a network schedule 

being written, see Chapter 3. This version does not contain the many “user 

friendly” and reporting interfaces found in professional packages. It does 

however serve a purpose of processing data into a format suitable for 

planning a project of up to two hundred activities.

Chapters 4 and 5 discussed computer modelling and System Dynamics as a 

methodology for developing a mathematical computer simulation model, as 

an enhancement to a network schedule. Consideration was given to both 

positive and negative aspects of such modelling techniques. System Dynamics 

has been used as a systems methodology for a number of years, but its 

popularity has waned as other methodologies gained prominence. Use of 

such a methodology does not detract from the value of this research but could 

maintain its usefulness for situation understanding, leading to problem solving, 

(Stevens, 1990; 1991). Chapter 5 provided a clearer understanding of SD 

because consideration was given to original philosophical issues related to this 

methodology. Notice was taken of Albert Einstein’s quote at the beginning of 

this thesis. As time progresses, many foundational issues become diluted and 

polluted as conceivers lose prominence and other people make their own 

interpretations. Chapter 5 readdressed this situation and provided a means of 

constructive advancement. As there was a goal to be achieved (that of 

completing a large scale project, within a criterion of optimising available 

labour resources) a Hard Systems Methodology, utilising computer
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simulations, was considered appropriate—this has been proven by the 

success of this research.

Chapter 6  briefly described how a hybrid model of a project was developed. 

Many variables introduced and interlinked may be considered subjective and 

likely to be disputable—the author supports this argument. In defence of this 

model, it should be agreed that a ll models are subjective, unless they are an 

exact replication of reality. PROMISS (PROject Managers Information Support 

System) was developed by considering a number of key variables that may 

influence successful completion of a project. This was undertaken by looking 

at physical and information flows inside a project environment.

PROMISS was conceived as a development project to enhance decision 

making for project managers. There is an essential requirement of network 

schedules remaining at the core of any large scale project information 

system— it provides an important logic guide for those undertaking tasks 

leading to completion. Such a system was developed over thirty years ago and 

little has changed, even though many different modelling techniques have 

been developed for other spheres of work. One such development is 

mathematical simulations running on personal computers. Such models can 

enhance the quality of decision making, but currently many are flawed for 

reasons discussed in Chapter 4.

Integration of logic and time based models centres upon the concept of 

feedback and feedforward information for control. This was discussed in 

Chapter 7. One means of introducing feedforward control is through the use 

of a model, in this case a computer simulation. Given the limitations of such a 

technique, enhancing one form of modelling with another, to provide a clearer 

picture of what is likely to happen, could lead to improved decision making 

by project managers.

One of the most difficult aspects of managing large scale projects is the 

efficient direction of labour resources. PROMISS was developed to help this 

situation by providing a means of trying out a number of scenarios before  

implementing them. By completing all scenarios available with PROMISS, 

decision makers can be provided with a clearer understanding of: 1 ) where 

they are now; 2 ) why they may not be where they should be; and, 3) how a 

future situation may evolve. PROMISS, like any decision making model can 

provide subjective reasons of what may have happened, but more 

importantly for PMs, as managers of the future, what may happen if certain
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courses of action are taken. Chapter 8  describes how this decision support 
system works.

Finally there is a requirement to determine areas of further development. 

After the first twelve months of this research a publication was produced 

(Stevens and Flood, 1988) stating that the ultimate development goal for 

PROMISS would be as an Expert System. This still remains. PROMISS, as a 

concept, works as a logical extension for currently available decision support 

systems. Future development should be in the provision of providing project 

managers with information and help in diagnosing reasons for deviations in 

plans. Likewise, there should be a means for providing results of past 

decisions through use of an Expert System database. These points, together 

with a more “user friendly interface” and better means of constructing a 

simulation model should be areas for enhancement and development. This 

simulation modelling aspect should follow Stella for the Apple Macintosh (or 

with the use of Windows for the PC) format and allow users to introduce their 

own variables. PROMISS, as a prototype decision support system for use by 

large scale project managers, provides a firm foundation for this advancement.

This concludes the thesis on development of an alternative decision making 

information system for labour resource allocations: Integration of logic and 

time based large scale project computer simulations—PROMISS.
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Key
IP => PERT System;
S => Simulation Language/Software.
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PROJECT PLANNER, IP
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Buckingham House, 
Station Road,
Gerrards Cross, 
Buckinghamshire

GENETIK, §
21 Oxford Street, 
Woodstock,
Oxfordshire 
0 X 7  1TH

GPSSR/PC, S 
Simulation Software Ltd., 
760 Headley Drive, 
London, Ontario 
N6H 3V8 Canada

HORNET, IP
Claremont Controls Ltd., 
Albert House,
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Milo Consultant 
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United Information 
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CV32 5PP

M icro PASSIM, §
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Customer Service,
9132 Thunderhead Drive, 
Boulder, Colorado 80302 
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MICROSOFT 
PROJECT, IP
Microsoft Ltd.,
Excel House,
49 De Montfort Road, 
Reading Berks.
RG1 8LP

PC-SOL, 3
Systems Simulation 

Consultants 
11051 Ring Road,
Reston, Virginia 22090 
USA

PERTMASTER, IP
Abtex Software,
11 Campus Road, 
Listerhills Science Park, 
Bradford

PLANTRAC, IP
Computerline Ltd., 
Tavistock House,
319 Woodham Lane, 
Woodham, Weybridge, 
Surrey 
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P rofessional DYNAMO 
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Alexander Pugh,
5 Lee Street,
Cambridge,
Massachusetts 02139 
USA

PROJECT MANAGER 
WORKBENCH, IP

Hoskyns Group pic,
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London W1V 7DN

SIMNET, S
Research Computer 

Services, Inc.,
1255 N. Fairfield Drive, 
Beavercreek,
OH 45432 
USA

SLAM II, S
Pritsker & Associates,

Inc.,
1305 Cumberland Ave., 
P.O. Box 2413,
West Lafayette,
Indiana 47906 
USA

SUPERPROJECT 
PLUS, IP
Computer Associates Ltd., 
Edinburgh House,
43-51 Windsor Road, 
Slough, Berks.
SL1 2EQ

TC—PROLOG, 3
LOGICWARE 
5000 Birch St.,
Suite 3000,
The West Tower,
Newport Beach,
California 92660 
USA

TRACKSTAR, IP
T and B Computing, Ltd., 
19 Stratford Place,
London WIN 9AF

TURBOSIM-IV, 3
Micro Simulation,
37 William J. Heights, 
Framingham, 
Massachusetts 01701 
USA
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Appendix 1

PERT and Computer Simulation
Software

This appendix was originally compiled from information gathered in mid 1988 

(Stevens and Flood, 1988). It reflected then, as it does now, some of the more 

common PERT and simulation software packages available for IBM.PC (and 

100% compatible) micro-computers.

It was felt that it should be reproduced again in an Appendix to demonstrate 

various configurations, sizes of project that can be managed and cost of such 

software. Originally the research hypothesis was to extend PROMISS into an 

Artificial Intelligent Expert System, this, as discussed in Chapter 9 is an area for 

future development.

Simulation software is more diverse and complex but falls into two main 

categories: a) simulation shell; and b) libraries for various routines. The former 

are designed to be easy to use but are generally slow to execute and are more 

expensive to purchase. Library routines are normally written in a High Level 

Language and designed to help such programmers execute various simulations 

normally requiring a large program sub-routine.

The following tables (two related to PERT and two simulation software) contain 

a number of abbreviations:

• RAM Random Access Memory
• KB Kilo Byte
• MB Mega Byte
• CGA Colour Graphics Adaptor
• EGA Enhanced Graphics Adaptor
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T a b le  A l . l
PERT Software

Product name:
Plantrac Superproject Expert Hornet

(requirements are 
for Hornet 5000)

Pertmaster
Advance

Supplier:

Computerline Ltd 
Tavistock House 

319 Woodham Lane 
Woodlam Weybridge 

Surrey KT15 3PB

Computer Associates Ltd 
Edinburgh House 

43-51 Windsor Road 
Slough

Berks SL1 2EQ

Claremont Controls Ltc 
Albert House 

Rothbury 
Morpeth

Northumb'd NE65 7SR

Pertmaster 
International 

8 Campus Road 
Listerhills Science 

Park Bradford 
W.Yorks BD7 1HR

HARDWARE
REQUIREMENT

Minimum hardware: IBM XT or 
compatible

IBM XT or 
compatible

IBM XT or 
compatible

IBM XT or 
compatible

Recommended
hardware:

IBM AT or 
compatible

Minimum RAM: 256KB 512KB 256KB 320KB

Recommended RAM: 640KB 640KB 512KB 640KB

Minimum disk 
configuration:

10MB hard disk plus 
one floppy drive

10MB Hard disk plus 
one floppy drive

Twin floppy 
drives

10MB hard disk 
plus

one floppy drive
Recommended disk 
configuration:

10MB hard disk plus 
one floppy drive

OPERATING
PARAMETERS

Maximum project 
size: 250,000 activities RAM disk space 

only constraint 5,000 activities RAM disk space 
only constraint: 

(<6,000 activities 
and

3,000 dummies)
Maximum activities 
handled (ine. 
dummies):

250,000 1,500 with 
640KB RAM 1 6 ,000+

Maximum resources 
per project activity: 200 No software 

limit 128 No software 
limit

Sharing of resources, 
between tasks or 
activities?

Yes Yes Yes Yes

Pricing (ine. VAT): 
(Education prices 
are not known)

1st year licence 
£4,025 + £3,893 for 

supplementary 
programs; subsequent 

years £633

£800
Hornet 2000 £1,955 
Hornet 4000 £3,335 
Hornet 5000 £4,085

£1,145

1 8 8
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T able A 1 .2
PERT Software

Product name: Kernal-PMS 
Version 5

Project Manager 
Workbench

Brainpower Project 
Planner

Microsoft Project 
Version 4

Supplier:

United Information 
Systems 

Apex House 
4A-10 West Street 

Epsom Surrey 
KT18 7RG

Hoskyrts Group pic 
130 Shaftsbury Ave. 
London W1V 7DN

Tyrptch
Buckingham House 

Station Road 
Gerrards Cross 

Bucks

Microsoft Ltd 
Excel House 

49 De Monfort Rd. 
Reading 

Berks RG1 8LP

HARDWARE
REQUIREMENTS

Minimum hardware:
IBM XT or 
compatible

IBM PC or 
compatible

IBM PC or 
compatible

IBM PC or 
compatible

Recommended
hardware: IBM PC/XT/AT

Minimum RAM: 512KB 512KB
256KB

256KB

Recommended RAM: 640KB 640KB 320KB

Minimum disk 
configuration:

5MB hard disk 
plus one 

floppy drive
Twin floppy 

drives
One floppy 

drive
Twin floppy 

drives

Recommended disk 
configuration:

10MB hard disk 
plus one 

floppy drive
Hard disk plus 

one floppy drive
Twin floppy 

drives
10MB hard disk 

plus one 
floppy drive

OPERATING
PARAMETERS

Maximum project 
size:

RAM disk space 
only constraints

RAM disk space 
only constraints

RAM disk space 
only constraints

RAM disk space 
constraints:

Maximum activities 
handled (ine. 
dummies):

5,000 1,000
200 for 256KB; 

200 more for each 
extra 64KB up to a 
maximum of 999

Maximum 
resources per 
project activity:

Unlimited 200 64 8

Sharing of 
resources, between 
tasks or activities?

Yes Yes Yes Yes

Pricing (ine. VAT): 
(Education prices 
are not known)

£4,025 £1,1725 per 
licence £288-£863 £340 single user 

£685 for network
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T able A1.3
Simulation Software

Product name: TurboS im-IV Inters im Micro Saint GENETIK

Supplier:

Micro Simulation 
37 William J. Heights 

Framingham 
Massachusetts 01701 

USA

Milo (Consultant 
Engineers) Ltd 

River View House 
London Road 
Basingstoke 

Hants RG24 0JL

Micro Analysis & Design 
9132 Thunderhead Drive 

Boulder 
Colorado 80302 

USA

Insight International Ltd 
21 Oxford Street 

Woodstock 
Oxfordshire 
OX7 1TH

Source Code: Yes No No No

High Level
Language
Interface:

Turdo Pascal 
Turbo "C" None None Not specified, 

but Version 5 
(April 1988) is 

reported to have 
these facilities, with 

unspecified constraints
Artificial
Intelligent
Language
Interface:

Turbo Prolog None None

Language
environment: Turbo Pascal

ISO Pascal 
based on 

Monte Carlo 
methodology

None Not specified

Accept PERT 
Network type 
simulation:

Yes Yes Yes Yes

Interactive 
simulation 
possible: 
Device used:

Yes;
Mouse and 

Paddles
No

Being developed. 
Simulation can be 

interrupted through 
menu options only

Yes;
Mouse

Pricing 
(inc VAT on 
Sterling prices 
only):

$100 ($30 each, 
when 5 or more 
are purchased)

£863 $995

£17,710 
(unspecified 
discount has 

been offerred) 
support 10% 
per annum

Hardware 
requirements, 
if known:

IBM .AT 
512KB RAM
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Table A1.4
Simulation Software

Product name: MAST with 
SPAR and BEAM

GPSSR/PC PC-SOL SLAMII/PC

Supplier:

CMS Research Inc 
945 Bavarian Court 

Oshkosh
Winsconsin 54901 

USA

and

Citroen Industrie UK 
Automation Division 

York House 
Clarendon Avenue 

Warwicks CV32 5PP

Simulation Software Ltd 
760 Headley Drive 

London
Ontario N6H3V8 

Canada

Systems Simulation 
Consultants 

11051 Ring Road 
Resham 

Virginia 22090 
USA

Pritsker & Associates Inc 
1305 Cumberland Avenue 

PO Box 2413 
West Lafayette 
Indiana 47906 

USA

Source Code: Yes No Yes No

High Level
Language
Interface:

Fortran 77 and "C" 
compliers Can produce ACSII 

files for post- 
processing with 
other software

Turbo Pascal 
Version 3

Fortran and 
Autocard

Artificial
Intelligent
Language
Interface:

None Turbo Prolog None

Language
environment Fortran 77 and "C None Turbo Pascal Not known

Accept PERT 
Network type 
simulation:

Yes - in 
November 1988 Yes Yes Yes

Interactive 
simulation 
possible: 
Device used:

No - IBM OS/2 
under development. 

Interactive 
simulation to be 

introduced after this

Only to debug

No;
(Would need to 
write a separate 

program 
code to drive it)

Yes;
Mouse

Pricing 
(inc VAT on 
Sterling prices 
only):

£8050
£900 Education, with 
no training or support

$275
$500

$250 Education, 
($90 for subsequent 

student copies)

$200 (Education) 
$1000 Animation 
system (includes 

SLAMII/PC)

Hardware 
requirements, 
if known:

PC 192KB RAM 
AT 1024KB RAM 

(advantage gained 
if an Intel 8087 
floating point 

maths co-processor 
is fitted)

M inimum:
256k b  RAM; 

Twin 360KB floppy 
disc drives; 

Colour or Mono 
Graphics Adaptor 

+ Monitor;
DOS V2.0 or up-

wards

R ecom m ended:
640KB RAM; 
Twin 360 KB 

floppy disc 
drives; One hard 

disk + One 
removable hard disk 

is desirable;
CGA + Monitor 

DOS V3.0 or up-
wards

512KB RAM 
EGA + Monitor
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Appendix 2

System Dynamics Subroutines
System Dynamics subroutine written in BASIC (Beginners All purpose 

Symbolic Instruction Code) modified to run in Microsoft BASICA on an 

IBM.PC/XT. This provides the program with a core subroutine to enable it to 

emulate one written in DYNAMO, (Roberts et al., 1983b, pp. 42-3 and 47-8).

SYSDYN EDUCOMP BASIC V 3 .0

3000  ' ____ SYSTEM DYNAMICS SUBROUTINE PACKAGE, GPR,
2 / 4 / 7 8

30 0 5  DIM T ( 2 2 , 6 ) , X $ ( 9 ) , Z ( 6 , 3 )
3010  READ Z 4 ,Y 8 :  FOR 1=1 TO Z4: FOR J= 1  TO 3 :  READ T ( I , J ) :  

NEXT J
3012  I F  T ( I , 3 )= 0  THEN PRINT "ZERO INCREMENT IN TABLE"; I :  

STOP
30 1 5  Z = ( T ( I , 2 ) —T ( I , 1 ) ) / T ( I , 3)
3017  I F  Z - I N T ( Z ) > .0 0 0 0 0 1  THEN PRINT "INCREMENT ERROR IN 

TABLE"; I :  STOP
3020  FOR J= 4  TO Z +4: READ T ( I , J ) :  NEXT J :  NEXT I  
30 2 5  READ Z l :  FOR 1=1 TO Z l :  READ X $ ( I ) :  NEXT I ;  Y 6= T 1:

Z 5 = l : Y9=l
3030  PRINT "PRINT OR P L O T ? " ; : INPUT Z $; Y$=M ID(Z$,1 , 2 ) :  I F  

Y$="PR" THEN 30 7 5  
30 3 5  'SCALES TO PLOT
3040  PRINT: FOR 1=1 TO Z l :  READ Z 2 ( I ) ,  Z 3 ( I ) :  NEXT I :  Z7=7:  

Z 8= 2 : Z9=56
30 4 5  READ W$: I F  NOT (W$="OK") THEN PRINT "DATA ERROR":

STOP
3047  DATA "OK"
3050  I F  Y$="NS" THEN 3070
30 5 5  FOR 1=1 TO Z l :  Z 2= Z 3(I)- Z 2 (I): PRINT X$(I); " = " ;
3060  FOR J= 0  TO 4 :  PRINT TAB( Z 7 - Z 8 + J * Z 9 / 4 ) ; Z 2(I)+ J * Z 2 / 4 ; : 

NEXT J
30 6 5  PRINT: NEXT I  
3070  PRINT: Z 3=10: RETURN 
30 7 5  'HEADINGS FOR PRINT
3080  I F  Z l>6 THEN PRINT "MORE THAN 6 VARIABLES": STOP 
30 8 5  PRINT: FOR Z6=l TO Z l :  PRINT X $ ( Z 6 ) , :  NEXT Z 6: I F  Z l<6  

THEN PRINT 
3090  PRINT: RETURN 
3100  I F  T<Y6 THEN RETURN 
3102  Y6=T+T3: I F  Y$="PR" THEN 3200
31 0 5  'ORDINATES
3115 FOR Z6=l TO Zl :  Y(Z6)=INT( ( X ( Z 6 ) ) / ( Z 3 ( Z 6 ) - Z 2 ( Z 6 ) )

* Z 9 + . 5 ) :  NEXT Z6 
3130  'PLOT
3135  I F  Z3=10 THEN PRINT T; : Z3=0
3140  PRINT TAB(Z7 ) ; :  FOR Z6=0 TO Z9: FOR Z0=1 TO Zl  
3145  I F  Y (Z 0)= Z 6  THEN PRINT X $ ( Z 0 ) ; :  GOTO 3170  
3150  NEXT Z0: I F  4 *Z 6 /Z 9 = IN T (4 *Z 6 /Z 9 )  THEN PRINT GOTO

3170
31 5 5  I F  Z3>0 THEN 31 6 5
3160  I F  Z 6 /2 = IN T (Z 6 /2 )  THEN PRINT : GOTO 31 7 0
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3165  PRINT
3170  NEXT Z6: PRINT: 3=Z3+1: RETURN 
3200  'PRINT
3205  FOR Z6=l TO Z 1 : PRINT X ( Z 6 ) , :  NEXT Z6: I F  Z K 6  THEN 

PRINT
32 1 5  RETURN
3300  'TABLE SUBROUTINE
33 0 5  I F  X < = T (Z 5 ,1) THEN Y = T ( Z 5 ,4 ) :  GOTO 33 2 5
3310  I F  X>=T(Z5 , 2 )  THEN Z = (T ( Z 5 , 2 ) - T ( Z 5 , 1 ) ) / T ( Z 5 , 3 ) :

Y = T (Z 5 ,Z + 4 ) : GOTO 33 2 5  
33 1 5  Z = I N T ( ( X - T ( Z 5 ,1 ) ) / T ( Z 5 ,3 )
3320  Y = 9 T (Z 5 ,Z + 5 ) -T (Z 5 ,Z + 4 )  ) / T 9 Z 5 , 3 ) * ( X - T ( Z 5 , l ) -

Z * T ( Z 5 ,3 ) ) + T (Z 5,Z + 4)
3325  Z5=Z5+1: IF Z5>Z4 THEN Z5=l
3320  RETURN
3400  'RETURN SUBROUTINE WITHOUT HIGH/LOW CAPABILITY
3405 I F  X <T (Z5 , 1 )  

STOP
THEN PRINT "BELOW TABLE"; Z5: "AT T = " ; T:

3410 I F  X>T(Z5, 2) 
STOP

THEN PRINT "ABOVE TABLE"; Z5; "AT T = " ; T:

3415 GOTO 3315
3500  'THIRD-ORDER MATERIAL DELAY SUBROUTINE 
3505  Y 7 = Y /3 : Z (Y 9 ,0 )= X * Y 7 :  I F  NOT (T=T1) THEN 3 5 1 5
3510  FOR Z0=1 TO 3 :  Z ( Y 9 ,Z 0 ) = Z ( Y 9 ,0 ) :  NEXT Z0: GOTO 3 5 2 5  
35 1 5  FOR Z0=3 TO 1 STEP - 1
3520  Z (Y 9 ,Z 0 )= Z (Y 9 ,Z 0 )  + ( T 0 / Y 7 ) * ( Z ( Y 9 , Z 0 - 1 ) - Z ( Y 9 , Z 0 ) )  : NEXT

Z0
35 2 5  Z = Z ( Y 9 ,3 ) / Y 7 :  Y9=Y9+1: I F  Y9>Y8 THEN Y 9= l
35 3 5  END

C h a r a c t e r is a t io n s  o f  Va r ia b l e s  U s e d  in  SYSDYN
(Listed Alphabetically)

I  Counters in loops: used in the subroutine beginning.

J  At line 3000 but not thereafter, so they must be used freely in
the model without error.

T Time. T varies from T1 to T2 in steps of TO.

TO Solution interval: equivalent to DT in DYNAMO.

T1 Initial time of the simulation.

T2 Termination time of the simulation.

T3 Print or Plot period: the time elapsed between successive print
statements in the PRINT mode, or between successive lines on 
the graph in the PLOT mode.

T ( i ,  j )  The j  th data entry in the data line for the i th table function.

W$ Error-detecting string: W$="OK" if data in plot-mode is “OK";
otherwise DATA ERROR is printed.

x Input to table or third-order delay.

x ( i )  The i th variable to be plotted.
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X$ ( i)  Character to be plotted for the i th variable. 

Y Output from a table subroutine;

ALSO

Y Delay time in third-order delay subroutine.

Y6 "Next time to print or plot": used to signal when a print or plot
period has elapsed.

Y7 One-third of the delay time in a third-order delay.

Y8 Number of third-order material delays.

Y9 Third-order delay counter: determines which delay is next, i.e.,
which row in the delay matrix stores the values of the levels in 
the pipeline for a given delay.

Y$ First two letters of Z$.

Z$ Input in response to PRINT OR PLOT?

Z ( i ,  j )  The j  th level in the i th third-order delay.

Z X  increment in a table as the table is being read;

ALSO

Z In the table subroutines, the number of whole X  increments
(intervals) in a table to the left of the X  input;

ALSO

Z Output of third-order delay.

ZO Counter in FOR/NEXT loop in plot routine and in third-order
delay routine.

Zl Number of characters to be plotted or printed.

Z2 (max Y -  min y )  in setting and printing scales for the plotted
variables.

Z2 ( i)  Minimum y value on scale for the ith variable.

Z3 ( i)  Maximum Yvalue on scale for the ith variable.

Z3 Counter which determines when the time coordinate will be
printed on the graph (every ten lines).

Z4 Number of table functions.

Z5 Table function counter: determines which table is next, i.e.,
which row of the table matrix contains the next table’s data.

194



Äppendb(2 System Dynamics Subroutines

Z6 Counter in FOR/NEXT loops in print and plot routines.

Z7 Graph placement parameter: number of spaces from the
margin to the left-hand edge of the graph.

Z8 Scale placement parameter: number of spaces the scale
headings are shifted to the left to centre them over the lines of 
the graph to which they correspond.

Z9 Graph size parameter: width of plot. Columns number from
zero through Z9, so the plot is actually Z9+1 columns wide. (If 
changed, Z9 should remain a multiple of four).

SYSDYN WRITTEN IN TURBO PASCAL

Below is a transposition of the above subroutine written in Turbo Pascal. 

PROMISS was originally based upon this but complexity necessitated it being 

changed. The program below is of RATPOP and compares with that 

produced by Roberts et al., 1983b and Pugh-Roberts Associates, Inc., Reading, 

Massachusetts, writers of DYNAMO. Full listing is given here as an example of 

SD being written in another language.

Program Sysdyn;
Uses CRT, DOS, UTILS;
{ $M 2 0 4 8 0 ,  3 2 7 6 8 ,  3 2 7 6 8 } {  No heap used  in  o r d e r  t o  EXEC
p l o t . e x e  }
c o n s t

Z4: i n t e g e r  = 1 ;  {
Z1 
TO

T1

T2

T3

i n t e g e r  = 1 ;  
= 3 ;

r e a l  = 0 . 2 5 ;

r e a l  = 0 ;

r e a l  = 5 0 ;

r e a l  = 1 ;

No o f  t a b l e  f u n c t i o n s  }
No o f  v a r i a b l e s  t o  p r i n t  } 
S o l u t i o n  i n t e r v a l .  
E q u i v a l e n t  t o  d t  i n  Dynamo 
I n i t i a l  t im e  o f  th e  
s i m u l a t i o n  }
T e rm in a t io n  t im e  o f  t h e  
s i m u l a t i o n  }
Sam pling p e r i o d .  V a r i a b l e s  
be p r i n t e d  a t  i n t e r v a l s  o f

w i l l  
T3 }

var
T: a r r a y  [ 1 . . 7 , 1 . . 1 4 ]  o f  r e a l ;  { T [ i , j ]  i s  t h e  j t h  d a t a

e n t r y  f o r  t h e  i t h  
t a b l e  f u n c t i o n  }

Time: r e a l ;  { Time v a r i e s  from  T1 t o  T2 in  s t e p s
o f  T3 }

i, j: integer;
Z : longint;

Y6 : r e a l ;

Z5 : i n t e g e r ;

Xa : a r r a y [ l . . Z l ]  o f  

R atP op , R a t F e r t i l i t y ,

{ C o u n te rs  in  lo o p s  }
{ x - i n c r e m e n t  in  a t a b l e  a s  a t a b l e  

i s  b e in g  re a d  }
{ N ext t im e  t o  p r i n t .  Used t o  s i g n a l  

when a p r i n t  p e r i o d  h as  e l a p s e d  }
{ T ab le  f u n c t i o n  c o u n t e r .  D eterm in es  

which t a b l e  i s  n e x t ,  i . e  which  
row o f  t h e  t a b l e  m a t r i x  c o n t a i n s  
t h e  n e x t  t a b l e ' s  d a t a  } 

r e a l ;  { In p u t t o  t a b l e
f u n c t i o n  }

S e x R a t i o ,  A v e r a g e L i f e ,  A r e a :  r e a l ;
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Fem aleR atP op , R a tP o p D e n sity ,  I n f a n t S u r v i v a l M u l t i p l i e r : 
r e a l ;
R a t B i r t h R a t e ,  A d u ltD e a th R a te : r e a l ;
F : T e x t ;
T ic k C o u n t : r e a l ;

P r o c e d u r e  I n i t i a l i s e ;  
b e g in

T [ 1 f 1] := 0; T [1,2] := 0.025; T[l,3] := 0.0025;
T [ 1,4 ] := 1; T[l,5] := 1; T[l,6] := 0.96;
T[l,7] := 0.92; T[l,8]

CMCOoII T[l,9] := 0 . 7 ;
T[l,10] := 0.52; T[l,ll] := 0.34; T [1,12] := 0.2;
T [1,13] := 0.14; T [1,14] := 0.1; Y6 ;= Tl;
Z5 :=  1;  

en d ;

P r o c e d u r e  T a b l e W ith o u tH ig h L o w C a p a b i l i ty (X :r e a l ;  v a r  Y:
r e a l ) ;
b e g in

i f  X < T [ Z 5 , 1] th e n  
b e g in

W r i t e L n ( ' Below T ab le  Z 5 , ' a t  T = ' ,T i m e ) ;
H a l t ;

end ;
i f  X > T [ Z 5 , 2]  th e n  

b e g in
W r i t e L n ( 'Above T ab le  Z 5 , ' a t  T = ' ,T i m e ) ;
H a l t ;

end;
Z :=  Trunc ( (X-T [ Z 5 , 1 ] ) / T [Z5, 3 ] )  ;
Y :=  (T [Z5,  Z+5] -T [Z5,  Z+4] ) /T  [Z5,  3]  * (X-T [Z5,  1] -Z *T  [Z5,  3]  ) + 

T [ Z 5 , Z + 4 ] ;
Z5 ; = Z 5+1; 
i f  Z5 > Z4 th e n  
Z5 :=  1 ;  

end;

P r o c e d u r e  D o P r in t ;  
v a r  k :  i n t e g e r ;  
b e g in

I f  (TickC ount = 0) th en  
b e g in

W r i t e ( t i m e : 7 : 3 ) ;  
f o r  k : = 1 t o  Z1 do 
b e g in

w r i t e ( X a [ k ]  : 1 2 : 6 )  ; 
d e l a y ( 2 5 ) ;  

end;
i f  Z1 < 6 th e n  W rite L n ;  

end;
en d ;

P r o c e d u r e  I n i t i a l S c r e e n ;
v a r  Ch; C h ar ;
b e g in

C l r S c r ;  C u r s o r O f f ;
GoToXY(1 ,  9 ) ;
W r i t e L n ( '  MMMMMMMMMMMMMMMMMMMMMMMMMMMMM;' ) ;
W riteL n  ( ' : SYSTEM DYNAMICS : ' ) ;
W r i t e L n ( '  : : ' ) ;
W r i t e L n ( ’ : RAT POPULATION MODEL : ' ) ;
W r i t e L n ( '  MMMMMMMMMMMMMMMMMMMMMMMMMMMMM;' ) ;
P r o mp t ( ' ' ,  F a l s e ) ;
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ClrScr; CursorSmall; 
end;

begin
I n i t i a l i s e ;
InitialScreen;
W rite L n ;
W r i t e ( '  Time R B D');
G o to X Y (l ,  2 5 ) ;  C l r E o l ;  I n v e r s e V id e o ;
Write(' SPACE - pause / continue '); NormalVideo; 
Window( 1 , 4 , 8 0 , 2 3 )  ;
Time :=  T1 -  TO;
T ickC ount :=  0 ;
A ss ig n  (F ,  ' RATPOP4.DT' ) ;
R e w r i t e ( F ) ;
r e p e a t  { co m p u ta tio n  lo o p  }

i f  (Time = T 1 - T 0 ) th e n  
b e g in

RatPop :=  10 ;
R a t F e r t i l i t y  :=  0 . 4 ;
S e x R a t io  :=  0 . 5 ;
A v e r a g e L if e  :=  2 2 ;
A rea :=  11000  

end  
e l s e  

b e g in
Fem aleR atPop := S e x R a t io  * R atP o p ;  
R a tP o p D e n sity  :=  RatPop /  A re a ;  
T a b le W ith o u tH ig h L o w C a p a b il i ty (R a tP o p D e n s ity ,  
I n f a n t S u r v i v a l M u l t i p l i e r ) ;
R a t B i r t h R a t e  :=  R a t F e r t i l i t y  * Fem aleR atPop * 
I n f a n t S u r v i v a l M u l t i p l i e r ;
AdultDeathRate := RatPop / AverageLife;
X a [ l ]  : = R atP op ;
Xa[2] := RatBirthRate;
Xa [ 3 ]  : = A d u ltD e a th R a te ;
I f  TickCount = 0 th en  

b e g in
W r i t e ( F ,  T im e ) ;
I f  ZI >= 1 th e n  W r i t e ( F ,  X a [ l ] ) ;
I f  Z1 >= 2 th e n  W r i t e ( F ,  X a [ 2 ] ) ;
I f  Z1 >= 3 th e n  W r i te L n (F ,  X a [ 3 ] ) ;  

end;
D o P r in t ;
if KeyPressed then 

begin
ch := ReadKey;
if ch = 1 1 then Ch :=  ReadKey 

end;
RatPop :=  RatPop + T O * (R a tB ir th R a te -A d u ltD e a th  
R a t e ) ;
Tickcount := TickCount + TO;
I f  T ickC ount = T3 th e n  T ickC ount :=  0 ;  

en d ;
Time := Time + TO;

until (Time > T 2 ) ; { End of computation loop }
Window( 1 , 1 , 8 0 , 2 5 ) ;
GotoXY(1 ,  2 5 ) ;  C l r E o l ;
Close(F);
P r o mp t ( ' ' ,  f a l s e )  ;
C l r S c r ;

end.
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Central Processing Unit (CPU) 
Specifications

The following Intel personal computer CPUs can be used in running PROMISS:

KEY
MIPS: Million Instructions Per Second

MBytes: MegaBytes (10*9
GBytes: GigaBytes (108)
TBytes: TeraBytes (1012)

8088
No. of Transistors: 29,000 
MIPS: 0.2 (Running at 4.77MHz) 

Memory Addressing:
1 MBytes

80268
No. of Transistors: 120,000 
MIPS: 2.3 (Running at 12.5MHz) 

Memory Addressing:
16 MBytes Physical 
1 GBytes Virtual

80386 SX
No. of Transistors: 275,000 
MIPS: 3 (Running at lôMHz) 

Memory Addressing:
4 GBytes Physical 
64 TBytes Virtual

80386 0386)
No. of Transistors: 275,000 
MIPS: 7 (Running at 33MHz) 

Memory Addressing:
4 GBytes Physical 
64 TBytes Virtual

80486 (i486)
No. of Transistor: 1,200,000 
MIPS: 25 (Running at 33MHz) 

Memory Addressing:
4 GBytes Physical 
64 TBytes Virtual

CPU/BUS CONFIGURATION
8086
8088

80286
80386SX

80386
80486

1 6  bit processor sitting on a 8  bit bus
8  bit processor sitting on an 8  bit bus
1 6  bit processor sitting on a 1 6  bit bus
32 bit processor sitting on a 1 6  bit bus
32 bit processor sitting on a 3 2  bit bus
3 2  bit processor sitting on a 3 2  bit bus (but includes an
integrated numerical processor)
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Explanation of DYNAMO Equations for 
Computer Model REFIT 1/87

(Stevens, C. G. J., (1987), pp. 255-64, (developed from Stevens, C. G. J., 
(1986)); Richardson, G. P., and Pugh, A. L, III, (1981))

Values of “?” (Constant and Initial values) were given in original computer 
listing (Stevens,1987).

Re f i t  Tim e

Level equation for Refit Contract Completion Date (RCCD) accumulates

changes in the Number of Activities added to the Refit (NARCA):

NOTE REFIT CONTRACT COMPLETION DATE 
L RCCD. K=RCCD. J+DT*NARCA. JK 
N RCCD=PRCCD
NOTE PLANNED REFIT CONTRACT COMPLETION DATE 
C PRCCD=?

Remaining Time to Complete the RefiT— Planned, given its current 

condition, is represented by equation RTCRTP. In the computation for 

Required Workforce Size (RWS), time planned required can be determined 

from the size of the workforce and Amount of Refit Work Planned 
Outstanding (ARWPO):

NOTE REMAINING TIME TO COMPLETE REFIT 
(PLANNED)

A RTCRTP.K=ARWPO.K/RWS.K

At any one time interval from the start of the refit, Projected Refit

Completion Date (PRCD) is the number of weeks, from the present, it

would take to complete the refit:

NOTE PROJECTED REFIT COMPLETION DATE 
A PRCD. K=TIME. K+RTCRTP. K

In this model it is better not to fix the Refit Contract Completion Date 

(RCCD) but leave it as the number of weeks from the start date. By 

subtracting the current value of TIME, the Project Manager can then 

determine Time Left to Complete the Refit (TLCR):

NOTE TIME LEFT TO COMPLETE REFIT 
A TLCR. K=RCCD. K-TIME. K
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COMPLETION OF REFIT CONTRACT

Warship/submarine refit is measured in number of activities:

NOTE REFIT CONTRACT SIZE MEASURED IN 
ACTIVITIES 

C RCSMA=?

Planned Completion of Refit—Cumulative (PCRC) is determined by Actual

Completion of Activities— Cumulative (ACAC), plus Defects Found After

Test and Trials (DFATT):

NOTE PLANNED COMPLETION OF REFIT 
A PCRC. K=ACAC. K+DFATT. K

Rate at which net additions are added to the refit contract in the future

(NARCA), is the planned refit at present, minus the Projected Refit

Contract Completion Date (PRCD), taking into account the time it takes to

renegotiate the refit completion schedule (TRRCS) with the Fleet:

NOTE NET ADDITIONS TO REFIT CONTRACT 
R NARCA. KL=(PRCD. K-RCCD. K)/TRRCS 
NOTE TIME TO RE-NEGOTIATE REFIT COMPLETION 

DATE
C TRRCS=?

Level of Actual Completion of Activities (ACAC) at present, is determined

by the ACAC previously and the progress rate between these times:

NOTE ACTUAL COMPLETION (CUMULATIVE)
L ACAC. K=ACAC. J+DT*APR. JK 
N ACAC=?

Amount of refit work planned at any one time as being outstanding, is

determined by the Refit Contract Size Measured in Activities (RCSMA):

NOTE AMOUNT OF REFIT WORK PLANNED AS 
OUTSTANDING

A ARWPO. K=(RCSMA-PCRC. K)/PRODP. K

Apparent Progress Of the Refit (APOR) is not an accurate measure because

it considers gross productivity (PRODG). PRODG is work completed with

and without defects. All work completed is considered as Apparent

Progress Of Refit (APOR) completion:

NOTE APPARENT PROGRESS OF REFIT
A APOR.K=WS. K*PRODG
NOTE PRODUCTIVITY (GROSS)
C PRODG=?

The rate Actual Progress of Refit (APR) takes into account APOR and 

Fraction of Work Completed Without Defects (FWCWD). Therefore,
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Fraction of Work Completed Without Defects (FWCWD) the ACAC 

divided by RCSMA:

NOTE ACTUAL PROGRESS OF REFIT 
R APR. KL=APOR. K*FWCWD
NOTE FRACTION OF WORK COMPLETED WITHOUT 

DEFECTS 
C FWCWD=?
NOTE FRACTION OF REFIT ACTUALLY COMPLETED 
A FRAC. K=ACAC. K/RCSMA

W o r k f o r c e  Siz e

Required Workforce Size (RWS) is the number of people needed to 

complete the refit. As the refit nears completion, the amount of activities 

outstanding will determine (ARWPO) against TLCR.

Due to acclimatisation time for new people being taken on for the refit,

the Project Manager may be reluctant to take on additional staff—he would

probably just allow the current workforce to work more overtime!

Likewise, in warship/submarine refitting it is better to have the same

people who stripped or removed equipment, rebuild and replace it:

NOTE REQUIRED WORKFORCE SIZE 
A RWS. K=(WIWS. K*AWS. K-WIWS. K)*WS. K

Employment Rate (ER) in the future will be dependent upon the RWS,

Actual WS and Time it takes to Redirect the Workforce (TRW):

NOTE EMPLOYMENT RATE 
R ER. KL=(RWS. K-WS. K)/TRW 
NOTE TIME TO REDIRECT WORKFORCE 
C TRW=?

WS is a level variable influenced by new employment and Initial Size Of the

Workforce (ISOW) required to undertake the refit:

NOTE WORKFORCE SIZE 
L WS. K=WS. J+DT*ER. JK 
N WS=ISOW
NOTE INITIAL SIZE OF WORKFORCE REQUIRED TO 

UNDERTAKE WARSHIP REFIT 
C ISOW=?

Allocated Workforce Size (AWS) from the line function is determined as 

ARWPO divided by TLCR:

NOTE ALLOCATED WORKFORCE SIZE 
A AWS. K=ARWPO. K/TLCR. K
NOTE WILLINGNESS TO INCREASE WORKFORCE SIZE 
A WIWS. K=TABHL(TWIWS ,TLC R .K ,0,35,5)
NOTE TABLE FOR WIWS 
T TWIWS=0/0/0/0/0.25/0.8/0.95/1
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Sa t is f a c t o r y  W o r k

Level of Defects Found After Test and Trials (DFATT) is an accumulation of

what DFATT was before. Added to this is the Rate of Defective Work

Done (RDWD) minus the rate at which it is detected by the setting to work

team (Dockside Test Organisation—DTO), this is RDWFT:

NOTE DEFECTS FOUND AFTER TEST AND TRIALS 
L DFATT. K=DFATT. J+DT*(RDWD. JK-RDWFT. JK)
N DFATT=?

Time to detect faults, in refitted work, is the average time between the 

apparent completion of an activity and when it is discovered that the 

equipment has to be stripped down and redone. As DFATT is an average, 

it will become less realistic as the refit nears completion—the rate of 

detection will increase at the latter part of the refit, (when more tests are 

carried out by the DTO). Therefore, TDRW will decrease over time. 

ATBCT is a function of Fraction of Activities Completed Satisfactorily 

against that Scheduled (FACSS).

FACSS is the ratio of the number of activities believed to be completed

satisfactorily against the number of activities believed required, i.e., it will

vary from zero to one and as it nears one, ATBCT will decrease:

NOTE AVERAGE TIME BETWEEN WORK COMPLETION 
AND TESTING

A ATBCT. K=TABHL(TATBCT,FACSS. K ,0 ,1 ,0 .2 )

TATBCT is the table function for ATBCT. As a “guesstimate” for the first

half of the refit it is considered that ATBCT is fifty weeks. This will reduce

to two weeks near the end of the refit:

NOTE TABLE FOR ATBCT 
T TATBCT=50/40/30/15/5/2

Rate of Defective Work Found after Testing and trials (RDWFT) in the

future is determined by DFATT and ATBCT. Most faults, when rebuilding

machinery, only become known when tested:

NOTE RATE OF DEFECTIVE WORK FOUND AFTER 
TESTING AND TRIALS 

R RDWFT.KL=DFATT. K/ATBCT. K

FACSS is the sum of PCRC and RCSMA:

NOTE FRACTION OF ACTIVITIES COMPLETED
SATISFACTORILY AGAINST THAT SCHEDULED 

A FACSS.K=PCRC. K/RCSMA

202



J%ppendvc4 'Equations fo r  'Model EDIFIE 1/87

Fraction of Apparent Progress Of Refit (APOR) is unsatisfactory, is

determined by the generation of defective work done (RDWD):

NOTE RATE OF DEFECTIVE WORK DONE 
R RDWD.KL=APOR.K*(1-FWCWD)

Th e  F o l l o w in g  Ar e  m o d if ic a t io n s  To  Mo d e l  REFIT 1 / 8 7
(REFIT 2 / 8 7 )

(Stevens, 1987, pp. 265-72)

Re f i t  Co n t r a c t  Co s t

The cost at any time during of the refit is determined by the Net Charge

Per Labour Week (NCLW), which at Devonport is for a 39 hour week, and

the Effect of Overtime Working—Cumulative (EOTWC):

NOTE REFIT CONTRACT COST 
A RCC. K=NCLW*EOTWC. K 
NOTE NET CHARGE PER LABOUR WEEK 
C NCLW=?

REFIT COMPLETION

To make the Current Refit Contract Size Measured in Activities (CRCSMA) 

reflect that normally found in a normal submarine refit, a table function is 

used. Final Refit Contract Size Measured in Activities (FRCSMA) also 

follows the same table. This table function works out a ratio so that when 

the refit is completed (zero activities remaining) the simulation will then 

stop:

NOTE CURRENT REFIT CONTRACT SIZE MEASURED IN 
ACTIVITIES

A CRCSMA. K=TABHL(TCRCSA,FRAC. K ,0 ,1 ,0 .2 )
NOTE TABLE FOR CRCSMA
T TCRCSA=2500/3750/4750/5000/5050/5250

and:
NOTE FINAL REFIT CONTRACT SIZE MEASURED IN 

ACTIVITIES
N FRCSMA=TABLE(TCRCSA,1 ,0 ,1 ,0 .2 )

Apparent Progress Of the Refit (APOR) has been changed to take into 

account the Effect on Gross Productivity to Meet a tight Completion date 

(EGPMC). This is explained further below:

NOTE APPARENT PROGRESS OF REFIT
A APOR. K=WS. K*PRODG. K*EGPMC. K
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WORKFORCE SIZE

Workforce Size (WS), in this series of refit models, is made up of both

suitably trained and experienced plus the number of casual people taken
on just for the refit:

NOTE WORKFORCE SIZE 
A WS. K=SWSTE. K+CWFRC. K

The level for Size of Workforce Suitably Trained and Experienced (SWSTE)

takes into account the Acclimatising Rate for Casual Workforce (ARCW):

NOTE SIZE OF WORKFORCE SUITABLY TRAINED AND 
EXPERIENCED

L SWSTE. K=SWSTE. J+DT*ARCW. JK 
N SWSTE=ISWSTE 
NOTE INITIAL VALUE OF SWSTE 
C ISWSTE=?

Casual Workforce taken on For the Refit Contract (CWFRC) is a level 

considering the Employment Rate (ER) minus ARCW over the previous 

refit period:

NOTE CASUAL WORKFORCE TAKEN ON FOR REFIT 
CONTRACT

L CWFRC. K=CWFRC. J+DT*(ER.JK-ARCW.JK)
N CWFRC=IVOCWF
NOTE INITIAL VALUE OF CWFRC
C IVOCWF=?

When taking on a casual workforce (in part at least) then (ARCW) for the 

future must be calculated. This rate considers CWFRC and Time To 

Acclimatise Casual Workforce (TTACW):

NOTE ACCLIMATISING RATE FOR CASUAL WORKFORCE 
R ARCW. KL=CWFRC. K/TTACW
NOTE TIME TO ACCLIMATISE CASUAL WORKFORCE 
C TTACW=?

The more experienced the workforce, the more work will be completed

without defects. Effect of Training and Experience on the Fraction of

Work Completed without Defects (ETEFCD) is therefore a function of

Fraction of Workforce Suitably Trained and Experienced (FWSTE). This is

SWSTE, calculated as a fraction of WS:

NOTE EFFECT OF TRAINING AND EXPERIENCE ON
FRACTION OF WORK COMPLETED WITHOUT DEFECTS 

A ETEFCD. K=TABHL(TETFCD,FWSTE. K ,0 ,1 ,0 .2 )
NOTE TABLE FOR ETEFCD 
T TETFCD=0.5/0.6/0.75/0.8/0.95/1 
NOTE FRACTION OF WORKFORCE SUITABLY TRAINED 

AND EXPERIENCED 
A FWSTE.K=SWSTE. K/WS. K
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Effect of a trained and Experienced Workforce on Gross Productivity 

(EEWGP) is also considered as a function of FWSTE. CWFRC will affect 

FWSTE because they have to help the CWFRC until they are competent 

enough to work on their own, and Productivity returns to normal 

(PRODGN):

NOTE EFFECT OF A TRAINED AND EXPERIENCED 
WORKFORCE ONGROSS PRODUCTIVITY 

A EEWGP. K=TABHL(TEEWGP,FWSTE. K ,0 ,1 ,0 .1 2 5 )
NOTE TABLE FOR EEWGP
T TEEWGP=0.3/0.35/ 0.4/0.6/0.65/0.75/ 0.8/0.85/1 
NOTE PRODUCTIVITY (GROSS)
A PRODG.K=PRODGN*EEWGP. K 
C PRODGN=?

Fraction of Work Completed Without Defects (FWCWD) will be a function 

of Normal Fraction of Work Completed (FWCWD), ETEFCD and the 

Effect of a tight Completion date on Work Completed without Defects 

(ECWCD):

NOTE FRACTION OF WORK COMPLETED WITHOUT 
DEFECTS

A FWCWD. K=NFWCWD. K*ETEFCD. K*ECWCD. K

Normal Fraction of Work Completed Without Defects (NFWCWD) is a 

function of Fraction of Refit Actually Completed (FRAC):

N O T E  N O R M A L  F R A C T I O N  O F  W O R K  C O M P L E T E D  

A  N F W C W D . K = T A B H L ( T N F W C D , F R A C . K , 0 , 1 , 0 . 1 2 5 )

NOTE TABLE FOR NFWCWD
T  T N F W C D = 0 . 5 / 0 . 5 5 / 0 . 6 / 0 . 6 5 / 0 . 7 / 0 . 8 / 0 . 8 5 / 0 . 9 / 1

EGPMC is likely to improve as pressure is put on the workforce as

completion date nears. However, as the workforce is put under this

pressure, they are more likely to make mistakes. Therefore, ECWCD will

also have a similar function as EGPMC:

NOTE EFFECT ON GROSS PRODUCTIVITY TO MEET 
A TIGHT COMPLETION DATE 

A EGPMC. K=TABHL(TEGPMC, PRCD. K/RCCD.K,0 .5 ,0 .8 ,
0.05)

NOTE TABLE FOR EGPMC 
T TEGPMC=0.90 .95/ 1/ 1.05/ 1.1/ 1.2/ 1.25 
NOTE EFFECT OF A TIGHT COMPLETION DATE ON 

WORK COMPLETED WITHOUT DEFECT 
A ECWCD. K=TABLE(TECWCD,PRCD. K/RCCD.K ,0 .9 ,

1 .2 ,0 .0 5 )
NOTE TABLE FOR ECWCD 
T TECWCD=1.1/1/0.9/0.8/ 0.75/0.7/0.65

EOTWC will be determined by the WS and EGPMC. Overtime is also likely 

to increase as the completion date nears and the Project Manager takes on 
less staff (WIWS):
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NOTE EFFECT OF OVERTIME WORKING (CUMULATIVE) 
L EOTWC. K=EOTWC. J+DT*(WS. J*EGPMC. J )
N EOTWC=?

P r o d u c t iv i t y

PRODG is unsatisfactory plus satisfactory work;

PRODA is only satisfactory work;

PRODP is projected from historical data of previous refits and 
pitched between PRODG and PRODA;

PRODI is the weighted productivity average.

Productivity—Indicated (PRODI), is the weighted average between 

Productivity—Actual (PRODA), which is work satisfactorily completed, 

and the Productivity—Planned (PRODP).

Weighting factor WGAP is formulated so it moves from 0 —» 1 as the refit 

nears completion. As the reporting system gains more accurate 

information of refit progress, less emphasis is given to PRODI. This 

weighting is worked out with a function table of FACSS. Due to the delay 

in adjusting PRODP indicator, it is necessary to SMOOTH the weighting 

average:

NOTE PRODUCTIVITY (INDICATED)
A PRODI. K=WGAP. K*PRODA. K+(1-WGAP. K)*PRODG 
NOTE PRODUCTIVITY (ACTUAL)
A PRODA.K=PRODG*FWCWD
NOTE WEIGHT GIVEN TO ACTUAL PRODUCTIVITY 
A WGAP. K=TABHL(TWGAP, FACSS.K,0 ,1 ,0 .1 2 5 )
NOTE TABLE FOR WGAP
T TWGAP=0/0.0 5 / 0 .1 5 / 0 .2 5 / 0 .4 5 / 0 .6 5 / 0 .8 5 / 0 .9 / 1  
NOTE PRODUCTIVITY (PLANNED)
A PRODP.K=SMOOTH(PRODI.K,TBAPD)
NOTE TIME TO BECOME AWARE OF PRODUCTIVITY 
C TBAPD=?

Abbr e v ia t io n s  u s e d  In  REFIT/87 Se r ie s  o f  Co m pu t e r
Sim u l a t io n s

-  A -

ACAC

APR

APOR

ARCW

ARWPO

ATBCT

Actual Completion of Activities—Cumulative.

Actual Progress of Refit.

Apparent Progress Of Refit.

Acclimatising Rate for Casual Workforce.

Amount of Refit Work Planned Outstanding.

Average Time Between work Completion and Testing.
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AWS

CRCSMA

CWFRC

DFATT

ECWCD

EEWGP

EGPMC

EOTWC

ER

ETEFCD

FACSS

FRAC

FRCSMA

FWCWD

FWSTE

IRCCD

ISWSTE

IVOCWF

NARCA

NCLW

NFWCWD

PCRC

PRCD

Allocated Workforce Size.

- C -

Current Refit Contract Size Measured in Activities.

Casual WorkForce taken on for Refit Contract.

-  D -

Defects Found After Test and Trials.
-  E -

Effect of a tight Completion date on Work Completed 
without Defect.

Effect of a trained and Experienced Workforce on Gross 
Productivity.

Effect on Gross Productivity to Meet a tight Completion date. 

Effect of Overtime Working—Cumulative.

Employment Rate.

Effect of Training and Experience on Fraction Completed 
without Defects.

-  F —

Fraction of Activities Completed Satisfactorily against that 
Scheduled.

Fraction of Refit Actually Completed.

Final Refit Contract Size Measured in Activities.

Fraction of Work Completed Without Defects.

Fraction of Workforce Suitably Trained and Experienced.

- I  -

Initial Refit Contract Completion Date.

Initial Size of Workforce Suitably Trained and Experienced. 

Initial Value Of Casual Workforce.

- P i -

Net Additions to Refit ContrAct (Manweeks/Week).

Net Charge per Labour Week.

Normal Fraction of Work Completed Without Defects.

-  P -

Planned Completion of Refit—Cumulative.

Projected Refit Completion Date.
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PRODA

PRODG

PRODGN

PRODI

PRODP

RCC

RCCD

RDWD

RDWFT

RTCRTP

RWS

SWSTE

TATCT

TBAPD

TCRCSA

TECWCD

TEEWGP

TEGPMC

TETFCD

TLCR

TNFWCD

TRRCS

TRW

TTACW

TWGAP

TWIWS

WGAP

PRODuctivity (Actual).

PRODuctivity (Gross).

PRODuctivity (Gross, Normal).

PRODuctivity (Indicated).

PRODuctivity (Planned).

-  R -

Refit Contract Cost.

Refit Contract Completion Date.

Rate of Defective Work Done.

Rate of Defective Work Found after Testing and trials. 

Remaining Time to Complete RefiT (Planned).

Required Workforce Size.

-  S -

Size of Workforce Suitably Trained and Experienced.

-  T -

Table for Average Time between work Completion and 
Testing.

Time to Become Aware of ProDuctivity.

Table for Current Refit Contract Size measured in Activities.

Table for Effect of a tight Completion date on Work 
Completed without Defects.

Table for Effect of a trained and Experienced Workforce on 
Gross Productivity.

Table for Effect on Gross Productivity to Meet a tight 
Completion date.

Table for Effect of Training and experience on Fraction of 
work Completed without Defects.

Time Left to Completed Refit.

Table for Normal Fraction of Work Completed without 
Defects.

Time to Renegotiate Refit Completion Schedule.

Time to Redirect Workforce.

Time To Acclimatise Casual Workforce.

Table for Weighting Given to Actual Productivity.

Table for Willingness to Increase Workforce Size.

- W -

Weighting Given to Actual Productivity.
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wiws = Willingness to Increase Workforce Size,

ws = Workforce Size.

Ty pe s  o f  Eq u a t io n s  u s e d  In  Micro-DYNAMO
(Pugh, 1983; Pugh-Roberts Associates, 1984))

A = AUXILIARY 
C = CONSTANT, GIVEN 
L = LEVEL
N = INITIAL VALUE or CONSTANT, COMPUTED 
R = RATE
T = TABLE and TABHL STATEMENTS (see below)

DIMENSIONLESS = Having no units associated with a quantity. For
example, the ratio of two quantities with the same 
units is dimensionless.

TABLE function = A DYNAMO algorithm for expressing a graphical
relationship, usually non-linear, between two or 
more variables. The form of the table look-up 
function is:

where:

TAB
X
XLOW

XHIGH

TABLE (TAB, X, XLOW, XHIGH, XINCR)

is the name of the table;
is the independent variable;
is the lowest value of the range of the independent
variable;
is the highest value of the range of the independent 
variable.

TABHL function = Same as TABLE function, but permits independent
variable to exceed the upper limit specified. The 
format is:

where:

TAB
X
XLOW

XHIGH

XINCR

TABHL (TAB, X, XLOW, XHIGH, XINCR)

is the name of the table;
Is the independent variable;
is the lowest value of the range of the independent
variable;
is the highest value of the range of the independent 
variable;
is the increment between values of the independent 
variable.

SMOOTH function = A DYNAMO function that performs a weighted
averaging of past values, using an exponential 
average.

PLOT PERIOD = The interval between successive entries in an
output graph. In DYNAMO, the plot period is set 
by giving the constant PLTPER a value.

2 0 9



Sdppendv^4 'Equations fo r  9dodd ‘R EJI'T  1/87

PRINT PERIOD

TIMESCRIPTS

The time interval between successive printing of 
output values. In DYNAMO, the print period is set 
by giving the constant PRTPER a value.

A shorthand way of representing a time interval. In 
System Dynamics, .J, .K and .L are used to represent 
past, present and future time, respectively.
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Appendix 5

User’s Guide to PROMISS
This Appendix briefly demonstrates, to a user, what screens will appear when 

certain courses of action are taken.

PROMISS is a large program and only able to run on a PC (the faster the better) 

with or without a numerical coprocessor. Before installing PROMISS for the 

first time users must read the READ.ME file (just type TYPE READ.ME 

<RETURN>).

P R O M IS S  requires the following hardw are configuration:

• IBM P C /X T  or 100%  compatible running under P C /M S -D O S  
version 2.1 or above;

• A  numeric coprocessor;

• A  minimum of 2 M b of free disk space after P R O M IS S  has been  
installed (more if a large num ber of da ta files  are generated);

• 640  Kb of RA M  (Untoad all memory resident programs (TSR s) 
e.g. SideKick, or else P R O M IS S  will have difficulties in running).

Preferred configuration: 25 M h z 80 3 8 6  with 5  M b Free  Disk space

N O TE S :

• Type IN S TA LL at the D O S  prompt for an autom atic installation 
of PRO M ISS;

• Users with an IQ  less than 148 should leave the program atone!

NOTE: whilst many operations will start on any key, some request specific 

keys i.e., inside < > will refer to that specific key e.g., <RETURN> means the 
return key.

PROMISS will be automatically installed once INSTALL and <RETURN> is 

typed. The program will be installed in its own directory named PROMISS and 

files relating to this program should be kept inside it (the program will 

provide the user with a selection menu, specific to any operation, as and when 

required). Once installed, PROMISS will start after PROMISS <RETURN> is 

typed. Future users will require the directory PROMISS to opened before
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starting. For example if PROMISS is kept on disc C: the following should be 

typed against the prompt:

C:\> cd promiss <RETURN>

Then type PROMISS <RETURN> to start.

To gain maximum benefit from PROMISS it should be used by someone who 

is familiar with fundamental concepts of a PERT network schedule.

Once the user has started PROMISS he will be presented with an opening 

screen. Fundamental concepts of PROMISS (Copyright © 1991 by C. G. J. 

Stevens) are copyright and legal action will be taken if used without written 

permission of the author. Further use is only to be undertaken once this 

copyright is accepted, users must not reverse engineer it.

W E LC O M E  T O  P R O M IS S  
(Version 1.0 Serial Num ber: 1 .10091001

P R O JE C T  M A N A G ER S IN FO R M A TIO N  S U P P O R T  S Y S TE M

This is an integrated logic and tim e based information 
system for use by Project M anagers m aking decisions 
concerning the allocation of labour resources.

T he  ideas and concepts are  copyright and such cannot 
be copied in part or whole.

Copyright ©  1991 by Christopher Stevens  
Departm ent of System s Science  

City University 
London, United Kingdom

BY C O N T IN U IN G  T O  U S E  P R O M IS S  Y O U  A C C E P T  T H IS  C O P Y R IG H T

Any key to 
continue

Users can access PROMISS Opening Menu by using any <KEY>. Screen 1 will 

present the user with an option to enter the PERT network schedule or 

simulation mode. When starting with a new project, PERT must be used 

first—this provides the simulation model with an initial database from which 

to work. If this has already been created, then use can be made of the 

simulation model. Should a user access the simulation model part of PROMISS 

by mistake, he can return to the Main Menu by using <ESC> and then enter the
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PERT. In general terms, assess down through the menu structure is through 

the use of function keys and return is by use of <ESC>.

.......... P R O M IS S  O P E N IN G  M E N U  =

Available options are:

F1 : P E R T  Network Schedule  
F 2 : Simulation

E s c : Exit P R O M IS S

Screen 1

Screen 2 is the PERT opening menu. A user can either analyse or update an 

existing file or create a new one.

— ....................... P E R T  O P E N IN G  M E N U

Available options are:

F1 : P E R T  Analysis
F 2  : C rea te /U pdate  a P E R T  D a ta  File

Esc : Exit P E R T  M ain M enu

S cre e n  2

2 1 3
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By selecting <F1> the user is reminded of PROMISS’ PERT limitations. As a 

development program two hundred activities is the maximum sized network.

....■...........  = N O T E  ......

This option determ ines the critical path or paths in any 
network of up to  2 0 0  activities. It also calculates Early 
Start, Early Finish, Late Start, Late Finish and Total Float 
for each activity in the network.

The program requires a  data  file from which the P E R T  Analysis 
is derived. D a ta  files are created  and/or m aintained using the  
P E R T  Network Schedule m enu option "C reate/U pdate a D ata File".

A  P E R T  Analysis can b e  perform ed on different P E R T  D a ta  Files 
without exiting the program .

The next stage is to load an existing D ata File.

Any key to 
continue

Screen 3

Screen 4 provides a data file menu listing all existing PERT files available for 

analysis. Selection is by moving a reverse video box around the screen with 

cursor keys, <RETURN> will load a file.

P E R T1B .D A T P R O J1 .D A T P R Q J2 .D A T P R O J.D A T P R O JO -D A T
P E R T1.D A T P R O J -D .D A T PR O JO O -D .D A T P R O J 1 -D .D A T P R O J 2 -D A T

S cre e n  4
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Once a file has been selected users are, in Screen 5, asked for the time units to 
be used

Tim e unit to use: (H )our (D )ay or (W )eek?  _

Screen 5

Screen 6  and 7 show the listing of a file giving details of activity number and 

name, preceding activities, times and variances.

Act Act Preceding activities Expected V ariance
No Nam e Tim e (D)

1 1 -2 1.00 0 .0 0
2 2 - 3 1 1.25 0 .0 0
3 2 - 4 1 0 .2 5 0 .0 0
4 3 - 4 2 0 .5 0 0 .0 0
5 3 - 6 2 0 .63 0 .0 0
6 4 - 6 3 1.50 0 .0 0
7 4 - 7 3 1.00 0 .00
8 5 - 8 4 0 .3 8 0 .0 0
9 6 - 7 5 6 1.00 0 .0 0
10 6 - 8 5 6 0 .2 5 0 .0 0
11 7 - 8 7 9 0.88 0 .0 0
12 8 - 9 8 10 11 0 .5 0 0 .0 0
13 1 1 -1 2 1.38 0 .0 0
14 1 2 -1 3 13 0 .7 5 0 .00
15 1 2 -1 4 13 1.25 0 .0 0
16 1 3 -1 5 14 1.00 0 .0 0
17 1 3 -1 6 14 1.00 0 .0 0

S P A C E  -  pause /  continue

S cre e n  6
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Act Act Preceding activities Expected Variance
No Nam e Tim e (D)

6 4 - 6 3 1.50 0 .0 0
7 4 - 7 3 1.00 0 .0 0
8 5 - 8 4 0 .3 8 0 .0 0
9 6 - 7 5 6 1.00 0 .0 0
10 6 - 8 5 6 0 .2 5 0 .0 0
11 7 - 8 7 9 0 .8 8 0 .00
12 8 - 9 8 10 11 0 .5 0 0 .00
13 1 1 -1 2 1.38 0 .0 0
14 1 2 -1 3 13 0.75 0 .0 0
15 1 2 -1 4 13 1.25 0 .0 0
16 1 3 -1 5 14 1.00 0 .0 0
17 1 3 -1 6 14 1.00 0 .0 0
18 1 4 -1 6 15 2 .0 0 0 .0 0
19 1 4 -1 7 15 0 .2 5 0 .0 0
20 1 5 -1 8 16 1.38 0 .00
21 1 6 -1 7 17 18 0 .2 5 0 .00
22 1 6 -1 8 17 18 0.75 0 .00
23 1 7 -1 8 19 21 1.50 0 .0 0
2 4 1 8 -1 9 20 22 23 0.63 0 .0 0

*** End of File *** Any key to
continue

Screen 7

After this listing it is necessary to perform a PERT analysis from Screen 8 . An 

alternative, at this point, is to load a different data file.

=============  P E R T  A N A L Y S IS  M E N U ............................ =

F1 : Perform P E R T  Analysis on current P E R T  D ata File  
F 2  : Load a Different P E R T  D a ta  File

Esc : Exit P E R T  Analysis M enu

Current D a ta  File: PROJ.DAT

Screen 8
Screen 9 asks the user to wait whilst the PERT analysis is in progress.
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P E R T  Analysis in progress. P lease W ait .

Screen 9

Once the analysis calculations have been performed the user can analyse a 

PERT network schedule, print out results, modify activities and level resources. 
Screen 10 provides a list of these options.

p::::::::-:- =  P E R T  P R IN T  A N D  LE V E LIN G  M E N U  

Available options are:

F1 : Print Critical Paths
F2 : Print all Activity Starts, Finishes and Floats
F3 : Produce a Daily Project W ork Tab le
F4 : Level Resources
F5 : Print a Resource Leveling Results File
F6 : Modify an Activity
F7 : Activity Print M enu
TAB : Toggle Hard Copy M ode; Currently D IS A B LE D

Esc : Exit Print and Leveling M enu

Current D a ta  File: PROJ.DAT

S cre e n  10

2 1 7
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On selecting <F1> and choosing a time unit activities on the Critical Path are 

printed as in Screen 11 and 12. When file has reached the end Project Length 

will be given. Final activity(s) of the network schedule is highlighted.

Results File: PROJ.PRT 

Critical Path:

Activity N um ber Activity N am e

13 
15 
18

S P A C E  -  pause /  continue

Screen 11

11-12
12-14
1 4 -1 6

Results File: PROJ.PRT 

Critical Path:

Activity N um ber Activity N am e

13 
15 
18 
21
23
24

Project Length: 7 .0 0  Days
Final activity to be com pleted is highlighted

Any key to
continue

11-12
1 2 -1 4
1 4 -1 6
1 6 -  17
17- 18
1 8 -  19

S cre e n  12

2 1 8
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After returning to the PERT PRINT AND LEVELLING MENU and then 

selecting <F2> the user, having chosen the data file and time units will be able 

to view various start/finish times and floats. Screen 13 is in “paused” mode and 

Screen 14 when end of file is reached.

Act Activity Length V ariance Early Early Late Late Total
No Nam e (D) Start Finish Start Finish Float

1 1 -2 1.00 0 .00 0 .0 0 1.00 1.75 2 .7 5 1.75
2 2 - 3 1.25 0 .00 1.00 2 .2 5 2 .7 5 4 .0 0 1.75
3 2 - 4 0 .2 5 0 .00 1.00 1.25 2 .8 8 3 .1 3 1.88
4 3 - 4 0 .5 0 0 .00 2 .2 5 2 .7 5 5 .6 3 6 .1 3 3 .3 8
5 3 - 6 0 .63 0 .00 2 .2 5 2 .88 4 .0 0 4 .6 3 1.75
6 4 - 6 1.50 0 .00 1.25 2 .7 5 3 .1 3 4 .6 3 1.88
7 4 - 7 1.00 0 .00 1.25 2 .25 4 .6 3 5 .6 3 3 .3 8
8 5 - 8 0 .38 0 .00 2 .7 5 3 .1 3 6 .13 6 .5 0 3 .3 8
9 6 - 7 1.00 0 .00 2 .8 8 3 .8 8 4 .6 3 5 .6 3 1.75

10 6 - 8 0 .25 0 .00 2 .8 8 3 .1 3 6 .2 5 6 .5 0 3 .3 8
11 7 - 8 0 .88 0 .00 3 .8 8 4 .7 5 5 .6 3 6 .5 0 1.75
12 8 - 9 0 .50 0 .00 4 .7 5 5 .2 5 6 .50 7 .00 1.75
13 1 1 -1 2 1.38 0 .00 0 .0 0 1.38 0 .0 0 1.38 0 .0 0
14 1 2 -1 3 0 .7 5 0 .00 1.38 2 .1 3 2 .8 8 3 .6 3 1.50

Cr

S P A C E  -  pause /  continue C r : Critical

Screen 13

Results File: PROJ.PRT

Act
No

Activity
Nam e

Length
(D)

Variance Early
Start

Early
Finish

Late
Start

Late
Finish

Total
Float

10 6 - 8 0.25 0 .0 0 2 .8 8 3 .1 3 6 .25 6 .5 0 3 .3 8
11 7 - 8 0.88 0 .00 3 .8 8 4 .75 5 .6 3 6 .5 0 1.75
12 8 - 9 0.50 0 .00 4 .7 5 5 .2 5 6 .5 0 7 .0 0 1.75
13 1 1 -1 2 1.38 0 .00 0 .00 1.38 0 .0 0 1.38 0 .00 Cr
14 1 2 -1 3 0.75 0 .00 1.38 2 .1 3 2 .8 8 3 .6 3 1.50
15 1 2 -1 4 1.25 0 .00 1.38 2 .63 1.38 2 .6 3 0 .0 0 Cr
16 1 3 -1 5 1.00 0 .00 2 .1 3 3 .1 3 4 .0 0 5 .0 0 1.88
17 1 3 -1 6 1.00 0 .00 2 .1 3 3 .13 3 .6 3 4 .6 3 1.50
18 1 4 -1 6 2 .00 0 .0 0 2 .6 3 4 .6 3 2 .6 3 4 .6 3 0 .0 0 Cr
19 1 4 -1 7 0 .25 0 .0 0 2 .6 3 2 .88 4 .6 3 4 .8 8 2 .0 0
20 1 5 -1 8 1.38 0 .0 0 3 .1 3 4 .5 0 5 .0 0 6 .3 8 1.88
21 1 6 -1 7 0 .25 0 .0 0 4 .6 3 4 .8 8 4 .6 3 4 .8 8 0 .0 0 Cr
22 1 6 -1 8 0 .75 0 .0 0 4 .6 3 5 .3 8 5 .6 3 6 .3 8 1.00
23 1 7 -1 8 1.50 0 .0 0 4 .8 8 6 .38 4 .8 8 6 .3 8 0 .0 0 Cr
24 1 8 -1 9 0 .6 3 0 .0 0 6 .3 8 7 .0 0 6 .3 8 7 .0 0 0 .0 0 Cr

Project Length: 7 .00  Days
Final activity to be com pleted is highlighted Any key to

continue

S cre e n  14

2 1 9
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From PERT PRINT AND LEVELLING MENU <F3> is selected with a data and 

time units to provide either a (D)aily or (W)eekly printout of resource 

allocations for each Labour Type, see Screen 15. Screen 15 is after “Pause” and 

Screen 16 at the end of file also provides Project Length together with Total 

Resource Allocations.

Results File: P R O J .P R T

W eek , D ay MF EF CT PT G L M an Days

1.1 5 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 5 .0 0
1.2 6 .13 4 .0 0 0 .0 0 0 .0 0 0 .0 0 10 .13
1.3 9 .00 8 .8 8 0 .0 0 0 .0 0 0 .0 0 17 .88
1.4 3 .6 3 4 .0 0 0 .0 0 0 .0 0 0 .0 0 7 .6 3
1.5 3 .25 3 .2 5 0 .0 0 0 .0 0 0 .0 0 6 .5 0

2.1 4 .0 0 1.63 0 .0 0 0 .0 0 0 .0 0 5 .6 3

S P A C E  - pause /  continue E S C -  Exit

Screen 15

Results File: P R O J .P R T

W eek .D ay MF EF c r PT G L M an Days

1.1 5 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 5 .0 0
1.2 6 .13 4 .0 0 0 .0 0 0 .0 0 0 .0 0 10.13
1.3 9 .00 8 .88 0 .0 0 0 .0 0 0 .0 0 17.88
1.4 3 .63 4 .0 0 0 .0 0 0 .0 0 0 .0 0 7 .6 3
1.5 3 .25 3 .2 5 0 .0 0 0 .0 0 0 .00 6 .5 0

2.1 4 .0 0 1.63 0 .0 0 0 .0 0 0 .00 5 .6 3
2 .2 1.50 2 .5 0 0 .0 0 0 .0 0 0 .00 4 .0 0

Project Length: 7 .00  Days Total M an Days: 5 6 .7 5

Results saved in daily tab le: PROJ.TAB

Any key to
continue

S creen  16
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When selecting <F4> from PERT PRINT AND LEVELLING MENU the levelling 

procedure is started. Screen 17 draws the user’s attention to limitations of the 

levelling heuristic. Before levelling starts the user can vet resource allocations 

individually against activities. This information is shown in Screen 18, 19 and 

20. Screen 21 provides a summary of these results.

............................ — - ............... N O T E  ............ ..............................—

D u e to the heuristic nature of the leveling procedure, the  
algorithm used here cannot guarantee the optim um  schedule. 
It is how ever accepted that there is a high, although unknown, 
probability of being close to the optim um .
The present configuration requires the user to assign priority 
to a  particular resource type. Activities requiring this 
resource will be optimised with regards to this priority.

The next 5  screens show the resource assignm ent per activity 
for the whole project and should help the user decide what 
resource type is to be given the highest priority (e.g . Most 
Expensive, Shortest in Supply, etc.).

Any key to 
continue

Screen 17

Activity Activity Elec Fitters Critical
Num ber Nam e Allocated Activity

3 2 - 4 5
4 3 - 4 4
6 4 - 6 2
8 5 - 8 2

10 6 - 8 5
12 8 -9 2
15 1 2 -1 4 2 Y es
16 1 3 -1 5 3

S P A C E  -  pause /  continue

S cre e n  18
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Activity Activity Elec Fitters Critical
Number Nam e Allocated Activity

3 2 - 4 5
4 3 - 4 4
6 4 - 6 2
8 5 - 8 2

10 6 -8 5
12 8 -9 2
15 1 2 -1 4 2 Yes
16 1 3 -1 5 3
18 1 4 -1 6 1 Y es
20 1 5 -1 8 2
22 1 6 -1 8 3
2 4 1 8 -1 9 4 Y es

12 Activities use this resource, 3  are on a Critical Path

Any key to 
continue

Screen 19

Activity Activity Con Trades Critical
Num ber Nam e Allocated Activity

***** Resource not required at any tim e *****

Any key to
continue

S creen  20
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When the user is presented with a Summary Screen he will be asked (Screen 

2 1 ) to select a priority to be levelled.

Sum m ary of Resource Requirem ents:

M echanical Fitters: N eeded  by 12 activities, 3  are on a  Crtical Path

Electrical Fitters: N eeded  by 12 activities, 3  are on a  Crtical Path

Constructive Trades: Not Required

Painters: 

G enera l Labour:

Not Required  

Not Ftequired

Enter priority resource type:

(M) M echanical Fitters - M F
(E) Electrical Fitters - E F
(C) Constructive Trades - C T
(P) Painters - P T
(G) G eneral Labour - G L

PROJ.DAT

Screen 21

Screen 22 shows such a selection—the program will automatically save results 

with the correct identifiable file extension.

Sum m ary of R esource Requirem ents:

M echanical Fitters: N eeded  by 12 activities, 3  are on a Crtical Path

Electrical Fitters: N eeded  by 12 activities, 3  are on a Crtical Path

Constructive Trades: Not Required

Painters: Not Required

G enera l Labour: Not Required

Enter priority resource type:

(M) : Mechanical Fitters -  M F
(E) : Electrical Fitters -  EF  
(C) : Constructive T rades - C T
(P) : Painters -  P T
(G ) : G enera l Labour -  G L

Results will be saved in: P R O J M .L E V
Any key to

continue

S cre e n  22
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Screen 23 is one presented to a user during computation of resource levelling.

Resource leveling in progress. P lease W a it . . 

Right shifting activity 19 of 2 4  by 8 hour(s) 

Current computation 5 7  %  com plete

Esc -  C ancel

Screen 23

When levelling is completed activities that have changed are shown in Screen 
24.

Activities changed as a  result of levelling  
Priority in levelling given to: Mechanical Fitters

Activity Activity Early Early Recom m ended Shift by
Number Nam e Start Finish Start Finish days

7 4 - 7 1.25 2 .2 5 3 .2 5 4 .2 5 2

P ercentage of im provem ent: 4 .1 0 %

Any key to
continue

S cre e n  24

2 2 4
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Users, on returning to the PERT PRINT AND LEVELLING MENU can view 

results of levelling by selecting <F5> and then a file as in Screen 25.

C H R IS _ E .L E V  C H R IS _M .L E V  C H R IS -D _ E .L E V  P R J -D _ E .L E V

Screen 25

Results are shown as in Screen 26. A user can obtain a Hard Copy by 

ENABLING the printer from PERT PRINT AND LEVELLING MENU and using 
<TAB>.

D ata File: P E R T1B .D A T
Priority in leveling given to: M echanical Fitters

Activity Activity Early Early Recom m ended Shift by
Number Nam e Start Finish Start Finish days

171 1 4 0 -1 4 2 2 8 4 .73 2 9 9 .2 2 3 0 6 .7 3 3 2 1 .2 2 22
174 1 4 5 -1 4 3 2 8 4 .82 2 9 7 .3 0 2 8 5 .8 2 2 9 8 .3 0 1
175 1 1 7 -1 4 6 2 8 0 .43 2 9 5 .6 8 2 8 7 .4 3 3 0 2 .68 7
180 1 3 1 -1 5 0 2 4 1 .1 7 258.01 2 7 3 .1 7 290.01 3 2
181 1 3 0 -1 5 1 2 4 0 .98 2 5 3 .8 3 2 4 5 .9 8 2 5 8 .83 52
183 1 4 3 -1 5 3 2 9 8 .20 3 1 3 .1 0 3 2 1 .2 0 3 3 6 .1 0 3
184 1 4 7 -1 5 3 3 0 7 .07 3 2 2 .6 5 3 2 0 .0 7 3 3 5 .6 5 13
185 1 5 3 -1 5 5 3 2 2 .6 5 3 3 0 .9 5 3 3 5 .6 5 3 4 3 .9 5 13
191 1 5 0 -1 5 6 258.01 2 7 3 .5 0 298.01 3 1 3 .50 4 0
192 1 5 6 -1 5 7 282 .65 299.41 3 1 3 .6 5 330.41 31
199 1 5 7 -1 5 8 299.41 3 2 1 .7 4 330.41 3 5 2 .7 4 31

Percentage of im provem ent: 9 .3 5 %

Any key to
continue

S cre e n  26

2 2 5
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After selecting and <KEY> user returns to PRINT AND LEVELLING MENU. 

By choosing <F6 > the user is able to modify activities. Screen 27 presents the 
user Modification Menu.

......................  A C T IV IT Y  M O D IF IC A T IO N  M E N U  - .......................... =

T he  resources or tim es for particular activities can be modified  
and the P E R T  Analysis perform ed on these m odified values.

N O TE : Any modifications perform ed now will be carried over in 
any subsequent operation unless the original D a ta  File 
is freshly reloaded at the P E R T  M ain Menu.
An option to save these modifications in an alternative  
D ata File is available w hen exiting the Print and Levelling  
Menu.

Available Options:

F1 : Modify R esource Allocations only 
F2 : Modify T im es only 
F3 : Modify all activity details

Esc : Return to Print and Levelling M enu

Screen 27

When <F1> is selected the user is asked which activity needs to be changed.

Activity N um ber :

S cre e n  2 8
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On selecting an activity number and <RETURN>. Users are asked on Screen 29 

to confirm activity to be changed.

Activity N um ber 1 
Length (Hours) 8 .0 0

N am e
Preceding activities

1 -2

MF EF c r PT G L
Resource Allocation 3 0 0 0 0

Expected (Hours) 24 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .00
Variance  

Critical Resource  

Enter M odifications-------

0 .0 0
Cr

0 .0 0 0 .0 0 0 .0 0 0 .00

Activity Num ber

Screen 30

On confirmation the user can enter changes to Resource Allocation in Screen 

30. Enter resource allocation for each trade and <RETURN>. <RETURN> in 

any resource will enter a zero automatically.

Activity N um ber 1 N am e 1 -2
Length (Hours) 8 .00 Preceding activities

MF EF CT PT G L
Resource Allocation 3 0 0 0 0

Expected (Hours) 24 .0 0 0 .0 0 0 .00 0 .0 0 0 .00
Variance 0 .0 0 0 .0 0 0 .00 0 .0 0 0 .00

Critical Resource Cr

Enter Modifications

Activity N um ber : 1 
Length (Hours) :

M F EF CT PT G L
R esource Allocation :

MF: M ech Fitters EF: El Fitters CT: Cons Trade PT: Painters G L G en  Labour

S cre e n  3 0
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On completion of resource allocations, confirmation as to correctness will be 

requested as in Screen 31. On positive confirmation the user will be asked to 

modify another activity. If no further modifications are required <RETURN> 

will return to PERT MODIFICATION MENU. If <F2>, to modify times only, is 

selected the user will be asked for activity number.

Activity N um ber 1 N am e 1 -2
Length (Hours) 8 .00 Preceding activities

NF EF cr PT G L
Resource Allocation 3 0 0 0 0

Expected (Hours) 2 4 .0 0 0 .0 0 0 .0 0 0 .00 0 .0 0
Variance 0 .0 0 0 .0 0 0 .0 0 0 .00 0 .0 0

Critical Resource Cr
Cntôr Modifications

Activity N um ber : 1 
Length (Hours) : 8 .0 0

IvF EF cr PT G L
Resource Allocation : 3 0 0 0 0

Critical R esource : Cr

MP M ech Fitters EF: El Fitters CT: Cons T rad e  PT: Painters GL: G en  Labour 

Is Input correct (Y /N )? _

Screen 31

Activity N um ber 1 
Length (Hours) 8 .0 0

N am e
Preceding activities

1 -2

W EF cr PT G L
Resource Allocation 3 0 0 0 0

Expected (Hours) 24 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0
Variance  

Critical Resource  

Enter Modifications ——

0.0 0
Cr

0 .0 0 0 .0 0 0 .0 0 0 .0 0

Activity Num ber 1

A re the Expected Tim es known (Y /N )?

S cre e n  32
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If expected times are known and confirmation (Y)es in Screen 33, the user will 

then need to complete Expected Hours per resource. <RETURN> will 

confirm time or enter zero and move to the next cell. Screen 34 after entering 

all the changed times, asks user to confirm correctness of input.

Activity N um ber 1 N am e 1 - 2
Length (Hours) 8 .0 0 Preceding activities

N F EF CT PT G L
Resource Allocation 3 0 0 0 0

Expected (Hours) 24 .0 0 0 .00 0 .00 0 .00 0 .00
V ariance 0 .0 0 0 .0 0 0 .0 0 0 .00 0 .0 0

Critical Resource Cr
t ru e r  Modifications

Activity N u m b e r: 1 
Length (H o u rs ):

N F EF cr PT G L

Expected (Hours) :

MF: M ech Fitters EF: El Fitters CT: Cons T rade PT: Painters G L G en  Labour

Screen 33

Activity N um ber 1 N am e 1 -2
Length (Hours) 8 .0 0 Preceding activities

MF EF CT PT G L
R esource Allocation 3 0 0 0 0

Expected (Hours) 24 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0
Variance 0.00 0 .0 0 0 .0 0 0 .00 0 .0 0

Critical Resource Cr

Enter Modifications

Activity N um ber : 1
Length (Hours) : 8 .00

MF EF CT PT G L
Cr

Expected (Hours) : 24 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0

MF: M ech Fitters EF: El Fitters CT: Cons T rad e  PT: Painters G L  G en  Labour 

Is Input correct (Y /N )? _

S creen  3 4
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If Expected Times were not known (as a response to questions concerning 

knowledge of times) the modification screen will look as in Screen 35.

Activity N um ber 1 N am e 1 -2
Length (Hours) 8 .0 0  Preceding activities

Resource Allocation  
Expected (Hours) 

V ariance  
Critical R esource

MF
3

24 .0 0
0 .0 0
Cr

EF
0

0 .0 0
0 .0 0

CT
0

0 .0 0
0 .00

PT
0

0 .0 0
0 .0 0

G L
0

0 .0 0
0 .0 0

Elilo i M uJlflLdluilS

Activity N um ber : 1 
Length (Hours) :

MF EF CT PT G L
Expected (Hours) : 

Variance :

Optim istic (Hours) 
Likely (Hours) : 

Pessim istic (Hours)

MF: M ech Fitters EF: El Fitters CT: Cons T rad e  PT: Painters GL: G en  Labour

Screen 35

Completion of each column will look look Screen 36.

Activity Num ber 1 N am e 1 -2
Length (Hours) 8 .0 0 Preceding activities

MF EF CT PT G L
Resource Allocation : 3 0 0 0 0

Expected (Hours) : 24 .0 0 0 .0 0 0 .00 0 .0 0 0 .00
Variance : 0 .0 0 0 .00 0 .00 0 .0 0 0 .00

Critical Resource : Cr

E nter M odifications--------

Activity N u m b e r: 1
Length (H o u rs ):

MF EF CT P T  G L

Expected (H o u rs ): 2 4 .0 0  _
V a r ia n c e : 0 .0 0

Optim istic (H o u rs ): 24 .0 0  
Likely (H o u rs ): 24 .00  

Pessim istic (H o u rs ): 24 .0 0

MF: M ech Fitters EF: El Fitters CT: Cons Trade PT: Painters G L  G en  Labour

S cre e n  36
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Completion of all cells will be met by a question confirming correctness of the 

data.

Activity Num ber 1 
Length (Hours) 8 .0 0

N am e
Preceding activities

1 -2

R esource Allocation MF EF CT PT G L
Expected (Hours) 3 0 0 0 0

Variance 24 .0 0 0 .0 0 0 .0 0 0 .00 0 .0 0
Critical Resource  

E nter Modifications — —

0.0 0
Cr

0 .0 0 0 .0 0 0 .00 0 .00

Activity N um ber : 1
Length (Hours) : 8 .0 0

Expected (H o u rs ):
bJF EF CT PT G L

V ariance : 24 .0 0 0 .0 0 0 .0 0 0 .00 0 .00

Optim istic (Hours)
0 .0 0
Cr

0 .0 0 0 .0 0 0 .00 0 .00

Likely (H o u rs ): 2 4 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .00
Pessim istic (Hours) 24 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .00

24 .00 0 .0 0 0 .0 0 0 .0 0 0 .0 0

MF M ech Fitters EF: El Fitters CT: Cons T rad e  PT: Painters GL: G en  Labour 

Is Input correct (Y /N )? _

Screen 37

If <F3> had been selected from ACTIVITY MODIFICATION MENU and if 

Expected Times known will enable the user to change both activity logic and 

Expected Times as in Screen 38.

Activity Num ber 1 N am e 1 -2
Length (Hours) 8 .0 0 Preceding activities

N F EF CT PT G L
R esource Allocation 3 0 0 0 0

Expected (Hours) 2 4 .0 0 0 .00 0 .0 0 0 .00 0 .0 0
Variance 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0

Critical Resource C r

Activity N um ber : 1 N am e _
Length (Hours) : Preceding activities

MF EF  C T  PT  G L
Resource Allocation :

Expected (Hours) :

MF M ech Fitters EF: El Fitters CT: Cons T rade PT: Painters GL: G en  Labour

S cre e n  3 8
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Completion of this modification option will determine critical resource for 

the activity as in Screen 39—confirmation of input will be requested.

Activity N um ber 1 N am e 1 - 2
Length (Hours) 8 .0 0

Resource Allocation 
Expected (Hours) 

Variance  
Critical R esource

MF
3

24 .0 0
0 .0 0
Cr

Preceding activities

EF  CT  
0 0 

0 .0 0  0 .0 0  
0 .0 0  0 .0 0

PT
0

0.00
0 .0 0

G L
0

0 .0 0
0 .0 0

cruer M O O iT ica iion s

Activity N u m b e r: 1 N am e 1 -2
Length (H o u rs ): 8 .0 0 Preceding activities 0

N F EF CT PT G L
R esource Allocation : 3 0 0 0 0

Expected (H o u rs ): 24 .0 0 0 .0 0 0 .0 0 0 .00 0 .0 0

Critical R esource : Cr

MR M ech Fitters EF: El Fitters CT: Cons T rade PT: Painters GL: G en  Labour 

Is Input correct (Y /N )?

Screen 39

If Expected Times had not been known the full modification screen will 
appear as in Screen 40.

Activity Num ber 1 N am e 1 -2
Length (Hours) 8 .0 0  Preceding activities

Resource Allocation 
Expected (Hours) 

Variance  
Critical Resource

3
24 .0 0

0 .00
Cr

EF
0

0 .0 0
0 .0 0

CT
0

0 .0 0
0 .0 0

PT
0

0.00
0 .00

G L
0

0.00
0 .00

Activity Num ber : 1 
Length (Hours) : 8 .0 0

MF

N am e
Preceding activities 

EF c r

1 -2
0

PT G L

Expected (Hours) : 3 0 0 0 0

V ariance : 24 .0 0 0 .0 0 0 .0 0 0 .00 0 .00
0 .00 0 .0 0 0 .0 0 0 .0 0 0 .00

Optim istic (Hours) 
Likely (Hours) :

Cr
24 .0 0 0 .0 0 0 .0 0 0 .00 0 .0 0

Pessim istic (Hours) 24 .0 0 0 .0 0 0 .0 0 0 .00 0 .00
2 4 .0 0 0 .0 0 0 .0 0 0 .00 0 .00

MF: M ech Fitters EF: El Fitters CT: Cons Trade PT: Painters G L G en  Labour 

Is Input correct (Y /N )?

S cre e n  40
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Once all modifications have been completed the program will rerun the PERT 

Analysis again after confirmation of Time Units and activity information 

shown. User will return to Screen 41 indicating the temporary file name (the 

file with modifications).

EF ' PRIN 'A N

Available options are:

F1 : Print Critical Paths
F2 : Print all Activity Starts, Finishes and Floats
F3 : Produce a Daily Project W ork Tab le
F4 : Level Resources
F5 : Print a  Resource Leveling Results File
F 6 : Modify an Activity

F7 : Activity Print M enu
TAB : Toggle H ardCopy M ode; Currently D IS A B LE D

Esc : Exit Print and Leveling M enu

Current D a ta  File: $TEMP$.DAT Original File: PROJ.DA1

Screen 41

— ...........=  A C T IV IT Y  P R IN T  M E N U

Available options are:

F1 : Print specific Activities
F2 : Print all Activities (Detail)
F3 : Print all Activities (Brief)

Esc : Return to Activity U pdate M enu

Current D ata File: $TEMP$.DAT O riginal File: PROJ.DAT

S cre e n  4 2
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<F7> form the PERT PRINT AND LEVELLING MENU will enable the user to 

print out various details of activities in the PERT network Screen 43 will appear 

when selecting <F1>.

A C T IV IT Y  P R IN T  M E N U

Available options are:

F1 : Print specific Activities
F 2  : Print all Activities (Detail)
F 3  : Print all Activities (Brief)

Esc : Return to Activity U pdate M enu

Activity N um ber :

Current D ata File: $TEMP$.DAT Original File: PROJ.DAT

Screen 43

The user, in Screen 44, will be able to save a new Data File (with modifications) 

under a new name, Screen 45.

l j— ....P E R T  P R IN T  A N D  LE V E LIN G  M E N U  = = = = = = = = = = = =

Available options are:

F1 : Print Critical Paths
F2 : Print all Activity Starts, Finishes and Floats
F3 : Produce a  Daily Project W ork Tab le
F4 :  Level Resources
F5 : Print a  R esource Leveling Results File
F6 : Modify an Activity
F7 : Activity Print M enu
TAB :  Toggle HardC opy M ode; Currently D IS A B LE D

Esc : Exit Print and Leveling M enu

S ave  modifications in a  new  file? (Y /N ) _

Current D a ta  File: $TEMP$.DAT Original File: PROJ.DAT

S creen  4 4
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Enter nam e for data file (".DAT" extension added autom atically):

Current D a ta  File: $TEMP$.DAT Original File: PROJ.DAT

Screen 45

Once file name has been given the user will return to PERT ANALYSIS MENU 

so either a PERT Analysis can be carried out or new Data File loaded.

= = = = = = = = = =  P E R T  A N A L Y S IS  M E N U  = = = = = = = =

F1 : Perform P E R T  Analysis on current P E R T  D ata File 
F 2  : Load a  different P E R T  D ata File

Esc : Exit P E R T  Analysis M enu

Current D a ta  File: FRED.DAT

S creen  46
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If <ESC> is selected user returns to PERT OPENING MENU

.......; P E R T  O P E N IN G  M E N U  = = = = =

Available options are:

F1 : P E R T  Analysis
F 2  : C rea te /U p date  a  P E R T  D a ta  File

Esc : Exit P E R T  Main M enu

Screen 47

If the user requires to create a new file he selects <F2> from PERT OPENING 
MENU.

= = = = = = = = =  C R E A T E  /  U P D A T E  P E R T  M E N U  = =

Available options are:

F1 : C reate a  new  P E R T  D a ta  File  
F 2 : Update an existing P E R T  D ata File

Esc : Exit C rea te /U p date  P E R T  M enu

S creen  4 8
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Once new file has been named the user will be asked if expected times are 
known.

Enter nam e for data file (“.DAT" extension added autom atically): F R E D  
is the expected tim e for each activity known (Y /N )?  _

■ ■ ■ = = = = =  N O T E  .......... —

If tim es for activities are a  mixture of known  
Expected Tim es and unknown, type "N" and put in 
Expected T im es as a  response to questions for 
Optimistic, Likely and Pessim istic T im es.

Screen 49

On a positive response user will commence to insert data/information 

required to construct a PERT.

No Nam e Preceding activities Expec V ariance

1

S cre e n  50
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Once activity time and preceding activities have been insert the user will be 

asked for details of Resource Allocations (for each of the five types). 

<RETURN> provides a zero response.

No Nam e Preceding activities 

1 1-2 0

E xpec V ariance

Resource Allocation 
M echanical Fitters: Expected T im e (Hours):

Screen 51

Once information is entered, confirmation will be requested, Screen 52.

No Nam e Preceding activities 

1 1-2  0

Expec Variance  

8.00 0.00

Is input line correct (Y /N )?  _

S cre e n  52
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If a positive response is made the user will be asked if any more information is 

required to be inserted in the new PERT.

No Nam e Preceding activities 

1 1-2 0

M ore Input? (Y /N ) _

Screen 53

If response to question in Screen 49 had been negative the user would be 

asked for the following information, Screens 54, and 55.

No Nam e Preceding activities Optim  Likely Pessim  Expec V ariance  

1

S creen  54

Expec V ariance  

8.00 0.00
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No Nam e Preceding activities Optim  Likely Pessim  Expec V ariance  

1 1-2 0

M ech Fitters: _  Optim istic T: Likely T:

Screen 55

Pessim istic T:

If there are no more inputs to be made then user returns to 

CREATE/UPDATE PERT MENU. From this menu <F2> will enable existing file 
to be updated.

.......... A C T IV IT Y  U P D A T E  M E N U

F1 : Add Activity F 5 : D etailed Activity Display
F 2 : Modify Activity F6 : Sum m ary D isplay of all
F3 : Modify Activity Tim es Activities
F 4  : Modify Activity Resources F 7  : Activity Print M enu

Esc : Exit Activity Update M enu

Current D ata File: FRED.DAT

S cre e n  56
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If the user is asks to modify or add an activity that either does not exist or is 

not the next number in sequence, a warning message, as in Screen 57, will be 

given. Otherwise, correct add/modify screens will appear.

Activity Num ber: 11

♦** Illegal Activity Num ber *♦* Any key to

continue

Screen 57
Once user has created and run PERT (through various options) the simulation 

option is used to run various LRA scenarios. From PROMISS Main Menu <F2> 

is selected. Screen 58 provides user with a warning.

T h e  Simulation Option was selected. For this you need to have  
already run the P E R T  Network Schedule and produced a  Project 
Resource Tab le . If this is not the case, press <E sc>  now to  
return to P R O M IS S  Opening M enu and select the F1 option to run 
the P E R T  and produce the table. Press < E N T E R >  now if the table  
is available.

P lease note that a m axim um  of nine simulations can be carried  
out in a  single session. Should you wish to exceed  this limit, 
exit the Simulation M enu and select it again from  the O pening  
M enu. Old records will not be saved.

S creen  58
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Once <RETURN> key has been pressed SIMULATION MAIN MENU will appear. 

Users can either Load or View a Weekly Work Table. If <F1> is selected Screen 59 
will appear.

= = = = = = = = = = =  S IM U L A T IO N  M A IN  M E N U  = = = = =

This Option can be used once a  R esource Profile has been  
created  by the P E R T  W eek ly  W ork Tab le Option (Extension .TAB).

F1 : Load a W eekly W ork Table  
F2 : View  a  W eekly W ork Table

Esc : Exit the Simulation M ain M enu

Screen 59

Screen 60 allows, after <F1> has been selected, a user to choose a suitable file.

C H R IS .T A B  P E R T1B .TA B  P R O J2-D .TA B

S c r e e n  6 0
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Once a file has been loaded the SIMULATION MENU will appear allowing a 

user to either run the simulation, view/edit or alter various conditions and 

display results.

S IM U L A T IO N  M E N U -------------- .......................

Availab le options are:

F1 : Run Simulation
F2 : V iew /E dit the Initial Sim ulation Conditions
F 3 : Alter Conditions During Sim ulation
F4 : D isplay Sim ulation Results

Feedback Option:

F5 : U pdate P E R T

Esc : Exit Sim ulation M enu

Screen 61

On selecting <F1> the simulation will run. Screen 62 shows the end of 

simulation result.

Simulation ended normally at Day « 21

Percentage O verrun = 12 3 .5 3 %

Any key to 
continue

S c r e e n  6 2
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Once simulation is complete user can return to MAIN SIMULATION MENU 

and selecting <F2> Screen 63 will appear.

IN IT IA L  C O N D IT IO N S
MF EF c r PT G L Project

1 Target Completion D ate (W ) 4 4 4 4 4
2 Average Salary per W eek 5 0 0 500 5 0 0 50 0 5 0 0
3 Training Tim e 8 8 8 8 8
4 Available Team 20 20 20 2 0 2 0
5 Project Team 17 9 0 0 0
6 W ork Hours per W eek 4 0 4 0 40 40 4 0
7 M anagers Aggressiveness 1.00
8 Ceiling on Labour Resources (Dictated by size of Available T eam ) NO

Enter the N um ber of the Condition to Alter O R  <E sc> to Accept

M F: M ech Fitters EF: El Fitters CT: Cons T rade PT: Painters G L: G en  Labour

Screen 63

On either accepting or changing initial conditions user can select <F3> from 

MAIN SIMULATION MENU for the SIMULATION INTERACTION MENU 
(Screen 64).

-  S IM U LA T IO N  IN T E R A C TIO N  M E N U  =;==:=i.:...===..:.....= |

Available options are:

F1 : Alter M anagers Aggressiveness
F2 : Alter the N um ber of Hours W orked per W eek
F3 : Alter the Available T eam  -  M echanical Fitters
F4 : Alter the Available T eam  -  Electrical Fitters
F5 : Alter the Available T eam  -  Constructive Trades
F6 : Alter the Available T eam  -  Painters
F7 : Alter the Available Team  -  G eneral Labour

Esc : Exit

S c r e e n  6 4
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If the user wishes to interact with the model and change for example Managers 

Aggressiveness <F1> during a simulation, Screen 65 will appear.

M A N A G E R S  A G G R E S S IV E N E S S  

Initial value: 1.00
Values must be in the range 0  (Low) to 2  (High) 
M axim um  of 10 interventions allowed per simulation

From To V alue
W e ek ,D ay  W eek ,D ay

Screen 65

<F4> will allow the user to change, in this example numbers of available 

Electrical Fitters, see Screen 6 6 .

AVAILABLE TE A M  -  E LE C TR IC A L F ITTE R S  

Initial value: 20

M axim um  of 10 interventions allowed per simulation

From To Value
W eek ,D ay  W eek ,D ay

S c r e e n  6 6
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Once changes have been implemented the simulation should be run again. 

PROMISS keeps a record of all simulations (up to ten per secession). The user 

will be presented after selecting <F4> from SIMULATION MENU a 

SIMULATION RECORD as in Screen 67.

= = = = =  S IM U L A T IO N  R E C O R D  ............................. = ====

T he  following Sim ulations against W ork Tab les have been recorded: 

S IM .R E S  relates to: C H R IS .T A B

Any key to 
continue

Screen 67

User should then select simulation file for results.

S IM 1 .R E S

S c r e e n  6 8
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The user is able to view and print out results of seventeen variables from 

Screen 69. Results can be produced in either weekly or daily formats.

[;• S IM U L A T IO N  V IE W IN G  M E N U  ------------------------------

P lease choose viewing options:
A Required Team  Sizes
B Desired Team  Sizes
C Project Cost
D Actual Progress
E Com pleted W ork With Faults
F Project Cost Estim ate
G Cum ulative Person W eeks
H Available T eam  Sizes
I Reported Fraction Com plete
J Fraction Project Com plete
K Perceived W ork Rem aining
L W ork to Com plete
M Planned W ork
N W ork Completion
O Total Rework
P Outstanding W ork
Q W eek ly  Progress

S P A C E Toggle T im e Unit -  Currently W E E K S
TAB Toggle Hard Copy M ode -  Currently D ISA B LED
Esc Exit Sim ulation Viewing M enu

Screen 69

From SIMULATION MENU a user can select the feedback option (Screen 70) 

to update and produce a new PERT with information from a selected 
simulation run.

........=  F E E D B A C K  M E N U  v ■

Availab le options are:

F1 : Perform  Feedback
F2 : V iew  a Feedback Results File

T ab  : Toggle Hard Copy M ode -  Currently D IS A B LE D

Esc : Exit P E R T  M ain M enu

Screen 69

2 4 7
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Once the initial feedback analysis has been completed a daily progress output 
is displayed as in Screen 70 and 71.

Day P l a n n e d A c t u a l % C o m p l e t e d % C o m p l e t e d
Work P r o g r e s s —P l a n n e d — —A c t u a l -

1 3 2 . 9 6 2 4 . 7 2 0 . 2 5 0 . 1 9
2 3 2 . 9 6 2 4 . 5 9 0 . 5 0 0 . 3 7
3 3 2 . 9 6 2 4 . 5 4 0 . 7 5 0 . 5 5
4 3 2 . 9 6 2 4 . 5 3 1 . 0 0 0 . 7 4
5 3 2 . 9 6 2 4 . 5 7 1 . 2 6 0 . 9 2
6 3 4 . 8 9 2 4 . 6 6 1 . 5 2 1 . 1 1
7 3 4 . 1 9 2 6 . 4 8 1 . 7 8 1 . 3 1
8 3 3 . 6 6 2 6 . 2 2 2 . 0 4 1 . 5 0
9 3 6 . 5 0 2 5 . 2 5 2 . 3 2 1 . 6 9

S P A C E  -  pause /  continue

Screen 70

Day P l a n n e d A c t u a l % C o m p l e t e d % C o m p l e t e d
Work P r o g r e s s —P l a n n e d — - A c t u a l -

401 0 . 0 0 6 5 . 4 6 1 0 0 . 0 0 9 6 . 08
402 0 . 0 0 5 0 . 6 5 1 0 0 . 0 0 9 6 . 4 6
4 0 3 0 . 0 0 4 1 . 3 6 1 0 0 . 0 0 9 6 . 7 7
404 0 . 0 0 4 6 . 0 4 1 0 0 . 0 0 9 7 . 1 2
4 0 5 0 . 0 0 4 3 . 6 7 1 0 0 . 0 0 9 7 . 4 5
4 0 6 0 . 0 0 4 4 . 6 4 1 0 0 . 0 0 9 7 . 7 8
4 0 7 0 . 0 0 3 2 . 8 8 1 0 0 . 0 0 9 8 . 0 3
4 0 8 0 . 0 0 3 8 . 4 2 1 0 0 . 0 0 9 8 . 3 1
4 0 9 0 . 0 0 1 8 . 7 5 1 0 0 . 0 0 9 8 . 4 6
4 1 0 0 . 0 0 2 8 . 6 2 1 0 0 . 0 0 9 8 . 6 7
4 1 1 0 . 0 0 2 3 . 6 7 1 0 0 . 0 0 9 8 . 8 5
4 1 2 0 . 0 0 2 6 . 4 0 1 0 0 . 0 0 9 9 . 0 5
4 1 3 0 . 0 0 2 5 . 0 3 1 0 0 . 0 0 9 9 . 2 3
414 0 . 0 0 2 5 . 7 0 1 0 0 . 0 0 9 9 . 4 3
4 1 5 0 . 0 0 2 5 . 4 2 1 0 0 . 0 0 9 9 . 6 2
4 1 6 0 . 0 0 2 5 . 5 3 1 0 0 . 0 0 9 9 . 8 1
4 1 7 0 . 0 0 2 5 . 6 3 1 0 0 . 0 0 1 0 0 . 0 0

C r i t i c a l  P a t h  L e n g t h :  3 6 2 . 4 5  Days
S i m u l a t e d  P r o j e c t  L e n g t h :  4 1 7 . 0 0  Days  Any k e y  t o

c o n t i n u e

Screen 71
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Screen 72 shows the final output from new PERT created from simulation 

model derived data. Comparison can now be made between “Planned” and 

“Actual” Activity Length, Start and Finish Times. Critical Activities are also 
identified.

F e e d b a c k  F i l e :  PERT1B.FBK

A c t  A c t i v i t y  L e n g t h  (D) P l a n n e d  A c t u a l
No Name P l a n n e d A c t u a l S t a r t F i n i s h S t a r t F i n i s h

1 1 - 2 5 . 4 5 6 . 8 5 0 . 0 0 5 . 4 5 0 . 0 0 6 . 8 5
2 3 - 4 6 . 5 2 8 . 2 0 0 . 0 0 6 . 5 2 0 . 0 0 8 . 2 0
3 5 - 6 8 . 0 6 1 0 . 0 8 0 . 0 0 8 . 0 6 0 . 0 0 1 0 . 0 8
4 7 - 8 1 3 . 2 7 1 6 . 6 6 0 . 0 0 1 3 . 2 7 0 . 0 0 1 6 . 6 6
5 9 - 1 0 2 2 . 6 6 2 7 . 8 7 0 . 0 0 2 2 . 6 6 0 . 0 0 2 7 . 8 7
6 1 1 - 1 2 5 . 0 0 6 . 2 7 0 . 0 0 5 . 0 0 0 . 0 0 6 . 2 7
7 1 3 - 1 4 1 3 . 7 9 1 7 . 3 1 0 . 0 0 1 3 . 7 9 0 . 0 0 1 7 . 3 1
8 1 5 - 1 6 1 0 . 1 9 1 2 . 8 2 0 . 0 0 1 0 . 1 9 0 . 0 0 1 2 . 8 2
9 1 7 - 1 8 1 6 . 1 2 2 0 . 1 4 0 . 0 0 1 6 . 1 2 0 . 0 0 2 0 . 1 4  Cr

10 2 - 1 9 2 1 . 7 6 2 6 . 5 4 5 . 4 5 2 7 . 2 1 6 . 8 5 3 3 . 3 8
11 4 - 2 0 1 4 . 8 6 1 8 . 1 2 6 . 5 2 2 1 . 3 8 8 . 2 0 2 6 . 3 2
12 6 - 2 0 8 . 7 9 1 0 . 8 4 8 . 0 6 1 6 . 8 4 1 0 . 0 8 2 0 . 9 2
13 8 - 1 0 5 . 3 2 6 . 2 6 1 3 . 2 7 1 8 . 5 9 1 6 . 6 6 2 2 . 9 2

S P A C E  -  pause /  continue C r : Critical

Screen 72

Once the initial feedback analysis has been performed the Hard Copy Option 

can be selected from the FEEDBACK MENU.

The user can exit PROMISS by returning back through the menu tree using 

<ESC> until the DOS prompt appears on the screen.
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Appendix 6

Levelling Times for Datum Test 
Network (PERTIB)

The following resource levelling times where recorded on other various 

Personal Computers (PCs) running the logic based simulation model 

(PERT1B)— datum test network. Times are quoted with a maths/numerical 

processor operating where appropriate.

KEY
RS-Right Hand Shift 
LS-Left Hand Shift

Running on PC with a 8086 CPU (Amstrad) and a clock speed of 12Mhz with 

8087 numerical coprocessor working.

FILE
PERT1BM.LEV (Priority given to Mechanical Fitters)

Time Activity Time
units (in units of 8 hours- 1  workday)

2215 Started
0035 RS 27 16 8
0 12 0 38 392
0 2 10 50 272
0655 10 1 56
1145 119 296
2050 LS 108 888
2 13 0 109 376
2230 145 248
2305 150 1 1 2
2345 157 144
2355 159 456
0020 164 560
0135 181 368
0152 190 3 12
0218 Finished

Total Processing Time 28 h 3 min
Improvement in LRA—9.35%

The following levelling exercise provides state of calculations at twenty minute 

intervals. Same file running on a PC with a 80386 CPU (IBM PS/2— Model 70) 

and a clock speed of 20Mhz without 80387 numerical coprocessor working.
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Time Activity Time
units (in units of 8 hours- 1  workday)

1415 Started
1435 RS 4 344
1455 1 1 240
1515 16 24
1535 21 80
1555 28 48
l6l5 39 12
1635 48 96
1655 52 272
1715 69 440
1735 28 40
1755 80 848
1815 82 640
1835 89 80
1855 97 312
1915 10 2 296
1935 106 240
1955 108 336
2015 1 1 1 56
2035 114 208
2055 115 6 32
2115 119 136
2135 125 48
2155 140 296
2215 144 120
2235 147 400
2255 152 8
2315 159 96
2335 160 288
2355 164 48
0015 16 6 40
0035 175 88
0055 191 24
0108 Change from RS —» LS
0115 LS 2 80
0135 6 2 16
0155 22 208
0215 100 0
0235 125 40
0255 156 128
0315 163 152
0335 165 248
0355 171 0
0415 192 240
0423 Finished

Processing Time 14 h 7 min

Times below are for same data file but with changes in labour priority.

PERT1BE.LEV (Priority given to Electrical Fitters)
Total Processing Time 14 h 42 min 
Improvement in LRA—10.78%

PERT1BC.LEV (Priority given to Constructive Trades)
Total Processing Time 12 h 43 min 
Improvement in LRA—8.13%

PERT1BP.LEV (Priority given to Painters)
Total Processing Time 11 h 40 min 
Improvement in LRA—8.48%
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PERT1BG.LEV (Priority given to General Labour)
Total Processing Time 15 h 35 min 
Improvement in LRA—8.10%

Various other types of PCs were used to run the data in file PERT1B, with the 

following results:

8088 CPU (IBM.PC/XT) running with a clock speed of 4.77Mhz and 8087 
numerical coprocessor working. Approximate extrapolation after 
48hrs running:

9 Days for RS plus 4 for LS

80386 CPU (Research Machines) running at l6Mhz without 80387 numerical 
coprocessor:

21 h 52 min

80386 CPU (IBM PS/2—Model 80) running at 25Mhz without 80387 
numerical coprocessor.

5 h 36 min

80486 CPU (Viglen) running at 25Mhz with integrated numerical 
coprocessor working:

1 h 56 min

80486 CPU (Viglen) running at 25Mhz without integrated numerical 
coprocessor working:

5 h 18 min
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Appendix 7 

Levelling Tables
Below are five tables produced from file PERT1B with each resource levelled 

in turn. These tables provide the project manager with details of each activity 

change. Original Early Start and Early Finish times are shown so that a 

comparison can be made against the Recommended Start and Finish times 

suggested by the levelling algorithm. The number of days each activity has 

been shifted is also shown.

D a t a  F i l e :  PERT1B.DAT

P r i o r i t y  i n  l e v e l l i n g  g i v e n  t o :  C o n s t r u c t i v e  T r a d e s

A c t i v i t y A c t i v i t y E a r l y E a r l y Recommended S h i f t  by
Number Name S t a r t F i n i s h S t a r t F i n i s h d a y s

5 9 - 1 0 0 . 0 0 2 2 . 6 6 4 6 . 0 0 6 8 . 6 6 46
10 2 - 1 9 5 . 4 5 2 7 . 2 1 2 1 . 4 5 4 3 . 2 1 16
14 1 0 - 2 1 2 2 . 6 6 3 4 . 5 1 6 2 . 6 6 7 4 . 5 1 40
15 1 2 - 2 2 5 . 0 0 2 1 . 5 0 11.00 2 7 . 5 0 6
21 2 2 - 2 8 2 1 . 5 0 2 2 . 3 3 6 8 . 5 0 6 9 . 3 3 47
54 4 8 - 5 6 8 5 . 3 1 9 0 . 6 1 9 3 . 3 1 9 8 . 6 1 8
56 4 8 - 5 8 8 5 . 3 1 1 1 1 . 6 8 9 4 . 3 1 1 2 0 . 6 8 9
73 6 4 - 6 9 9 2 . 0 4 1 1 2 . 3 3 1 1 4 . 0 4 1 3 4 . 3 3 22
81 7 3 - 7 5 1 0 1 . 1 6 1 1 7 . 7 9 1 5 6 . 1 6 1 7 2 . 7 9 55
83 6 3 - 7 7 1 7 1 . 7 2 1 8 7 . 2 1 1 8 4 . 7 2 2 0 0 . 2 1 13
87 5 7 - 8 1 9 3 . 4 1 1 0 6 . 2 2 1 1 2 . 4 1 1 2 5 . 2 2 19
89 8 1 - 8 0 1 0 6 . 2 2 1 1 8 . 3 1 1 1 1 . 2 3 1 2 3 . 3 1 5
92 7 7 - 8 6 1 8 7 . 2 1 1 9 1 . 4 6 1 9 0 . 2 1 1 9 4 . 4 6 3

1 0 4 7 2 - 9 5 9 8 . 6 6 1 1 3 . 8 9 1 0 1 . 6 6 1 1 6 . 8 9 3
1 0 8 7 2 - 9 8 9 8 . 6 6 1 2 0 . 4 7 2 3 1 . 6 6 2 5 3 . 4 7 1 3 3
1 1 7 9 4 - 1 0 0 9 7 . 3 2 1 1 0 . 2 8 1 0 1 . 3 2 1 1 4 . 2 8 4
1 2 2 1 0 6 - 1 0 5 1 4 6 . 8 1 1 5 6 . 5 9 1 8 6 . 8 1 1 9 6 . 5 9 40
1 4 5 1 2 1 - 1 2 3 1 9 2 . 3 9 2 1 6 . 0 2 2 1 1 . 3 9 2 3 5 . 0 2 19
1 4 8 1 2 5 - 1 1 8 2 0 4 . 3 9 2 1 8 . 4 6 2 5 8 . 3 9 2 7 2 . 4 6 54
1 5 0 1 2 4 - 1 2 6 1 9 0 . 1 1 2 1 1 . 1 7 1 9 1 . 1 1 2 1 2 . 1 7 1
1 5 2 1 2 2 - 1 2 8 2 1 2 . 3 2 2 3 9 . 7 3 2 1 4 . 3 2 2 4 1 . 7 3 2
1 5 5 1 2 9 - 1 3 0 2 2 4 . 6 2 2 4 0 . 9 8 2 7 1 . 6 2 2 8 7 . 9 8 47
1 5 6 1 2 9 - 1 3 1 2 2 4 . 6 2 2 4 1 . 1 7 2 6 4 . 6 2 2 8 1 . 1 7 40
1 5 8 1 2 6 - 1 3 2 2 1 1 . 1 7 2 2 3 . 4 5 2 7 4 . 1 7 2 8 6 . 4 5 63
1 5 9 9 8 - 1 3 4 1 4 6 . 7 3 1 5 9 . 1 2 2 6 8 . 7 3 2 8 1 . 1 2 1 2 2
1 6 5 1 3 7 - 1 3 8 2 0 8 . 3 9 2 2 2 . 7 6 2 8 1 . 3 9 2 9 5 . 7 6 73
1 6 8 1 3 9 - 1 4 0 2 5 3 . 7 8 2 8 4 . 7 3 2 7 5 . 7 8 3 0 6 . 7 3 22
1 6 9 1 3 8 - 1 4 1 2 2 2 . 7 6 2 3 7 . 0 4 2 9 5 . 7 6 3 1 0 . 0 4 73
1 7 1 1 4 0 - 1 4 2 2 8 4 . 7 3 2 9 9 . 2 2 3 0 6 . 7 3 3 2 1 . 2 2 22
1 7 5 1 1 7 - 1 4 6 2 8 0 . 4 3 2 9 5 . 6 8 2 9 3 . 4 3 3 0 8 . 6 8 13
1 7 7 1 4 6 - 1 4 7 2 9 5 . 6 8 3 0 7 . 0 7 3 0 8 . 6 8 3 2 0 . 0 7 13
1 8 4 1 4 7 - 1 5 3 3 0 7 . 0 7 3 2 2 . 6 5 3 1 5 . 0 7 3 3 0 . 6 5 8
1 8 7 1 5 2 - 1 5 4 2 8 2 . 6 5 2 9 7 . 1 6 3 0 2 . 6 5 3 1 7 . 1 6 20
1 9 1 1 5 0 - 1 5 6 2 5 8 . 0 1 2 7 3 . 5 0 2 6 0 . 0 1 2 7 5 . 5 0 2
1 9 9 1 5 7 - 1 5 8 2 9 9 . 4 1 3 2 1 . 7 4 3 3 0 . 4 1 3 5 2 . 7 4 31

P e r c e n t a g e  o f  i m p r o v e m e n t :  8 . 1 3 %

2 5 3



Appendili? L ev elin g  Tabtes

D a t a  F i l e :  PERT1B.DAT

P r i o r i t y  i n  l e v e l l i n g  g i v e n  t o :  G e n e r a l  L a b o u r

A c t i v i t y A c t i v i t y E a r l y E a r l y Recommended S h i f t  by
Number Name S t a r t F i n i s h S t a r t F i n i s h d a y s

2 3 - 4 0 . 00 6 . 52 1 7 . 00 2 3 . 52 17
7 1 3 - 1 4 0 . 00 1 3 . 79 1 7 . 00 3 0 . 7 9 17

12 6 - 2 0 8 . 06 1 6 . 84 1 0 . 0 6 1 8 . 84 2
13 8 - 1 0 1 3 . 27 1 8 . 59 2 2 . 2 7 2 7 . 5 9 9
40 2 6 - 4 4 4 5 . 2 6 4 9 . 49 6 5 . 2 6 6 9 . 4 9 20
48 5 0 - 5 1 6 9 . 58 8 0 . 12 7 3 . 58 8 4 . 1 2 4
52 4 3 - 5 5 6 2 . 7 3 7 3 . 2 2 6 4 . 7 3 7 5 . 2 2 2
62 5 4 - 6 1 7 6 . 36 8 3 . 43 7 9 . 3 6 8 6 . 4 3 3
73 6 4 - 6 9 9 2 . 04 1 1 2 . 33 1 1 4 . 04 1 3 4 . 3 3 22
75 6 8 - 7 0 1 1 2 . 33 1 2 3 . 14 1 2 0 . 3 3 1 3 1 . 14 8
77 5 8 - 8 3 1 1 1 . 68 1 3 1 . 47 1 1 4 . 68 1 3 4 . 47 3
80 6 1 - 7 4 8 5 . 00 9 2 . 81 9 0 . 00 9 7 . 81 5
83 6 3 - 7 7 1 7 1 . 72 1 8 7 . 21 1 7 2 . 72 1 8 8 . 21 1
88 5 8 - 8 2 1 1 1 . 68 1 2 0 . 78 1 1 8 . 68 1 2 7 . 78 7
89 8 1 - 8 0 1 0 6 . 22 1 1 8 . 31 1 2 2 . 22 1 3 4 . 31 16
91 8 3 - 8 5 1 3 1 . 47 1 5 2 . 39 1 4 9 . 47 1 7 0 . 39 18
97 8 4 - 8 8 1 3 4 . 35 1 5 1 . 61 1 7 1 . 35 1 8 8 . 61 37
99 8 5 - 9 0 1 5 2 . 39 1 7 2 . 05 1 6 8 . 39 1 8 8 . 0 5 16

1 0 9 9 6 - 9 8 1 3 5 . 58 1 4 6 . 73 2 3 7 . 58 2 4 8 . 7 3 1 0 2
1 1 5 1 0 1 - 1 0 3 1 3 5 . 58 1 5 6 . 89 1 9 6 . 58 2 1 7 . 8 9 61
1 2 3 1 0 4 - 1 0 7 1 6 5 . 83 1 8 6 . 78 1 9 7 . 8 3 2 1 8 . 78 32
1 2 5 1 0 5 - 1 0 8 1 8 0 . 51 1 9 4 . 80 2 4 0 . 51 2 5 4 . 80 60
1 3 2 1 1 1 - 1 1 3 2 2 5 . 65 2 5 4 . 2 6 2 2 6 . 65 2 5 5 . 2 6 1
1 3 4 1 0 9 - 1 1 0 2 2 2 . 32 2 3 9 . 65 2 3 3 . 32 2 5 0 . 65 11
1 3 7 1 1 4 - 1 1 7 2 5 3 . 77 2 8 0 . 43 2 6 0 . 77 2 8 7 . 4 3 7
1 3 9 1 1 2 - 1 1 8 2 1 8 . 30 2 3 8 . 90 2 5 1 . 30 2 7 1 . 90 33
1 4 0 8 9 - 1 1 9 1 5 1 . 81 1 7 5 . 46 1 6 6 . 81 1 9 0 . 46 15
1 4 4 1 2 1 - 1 2 2 1 9 2 . 39 2 1 2 . 32 2 0 5 . 39 2 2 5 . 32 13
1 4 7 1 1 9 - 1 2 5 1 7 5 . 46 2 0 4 . 39 1 8 0 . 46 2 0 9 . 39 5
1 4 8 1 2 5 - 1 1 8 2 0 4 . 39 2 1 8 . 46 2 1 1 . 39 2 2 5 . 46 7
1 5 1 1 2 3 - 1 2 7 2 1 6 . 02 2 3 2 . 92 2 1 7 . 02 2 3 3 . 92 1
1 5 4 1 2 8 - 1 2 7 2 3 9 . 7 3 2 4 9 . 64 2 5 0 . 7 3 2 6 0 . 64 11
1 5 5 1 2 9 - 1 3 0 2 2 4 . 62 2 4 0 . 98 2 7 1 . 62 2 8 7 . 98 47
1 5 7 1 2 7 - 1 3 2 2 4 9 . 64 2 6 6 . 80 2 6 9 . 64 2 8 6 . 80 20
1 5 8 1 2 6 - 1 3 2 2 1 1 . 17 2 2 3 . 45 2 7 2 . 1 7 2 8 4 . 45 61
1 5 9 9 8 - 1 3 4 1 4 6 . 7 3 1 5 9 . 12 2 1 1 . 7 3 2 2 4 . 12 65
1 6 0 1 0 2 - 1 3 4 1 7 2 . 10 1 8 5 . 3 5 2 6 8 . 1 0 2 8 1 . 35 96
1 6 2 1 0 7 - 1 3 6 2 0 9 . 67 2 3 5 . 97 2 1 1 . 67 2 3 7 . 97 2
1 6 3 1 0 8 - 1 3 7 1 9 4 . 80 2 0 8 . 39 2 1 8 . 80 2 3 2 . 39 24
1 6 5 1 3 7 - 1 3 8 2 0 8 . 39 2 2 2 . 76 2 7 3 . 39 2 8 7 . 76 65
1 6 8 1 3 9 - 1 4 0 2 5 3 . 78 2 8 4 . 73 2 7 3 . 78 3 0 4 . 73 20
1 7 0 1 4 1 - 1 4 2 2 3 7 . 04 2 4 8 . 86 3 0 2 . 04 3 1 3 . 86 65
1 7 1 1 4 0 - 1 4 2 2 8 4 . 7 3 2 9 9 . 22 2 8 6 . 73 3 0 1 . 22 2
1 7 3 1 1 6 - 1 4 5 2 7 2 . 7 3 2 8 4 . 82 2 7 3 . 73 2 8 5 . 82 1
1 7 4 1 4 5 - 1 4 3 2 8 4 . 82 2 9 7 . 30 2 8 5 . 82 2 9 8 . 30 1
1 7 7 1 4 6 - 1 4 7 2 9 5 . 68 3 0 7 . 07 3 0 4 . 68 3 1 6 . 07 9
1 8 1 1 3 0 - 1 5 1 2 4 0 . 98 2 5 3 . 83 2 8 7 . 98 3 0 0 . 83 47
1 8 2 1 3 2 - 1 5 2 2 6 6 . 80 2 8 2 . 65 2 7 3 . 80 2 8 9 . 65 7
1 8 3 1 4 3 - 1 5 3 2 9 8 . 2 0 3 1 3 . 10 3 1 6 . 20 3 3 1 . 10 18
1 8 4 1 4 7 - 1 5 3 3 0 7 . 07 3 2 2 . 65 3 2 0 . 07 3 3 5 . 65 13
1 8 5 1 5 3 - 1 5 5 3 2 2 . 65 3 3 0 . 95 3 3 5 . 65 3 4 3 . 95 13
1 8 7 1 5 2 - 1 5 4 2 8 2 . 65 2 9 7 . 1 6 3 0 1 . 65 3 1 6 . 1 6 19
1 9 0 1 5 1 - 1 5 6 2 5 3 . 83 2 6 6 . 47 3 0 0 . 83 3 1 3 . 47 47
1 9 2 1 5 6 - 1 5 7 2 8 2 . 65 2 9 9 . 41 3 1 3 . 65 3 3 0 . 41 31
1 9 9 1 5 7 - 1 5 8 2 9 9 . 41 3 2 1 . 74 3 3 0 . 41 3 5 2 . 74 31

P e r c e n t a g e  o f  i m p r o v e m e n t :  8 . 1 0 %
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Appendî ? Levelling Tables

D a t a  F i l e :  PERT1B.DAT

P r i o r i t y  i n  l e v e l l i n g  g i v e n  t o :  M e c h a n i c a l  F i t t e r s

E a r l y  Recommended S h i f t  by
F i n i s h  S t a r t  F i n i s h  d a y s

A c t i v i t y A c t i v i t y E a r l y
Number Name S t a r t

1 1 - 2 0 . 0 0
3 5 - 6 0 . 0 0
4 7 - 8 0 . 0 0
6 1 1 - 1 2 0 . 0 0

11 4 - 2 0 6 . 5 2
12 6 - 2 0 8 . 0 6
13 8 - 1 0 1 3 . 2 7
19 2 4 - 2 6 2 6 . 6 9
22 2 8 - 2 9 2 2 . 3 3
24 8 - 3 0 1 3 . 2 7
29 1 9 - 3 6 2 7 . 2 1
48 5 0 - 5 1 6 9 . 5 8
81 7 3 - 7 5 1 0 1 . 1 6
92 7 7 - 8 6 1 8 7 . 2 1
97 8 4 - 8 8 1 3 4 . 3 5
99 8 5 - 9 0 1 5 2 . 3 9

1 11 9 2 - 1 0 0 1 4 0 . 3 2
1 1 4 1 0 1 - 1 0 2 1 3 5 . 5 8
1 2 3 1 0 4 - 1 0 7 1 6 5 . 8 3
1 2 4 1 0 5 - 1 0 7 1 8 0 . 5 1
1 2 5 1 0 5 - 1 0 8 1 8 0 . 5 1
1 3 5 1 1 0 - 1 1 6 2 3 9 . 6 5
1 3 6 1 1 3 - 1 1 6 2 5 4 . 2 6
1 4 4 1 2 1 - 1 2 2 1 9 2 . 3 9
1 4 8 1 2 5 - 1 1 8 2 0 4 . 3 9
1 5 2 1 2 2 - 1 2 8 2 1 2 . 3 2
1 5 6 1 2 9 - 1 3 1 2 2 4 . 6 2
1 5 7 1 2 7 - 1 3 2 2 4 9 . 6 4
1 5 9 9 8 - 1 3 4 1 4 6 . 7 3
1 6 0 1 0 2 - 1 3 4 1 7 2 . 1 0
1 6 3 1 0 8 - 1 3 7 1 9 4 . 8 0
1 6 4 1 3 4 - 1 3 8 1 8 5 . 3 5
1 6 5 1 3 7 - 1 3 8 2 0 8 . 3 9
1 6 8 1 3 9 - 1 4 0 2 5 3 . 7 8
1 6 9 1 3 8 - 1 4 1 2 2 2 . 7 6
1 7 1 1 4 0 - 1 4 2 2 8 4 . 7 3
1 7 4 1 4 5 - 1 4 3 2 8 4 . 8 2
1 7 5 1 1 7 - 1 4 6 2 8 0 . 4 3
1 8 0 1 3 1 - 1 5 0 2 4 1 . 1 7
1 8 1 1 3 0 - 1 5 1 2 4 0 . 9 8
1 8 3 1 4 3 - 1 5 3 2 9 8 . 2 0
1 8 4 1 4 7 - 1 5 3 3 0 7 . 0 7
1 8 5 1 5 3 - 1 5 5 3 2 2 . 6 5
1 9 1 1 5 0 - 1 5 6 2 5 8 . 0 1
1 9 2 1 5 6 - 1 5 7 2 8 2 . 6 5
1 9 9 1 5 7 - 1 5 8 2 9 9 . 4 1

5 . 45 5,. 0 0 1 0 , . 4 5 5
8 . 06 50, . 0 0 58 , . 0 6 50

1 3 . 27 48, . 0 0 61 , . 2 7 48
5 . 00 18 , . 0 0 2 3 , . 0 0 18

2 1 . 38 34, . 5 2 4 9 , . 3 8 28
1 6 . 84 58, . 0 6 66 , . 8 4 50
1 8 . 59 16 , . 2 7 2 1 , . 5 9 3
2 8 . 2 5 52 , . 6 9 5 4 , . 2 5 26
2 5 . 2 9 61, . 3 3 64 , . 2 9 39
1 8 . 59 1 6 , . 2 7 2 1 , . 5 9 3
3 9 . 35 30 , . 2 1 4 2 . . 3 5 3
8 0 . 12 90, . 5 8 1 0 1 . . 1 2 21

1 1 7 . 79 1 0 7 , , 1 6 1 2 3 . . 7 9 6
1 9 1 . 46 1 9 3 . . 2 1 1 9 7 , . 4 6 6
1 5 1 . 61 1 5 6 , . 3 5 1 7 3 . . 6 1 22
1 7 2 . 0 5 1 5 6 . . 3 9 1 7 6 . . 0 5 4
1 6 3 . 54 1 4 8 . . 3 2 1 7 1 . . 5 4 8
1 7 2 . 10 2 3 1 . . 5 8 2 6 8 . . 1 0 96
1 8 6 . 78 2 0 9 . . 8 3 2 3 0 . . 7 8 44
2 0 9 . 67 1 9 6 . . 5 1 2 2 5 . , 6 7 16
1 9 4 . 80 2 2 3 . . 5 1 2 3 7 . , 8 0 43
2 6 1 . 22 2 4 2 . , 6 5 2 6 4 , . 2 2 3
2 7 2 . 73 2 5 5 . , 2 6 2 7 3 . . 7 3 1
2 1 2 . 32 2 0 3 . , 3 9 2 2 3 . , 3 2 11
2 1 8 . 46 2 5 8 . , 3 9 2 7 2 . , 4 6 54
2 3 9 . 7 3 2 2 8 . , 3 2 2 5 5 . , 7 3 16
2 4 1 . 17 2 5 8 . , 6 2 2 7 5 . , 1 7 34
2 6 6 . 80 2 6 8 . ,6 4 2 8 5 . , 8 0 19
1 5 9 . 12 1 4 9 . , 7 3 1 6 2 . , 1 2 3
1 8 5 . 35 2 6 8 . , 1 0 2 8 1 . , 3 5 96
2 0 8 . 39 2 2 6 . ,8 0 2 4 0 . 39 32
1 9 9 . 39 2 8 1 . , 3 5 2 9 5 . , 3 9 96
2 2 2 . 76 2 8 1 . , 3 9 2 9 5 . , 7 6 73
2 8 4 . 73 2 7 5 . ,7 8 3 0 6 . 7 3 22
2 3 7 . 04 2 9 5 . , 7 6 3 1 0 . 04 73
2 9 9 . 22 3 0 6 . , 7 3 3 2 1 . 22 22
2 9 7 . 30 2 8 5 . ,8 2 2 9 8 . , 3 0 1
2 9 5 . 68 2 8 7 . 43 3 0 2 . , 6 8 7
2 5 8 . 01 2 7 3 . 17 2 9 0 . 01 32
2 5 3 . 83 2 4 5 . 98 2 5 8 . , 8 3 5
3 1 3 . 10 3 2 1 . 20 3 3 6 . 1 0 23
3 2 2 . 65 3 2 0 . 07 3 3 5 . 65 13
3 3 0 . 95 3 3 5 . 65 3 4 3 . 95 13
2 7 3 . 50 2 9 8 . 01 3 1 3 . 50 40
2 9 9 . 41 3 1 3 . 65 3 3 0 . 41 31
3 2 1 . 74 3 3 0 . 41 3 5 2 . 74 31

P e r c e n t a g e  o f  i m p r o v e m e n t : 9 . 3 5 %
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Hppendv(_7 Levelling Tabiis

D a t a  F i l e :  PERT1B.DAT

P r i o r i t y  i n  l e v e l l i n g  g i v e n  t o :  E l e c t r i c a l  F i t t e r s

A c t i v i t y A c t i v i t y E a r l y E a r l y Recommended S h i f t  by
Number Name S t a r t F i n i s h S t a r t F i n i s h d a y s

1 1 - 2 0 . 0 0 5 . 4 5 2 2 . 0 0 2 7 . 4 5 22
4 7 - 8 0 . 0 0 1 3 . 2 7 2 8 . 0 0 4 1 . 2 7 28
8 1 5 - 1 6 0 . 0 0 1 0 . 1 9 1 7 . 0 0 2 7 . 1 9 17

21 2 2 - 2 8 2 1 . 5 0 2 2 . 3 3 4 1 . 5 0 4 2 . 3 3 20
22 2 8 - 2 9 2 2 . 3 3 2 5 . 2 9 4 2 . 3 3 4 5 . 2 9 20
28 2 0 - 3 4 2 1 . 3 8 2 2 . 2 6 3 0 . 3 8 3 1 . 2 6 9
30 2 3 - 2 6 2 7 . 3 6 4 5 . 2 6 3 1 . 3 6 4 9 . 2 6 4
56 4 8 - 5 8 8 5 . 3 1 1 1 1 . 6 8 9 5 . 3 1 1 2 1 . 6 8 10
62 5 4 - 6 1 7 6 . 3 6 8 3 . 4 3 7 9 . 3 6 8 6 . 4 3 3
67 4 1 - 6 5 6 1 . 1 9 8 2 . 5 6 6 5 . 1 9 8 6 . 5 6 4
82 7 4 - 7 6 9 2 . 8 1 1 0 2 . 0 2 1 1 3 . 8 1 1 2 3 . 0 2 21
89 8 1 - 8 0 1 0 6 . 2 2 1 1 8 . 3 1 1 1 1 . 2 3 1 2 3 . 3 1 5
91 8 3 - 8 5 1 3 1 . 4 7 1 5 2 . 3 9 1 4 2 . 4 7 1 6 3 . 3 9 11
96 8 0 - 8 8 1 7 6 . 7 1 1 9 7 . 4 3 1 8 2 . 7 1 2 0 3 . 4 3 6

1 0 5 7 2 - 7 5 9 8 . 6 6 1 1 2 . 9 9 1 2 1 . 6 6 1 3 5 . 9 9 23
1 0 8 7 2 - 9 8 9 8 . 6 6 1 2 0 . 4 7 2 3 1 . 6 6 2 5 3 . 4 7 1 3 3
1 0 9 9 6 - 9 8 1 3 5 . 5 8 1 4 6 . 7 3 2 4 2 . 5 8 2 5 3 . 7 3 1 0 7
1 1 4 1 0 1 - 1 0 2 1 3 5 . 5 8 1 7 2 . 1 0 2 1 6 . 5 8 2 5 3 . 1 0 81
1 1 9 9 9 - 1 0 4 1 4 9 . 9 0 1 6 5 . 8 3 1 5 5 . 9 0 1 7 1 . 8 3 6
1 2 2 1 0 6 - 1 0 5 1 4 6 . 8 1 1 5 6 . 5 9 1 5 6 . 8 1 1 6 6 . 5 9 10
1 2 3 1 0 4 - 1 0 7 1 6 5 . 8 3 1 8 6 . 7 8 2 0 3 . 8 3 2 2 4 . 7 8 38
1 2 4 1 0 5 - 1 0 7 1 8 0 . 5 1 2 0 9 . 6 7 1 8 3 . 5 1 2 1 2 . 6 7 3
1 3 7 1 1 4 - 1 1 7 2 5 3 . 7 7 2 8 0 . 4 3 2 6 6 . 7 7 2 9 3 . 4 3 13
1 4 3 9 0 - 1 2 1 1 7 2 . 0 5 1 9 2 . 3 9 1 7 6 . 0 5 1 9 6 . 3 9 4
1 4 5 1 2 1 - 1 2 3 1 9 2 . 3 9 2 1 6 . 0 2 2 2 9 . 3 9 2 5 3 . 0 2 37
1 4 7 1 1 9 - 1 2 5 1 7 5 . 4 6 2 0 4 . 3 9 1 8 0 . 4 6 2 0 9 . 3 9 5
1 4 8 1 2 5 - 1 1 8 2 0 4 . 3 9 2 1 8 . 4 6 2 5 2 . 3 9 2 6 6 . 4 6 48
1 5 0 1 2 4 - 1 2 6 1 9 0 . 1 1 2 1 1 . 1 7 2 5 3 . 1 1 2 7 4 . 1 7 63
1 5 1 1 2 3 - 1 2 7 2 1 6 . 0 2 2 3 2 . 9 2 2 1 8 . 0 2 2 3 4 . 9 2 2
1 5 5 1 2 9 - 1 3 0 2 2 4 . 6 2 2 4 0 . 9 8 2 6 1 . 6 2 2 7 7 . 9 8 37
1 5 7 1 2 7 - 1 3 2 2 4 9 . 6 4 2 6 6 . 8 0 2 6 9 . 6 4 2 8 6 . 8 0 20
1 5 8 1 2 6 - 1 3 2 2 1 1 . 1 7 2 2 3 . 4 5 2 7 4 . 1 7 2 8 6 . 4 5 63
1 5 9 9 8 - 1 3 4 1 4 6 . 7 3 1 5 9 . 1 2 2 5 3 . 7 3 2 6 6 . 1 2 1 0 7
164 1 3 4 - 1 3 8 1 8 5 . 3 5 1 9 9 . 3 9 2 8 1 . 3 5 2 9 5 . 3 9 96
1 6 8 1 3 9 - 1 4 0 2 5 3 . 7 8 2 8 4 . 7 3 2 7 5 . 7 8 3 0 6 . 7 3 22
1 6 9 1 3 8 - 1 4 1 2 2 2 . 7 6 2 3 7 . 0 4 2 9 5 . 7 6 3 1 0 . 0 4 73
1 7 0 1 4 1 - 1 4 2 2 3 7 . 0 4 2 4 8 . 8 6 3 0 9 . 0 4 3 2 0 . 8 6 72
1 71 1 4 0 - 1 4 2 2 8 4 . 7 3 2 9 9 . 2 2 3 0 6 . 7 3 3 2 1 . 2 2 22
1 7 3 1 1 6 - 1 4 5 2 7 2 . 7 3 2 8 4 . 8 2 2 7 3 . 7 3 2 8 5 . 8 2 1
1 81 1 3 0 - 1 5 1 2 4 0 . 9 8 2 5 3 . 8 3 2 8 6 . 9 8 2 9 9 . 8 3 46
1 8 3 1 4 3 - 1 5 3 2 9 8 . 2 0 3 1 3 . 1 0 3 1 5 . 2 0 3 3 0 . 1 0 17
184 1 4 7 - 1 5 3 3 0 7 . 0 7 3 2 2 . 6 5 3 2 0 . 0 7 3 3 5 . 6 5 13
1 8 5 1 5 3 - 1 5 5 3 2 2 . 6 5 3 3 0 . 9 5 3 3 5 . 6 5 3 4 3 . 9 5 13
1 9 0 1 5 1 - 1 5 6 2 5 3 . 8 3 2 6 6 . 4 7 3 0 0 . 8 3 3 1 3 . 4 7 47
1 9 2 1 5 6 - 1 5 7 2 8 2 . 6 5 2 9 9 . 4 1 3 1 3 . 6 5 3 3 0 . 4 1 31
1 9 9 1 5 7 - 1 5 8 2 9 9 . 4 1 3 2 1 . 7 4 3 3 0 . 4 1 3 5 2 . 7 4 31

P e r c e n t a g e  o f  i m p r o v e m e n t :  1 0 . 7 8 %
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Appendix? Levelling Tables

D a t a  F i l e :  PERT1B.DAT

P r i o r i t y  i n  l e v e l l i n g  g i v e n  t o :  P a i n t e r s

A c t i v i t y A c t i v i t y E a r l y E a r l y Recommended S h i f t  by
Number Name S t a r t F i n i s h S t a r t F i n i s h d a y s

1 2 6 - 2 0 8 . 0 6 1 6 . 84 1 6 . 06 2 4 . 84 8
19 2 4 - 2 6 2 6 . 69 2 8 . 2 5 5 4 . 69 5 6 . 2 5 28
23 2 1 - 2 9 3 4 . 51 4 7 . 57 4 8 . 51 6 1 . 57 14
40 2 6 - 4 4 4 5 . 2 6 4 9 . 49 5 6 . 2 6 6 0 . 49 11
47 4 6 - 5 1 6 6 . 90 8 1 . 37 6 9 . 90 8 4 . 37 3
62 5 4 - 6 1 7 6 . 36 8 3 . 43 9 2 . 36 9 9 . 43 16
88 5 8 - 8 2 1 1 1 . 68 1 2 0 . 78 1 2 6 . 68 1 3 5 . 78 15
99 8 5 - 9 0 1 5 2 . 39 1 7 2 . 0 5 1 6 8 . 3 9 1 8 8 . 05 16

1 0 0 7 0 - 9 1 1 2 3 . 14 1 3 4 . 69 1 2 4 . 14 1 3 5 . 69 1
1 0 7 9 5 - 9 7 1 1 3 . 89 1 3 0 . 21 1 1 4 . 89 1 3 1 . 21 1
1 1 9 9 9 - 1 0 4 1 4 9 . 90 1 6 5 . 83 1 9 3 . 90 2 0 9 . 83 44
1 2 2 1 0 6 - 1 0 5 1 4 6 . 81 1 5 6 . 59 1 5 8 . 81 1 6 8 . 59 12
134 1 0 9 - 1 1 0 2 2 2 . 32 2 3 9 . 65 2 2 4 . 32 2 4 1 . 65 2
1 3 6 1 1 3 - 1 1 6 2 5 4 . 2 6 2 7 2 . 73 2 5 5 . 2 6 2 7 3 . 7 3 1
1 3 7 1 1 4 - 1 1 7 2 5 3 . 77 2 8 0 . 43 2 5 8 . 77 2 8 5 . 4 3 5
1 3 9 1 1 2 - 1 1 8 2 1 8 . 30 2 3 8 . 90 2 3 3 . 30 2 5 3 . 90 15
1 4 0 8 9 - 1 1 9 1 5 1 . 81 1 7 5 . 46 1 5 2 . 81 1 7 6 . 46 1
1 41 8 9 - 1 2 0 1 5 1 . 81 1 6 6 . 74 1 5 6 . 81 1 7 1 . 74 5
1 47 1 1 9 - 1 2 5 1 7 5 . 46 2 0 4 . 39 1 7 7 . 46 2 0 6 . 39 2
1 48 1 2 5 - 1 1 8 2 0 4 . 39 2 1 8 . 46 2 1 1 . 39 2 2 5 . 4 6 7
1 54 1 2 8 - 1 2 7 2 3 9 . 7 3 2 4 9 . 64 2 5 8 . 73 2 6 8 . 64 19
1 5 5 1 2 9 - 1 3 0 2 2 4 . 62 2 4 0 . 98 2 7 1 . 62 2 8 7 . 98 47
1 57 1 2 7 - 1 3 2 2 4 9 . 64 2 6 6 . 80 2 5 8 . 64 2 7 5 . 80 9
1 6 3 1 0 8 - 1 3 7 1 9 4 . 80 2 0 8 . 39 2 2 7 . 80 2 4 1 . 3 9 33
164 1 3 4 - 1 3 8 1 8 5 . 3 5 1 9 9 . 39 2 8 1 . 35 2 9 5 . 3 9 96
1 6 5 1 3 7 - 1 3 8 2 0 8 . 39 2 2 2 . 76 2 1 1 . 39 2 2 5 . 7 6 3
1 68 1 3 9 - 1 4 0 2 5 3 . 78 2 8 4 . 7 3 2 7 5 . 78 3 0 6 . 73 22
1 6 9 1 3 8 - 1 4 1 2 2 2 . 76 2 3 7 . 04 2 9 5 . 7 6 3 1 0 . 04 73
1 70 1 4 1 - 1 4 2 2 3 7 . 04 2 4 8 . 86 3 1 0 . 04 3 2 1 . 86 73
1 71 1 4 0 - 1 4 2 2 8 4 . 73 2 9 9 . 2 2 3 0 6 . 7 3 3 2 1 . 22 22
1 74 1 4 5 - 1 4 3 2 8 4 . 82 2 9 7 . 30 2 8 5 . 82 2 9 8 . 30 1
1 7 5 1 1 7 - 1 4 6 2 8 0 . 43 2 9 5 . 68 2 8 4 . 43 2 9 9 . 68 4
1 77 1 4 6 - 1 4 7 2 9 5 . 68 3 0 7 . 07 3 0 8 . 68 3 2 0 . 07 13
1 81 1 3 0 - 1 5 1 2 4 0 . 98 2 5 3 . 83 2 5 8 . 98 2 7 1 . 83 18
1 8 3 1 4 3 - 1 5 3 2 9 8 . 20 3 1 3 . 10 3 2 1 . 20 3 3 6 . 10 23
1 87 1 5 2 - 1 5 4 2 8 2 . 65 2 9 7 . 1 6 3 0 2 . 65 3 1 7 . 1 6 20
191 1 5 0 - 1 5 6 2 5 8 . 01 2 7 3 . 50 2 6 0 . 01 2 7 5 . 50 2
1 92 1 5 6 - 1 5 7 2 8 2 . 65 2 9 9 . 41 3 1 3 . 65 3 3 0 . 41 31
1 9 9 1 5 7 - 1 5 8 2 9 9 . 41 3 2 1 . 74 3 3 0 . 41 3 5 2 . 74 31

P e r c e n t a g e  o f  im p ro v e m e n t: 8 . 4 8 %
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Index

A______________________

Activities, 21, 29, 151 
independence, 38 
start time, 46 
time, 38, 39, 46 

Activity-on-arrow, 35, 37 
Activity-on-node, 37 
Actual state, 144 
Actual Times, 150 
Actuator, 144, 147 
Algorithm, 43, 45, 63, 80 
Analog, 80
Analysis method, 144 
Apparent state, 142, 143 
Artificial Intelligence (AI), 69

B

Backward calculations, 40 
BASIC, 56
Basic Input Output System (BIOS), 

107
Beta distribution, 38, 47, 49, 52, 55 
Black box, 71, 75 
Boundary, 92, 95 
British Standard Times, 49

C

Central Processing Unit (CPU),
53, 159, 160 

Chi-square test, 54 
Combinatorial calculations, 67 
Comparator, 144 
Compiled, 56 
Completion times, 40 
Computer

modelling, 17, 18, 89, 167 
models, 157
simulation, 69, 70, 80, 83, 86, 88, 

89, 96, 97, 124, 157, 167 
model, 80, 119, 121, 156, 167 

Computerised planning systems, 
16, 55

Conceptualisation, 75, 83 
Control, 20, 141, 144, 146, 147, 148, 

149, 150, 151, 153, 154, 155, 156, 
168, 171

Cost PERT, 138 
Counterintuitive, 96, 112, 122 
Critical activities, 60 
Critical Path (CP), 21, 26, 27, 29, 

36, 40, 42, 43, 45, 52, 53, 60, 6l, 
62, 63, 125, 127, 128, 133, 156,
157, 158
Analysis (CPA), 36, 42

Method (CPM), 26, 34, 35, 36, 37 
Cumulative Frequency 

Distribution (cfd), 53 
Current state, 142 
Cybernetics, 26, 97

D

Data, 16, 17, 33, 57, 169 
base management system 
(DBMS), 105 

Decision 
algorithm, 91 
maker, 115, 151 
making, 17, 70, 141, 159, l60 
support system (DSS), 33, 56, 68, 

85, 138, 141, 156, 166, 169 
Delta Time (DT), 99, 102, 103, 104, 

106, 110
Density function, 47 
Desired state, 144 
Desk Top Publishing (DTP), 108 
Deterministic, 26, 79 
Difference equation, 80 
Differential equation, 80, 81, 98 
Digital computers, 69, 80 
Digraphs, 83, 92 
Discrepancy, 93 
Discrete, 80 

random variable, 38 
Distribution assumptions, 47 
DOS, 86
Dummies, 35, 36, 43, 52 
Duration, 38 
Dynamic Shut-Off, 53 
DYNAMO, 88, 97, 98, 100, 101, 104, 

105, 106, 107, 110, 111, 114, 124 
Micro-, 85, 106, 107 
Professional, 106 

DYSMAP, 97 
DYSMAP2, 97 
DYSMOD, 97
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