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Abstract: Purpose: Intracranial pressure (ICP) monitoring is a “gold standard” monitoring modality
for severe traumatic brain injury (TBI) patients. The capacity to predict ICP crises could further
minimise the rate of secondary brain injury and improve the outcomes of TBI patients by facilitating
timely intervention prior to a potential crisis. This systematic review sought (i) to identify the
most efficacious approaches to the prediction of ICP crises within TBI patients, (ii) to access the
clinical suitability of existing predictive models and (iii) to suggest potential areas for future research.
Methods: Peer-reviewed primary diagnostic accuracy studies, assessing the performance of ICP crisis
prediction methods within TBI patients, were included. The QUADAS-2 tool was used to evaluate the
quality of the studies. Results: Three optimal solutions to predicting the ICP crisis were identified:
a long short-term memory (LSTM) model, a Gaussian processes (GP) approach and a logistic regression
model. These approaches performed with an area under the receiver operating characteristics curve
(AUC-ROC) ranging from 0.86 to 0.95. Conclusions: The review highlights the existing disparity of
the definition of an ICP crisis and what prediction horizon is the most clinically relevant. Moreover,
this review draws attention to the existing lack of focus on the clinical intelligibility of algorithms,
the measure of how algorithms improve patient care and how algorithms may raise ethical, legal or
social concerns. The review was registered with the International Prospective Register of Systematic
Reviews (PROSPERO) (ID: CRD42022314278).

Keywords: intracranial pressure; traumatic brain injury; brain injury; machine learning

1. Introduction

Traumatic brain injury (TBI) is defined as an alteration in brain function pathology by
a sudden trauma causing damage to the brain. Symptoms can be mild, moderate or severe,
depending on the extent of the damage to the brain [1]. The global incidence rate of TBI
is estimated to be 69 million cases per annum, of which 5.48 million are estimated to be
severe cases [2]. TBI causes a significant burden on individuals and their families, through
health loss and disability. TBI has also created a large and growing burden on healthcare
systems and nations, due to the complex and expensive medical care that the condition
necessitates, and the consequent loss to productivity. The incidence rate of TBI is increasing
over time, which is likely due to increases in population density, population ageing and the
increasing use of motor vehicles, motorcycles and bicycles [3]. The total annual burden of
TBI has been estimated at USD 400 billion [4]

Global modelling suggests that the incidence of TBI in low to middle income countries
(LMICs) is significantly higher than in high income countries (HICs), the main cause of
TBI in LMICs being road traffic collisions [3]. By contrast, the CENTER-TBI, a largely
HIC-focused registry, collected patient demographics, injury, care pathway and acute care
outcome data in 56 acute trauma receiving hospitals across 17 countries in Europe and
Israel. The study reported that 56% of the 21,681 patients with TBI acquired their injury
through falls, of which the majority, 71%, were ground-level (low-energy) falls [5].
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The incidence rate of TBI is increasing. Kureshi et al. conducted a retrospective cohort
study of all patients in Nova Scotia who presented with severe TBI between 2002 and
2018. Over the duration of the study, there were 5590 severe TBI patients, and the rate of
severe TBI increased by 39%. The study’s results mirrored the findings of the CENTER-TBI
registry, that the mechanism of injury amongst patients was predominantly falls (45%).
The rate of fall-related TBIs more than doubled between 2002 and 2017 [6]. Hsia et al.’s
study analysed non-public patient-level data from California’s Office of Statewide Health
Planning and Development between the years 2005 and 2014. In line with the findings of
Kuershi et al, the study found a 57.7% increase in the number of TBI emergency department
visits, which represented a 40.5% increase in TBI related hospital visit rates over the 10-year
period [7].

In this context, intracranial pressure (ICP) monitoring has become a standard practice
in neurocritical care, for the timely identification of intracranial hypertension, as elevated
ICP is associated with poor neuropsychological performance and functional outcomes in
TBI patients. ICP is the pressure inside the cranial vault. The Monro-Kellie hypothesis
states that under normal conditions the intracranial compartment space, cerebral blood
volume and volume inside the cranium are fixed [8].

Changes in ICP are caused by changes in brain volume, cerebral blood volume and
the production and/or clearance of cerebrospinal fluid (CSF) [8,9]. These changes can
be caused by a variety of pathological processes, many of which may be caused by TBI,
such as localised mass lesions, obstruction to major venous sinuses and cerebral edema
or swelling. If any of these changes cause volumetric increases within the cranial vault,
compensatory mechanisms occur, in an effort to maintain ICP within the normal ranges,
which are generally from 10 to 15 millimetres of mercury (mmHg) for adults and from 3 to
7 mmHg for young children [10]. A critical threshold is reached when space-occupying
lesions can no longer expand: without efficacious monitoring and subsequent intervention,
this can lead to secondary injury to the brain through neuronal injury, herniation and brain
death [11-13].

ICP monitoring is used either as a guide to treatment or as a diagnostic modality
in a number of pathological conditions resulting in neurological injury. The American
Brain Trauma Foundation (BTF) guidelines set indications for ICP monitoring in patients
with severe TBI with a normal CT scan. ICP monitoring is indicated if two or more of the
following features are noted on admission: (i) age over 40 years; (ii) unilateral or bilateral
motor posturing; (iii) systolic blood pressure <90 mmHg. The BTF guidelines recommend
treating ICP above 22 mmHg [14]. Elevated levels of ICP are referred to as intracranial
hypertension (ICH).

The gold standard ICP monitoring modality is intraventricular pressure monitoring
using an extraventricular drain (EVD) [15,16]. In patients with raised ICP, the desired
outcome of ICP management is to (i) maintain ICP less than 22 mmHg, as per the guidelines
set out by the BTF [14], and (ii) maintain adequate cerebral perfusion pressure (CPP), which,
in healthy adults, is between 50 and 150 mmHg [17].

The ability to predict the onset of ICP crises levels in neurocritical care is valuable
since it could enable early intervention and treatment, allowing healthcare providers to
take proactive measures to prevent or minimise secondary injury to the brain and/or death
caused by elevated ICP. The capacity to predict ICP crises could also help in resource
optimisation, by allocating healthcare resources to at-risk patients. Ultimately, the capacity
to predict ICP crises could improve patient outcomes, optimise resource allocation and
enhance overall patient care in neurocritical settings.

The three main objectives of this review are (i) to identify the most efficacious machine
learning approaches to the prediction of ICP crises within TBI patients, compared to
invasive ICP measurements, (ii) to access the clinical suitability of existing predictive
models and (iii) to suggest potential areas for future research.
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2. Methods
2.1. Protocol and Registration

The review was performed in accordance with the Preferred Reporting Items for System-
atic Reviews and Meta-Analysis (PRISMA) guidelines [18]. The study was funded by City
University of London, and there were no competing interests. The review’s protocol was
designed with reference to the Cochrane Handbook for Systematic Reviews of Interven-
tions [19]. The review was registered with the International Prospective Register of Systematic
Reviews (PROSPERO) (ID: CRD42022314278).

2.2. Information Sources and Search Strategy

The reviewers (G.R.E.B, M.R) carried out a systematic search of PubMed, Scopus, Web
of Science and ArXiv between 21 March 2022 and 25 March 2022. The systematic search
strategy was orientated around keywords relating to traumatic brain injury, intracranial
pressure, artificial intelligence and prediction. Variations of these keywords and indexing
terms were used, to include all potentially eligible studies (Table Al). The results were
filtered, for studies published in the last 10 years.

2.3. Selection Process and Eligibility Criteria

Once duplicate studies had been removed from the search results, the two independent
reviewers (G.R.E.B, M.R) reviewed the titles and abstracts of the potentially eligible studies.
Studies that fulfilled the inclusion criteria were retrieved for full-text assessment. Inclusion
criteria: (i) studies of patients diagnosed with TBI; (ii) studies comparing predicted ICP
and invasive ICP values; (iii) studies with accessible full text; (iv) diagnostic test accuracy
studies; (v) studies published in English. Exclusion criteria: (i) reviews, conference proceed-
ings, case reports, white papers, letters, editorials, animal and in vitro studies, case control
studies, summaries, expert opinions and comments; (ii) studies without sufficient data;
(iii) duplicate publications with the same dataset or non-independent studies; (iv) studies
misreporting data. An independent arbiter (P.A.K) was used to resolve any disagreements
that arose between the main reviewers during the full text review of the selected studies.

2.4. Data Collection Process and Data Items

The main reviewers (G.R.E.B, M.R) independently completed the data extraction. The
data extraction was carried out manually, with the use of Microsoft Excel®. The following
data items were extracted from the selected studies: (i) title; (ii) authors; (iii) publication
year; (iv) country; (v) journal; (vi) dataset(s); (vii) ICP monitoring technique; (viii) ICP
prediction model; (ix) size of training dataset; (x) size of testing dataset; (xi) definition of
ICP crises; (xii) prediction horizon; (xiii) patient inclusion criteria; (xiv) patient exclusion
criteria; (xv) model evaluation approach; (xvi) findings and model performance.

2.5. Study Risk of Bias Assessment

Two risk evaluation tools are being developed: QUADAS-AI and PROBAST-AI [20,21].
These tools may have been more suitable to apply to the studies in this review; however, as
they were not yet released, the QUADAS-2 tool was used instead, to access and evaluate
the possible risk of bias and applicability within the primary diagnostic accuracy studies
selected for the full text review. The two main reviewers (G.R.E.B, M.R) independently
completed the QUADAS-2 assessment [22]. The QUADAS-2 tool consists of four key
domains of assessment: (i) patient selection; (ii) index test; (iii) reference standard; (iv) flow
and timing. There are a series of questions pertaining to each domain, which are used
to access the risk of bias and applicability. These questions are answered by one of three
qualifiers: “yes”, “no” or “unclear”. The risk of bias and the applicability of each domain
is rated as either “low”, “high” or “unclear”. Only studies with low risk of bias and high
applicability were selected for synthesis.
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2.6. Data Items and Synthesis of Results

Aggregated data were used to conduct a qualitative synthesis. The data items used for
the qualitative synthesis included (i) author, (ii) publication year, (iii) invasive monitoring
technique, (iv) definition of ICP crisis, (v) prediction model, (vi) prediction horizon, (vii)
data window size, (viii) training dataset size, (ix) test dataset size, (x) median age, (xi) sex
(m/f), (xii) median Glasgow coma scale (GCS) score, (xiii) median length of stay (LOS) and
(xiv) outcome. The data items of each study were synthesised into a tabulated format with
the use of Microsoft Excel®, which facilitated the comparison of study characteristics and
outcomes between studies. Using the aggregated data, the study population and the size of
the datasets were the main factors used to access the heterogeneity of the studies.

3. Results
3.1. Study Selection

The systematic search identified 228 studies, of which, 28 (12.28%) were duplicates
and were removed. Of the remaining 200 studies, a further 9 (4.50%) were removed for
being non-original or non-independent. A further 183 studies (91.50%) were removed as
they did not meet the inclusion criteria. Of the remaining 8 studies selected for full text
review, 5 (62.50%) were removed as they either did not meet the selection criteria or they
failed the quality assessment. Figure 1 illustrates the process of identification, screening,
eligibility and inclusion of papers in the review.

Pubmed Scopus Web of Science ArXiv
c
2 n=153 n=21 n=25 n=29
-
©
S | | | |
= ¥
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§ Records |dentified
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|
v
Records after duplicate Records excluded because they are non- 8 non-original
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w Records screened by Records excluded because they are not 4 conference abstracts
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.'% assessed for eligibility (n=5) selection criteria
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Figure 1. Flow diagram illustrating the systematic review process, including identification, screening,
eligibility and inclusion stages.
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3.2. Risk of Bias within Studies

Of the original 228 studies, the title and abstract of 191 papers were reviewed, and
8 were kept for full text assessment of quality and eligibility: of these, 4 studies were
rejected as they did not fulfil the selection criteria, and 1 study was removed for being

“low quality”. Both main reviewers (G.R.E.B, M.R) agreed on the quality assessments

of the studies. The “low quality” study was judged to have a high risk of bias because
(i) a case-control study was not avoided, (ii) the index test was interpreted with knowledge
of the reference standard and (iii) the reference standard was interpreted with knowledge
of the index test. Figure 2 depicts the results of the QUADAS-2 quality assessments.

Could the selection of patients have introduced bias? -

Is there concern that the included patients do not match -

the review question?

[ Patient Selection ]

)

Could the conduct or interpretation of the index test have

w

= introduced bias?

Q

H

5

= Is there concern that the index test, its conduct, or
- interpretation differ from the review question?
2

3 Could the reference standard, its conduct, or its
g . . , .

= interpretation have introduced bias?

77]

8 L.

g Is there concern that the target condition as defined by
B3] the reference standard does not match the review
= question?

a0

E

= Could the patient flow have introduced bias?

<

=3

L]

s

0 1 2 3 4

Number of papers

:‘ Low - High D Unclear

Figure 2. Results of QUADAS-2 tool assessment, displaying the quality and the risk of bias of the
included studies.

3.3. Study Characteristics

A total of 2402 participants, with median ages ranging from 30 to 55, received inva-
sive intracranial pressure monitoring [23-25]. The weighted average percentage of the
participants was 69% male, 31% female. The majority had a moderate-to-severe TBI diag-
nosis. Table 1 depicts the bibliometric, demographic and technological characteristics of
each study.
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Table 1. Summary of bibliometric data of articles included in the systematic review.

Data Dataset Test

Invasive L L Prediction X . Dataset . . Median
Author Year Monitoring Dlegt;; zéw.n'of Pﬁz;tzlo " Horizon Wlsn.dow Wzsn‘dow Size D:;t.aset Mf‘dmn SexoM/F Méﬂgg " ‘? (lfS LOS ‘I; (I)S Outcome Value
Technique rists ode (min) 1ze 1ze (Patients) 1ze 8¢ (%) atue (days) atue
(min) (min) (Patients)
Intraparenchymal Hour defined AUC-ROC
ICP probe as a critical AUC-PR 0.95
Schweingruber (Codman phase if at . AUC-ROC 0.71
etal. [23] 2022 Microsensor, least one ICP LST™M 120 Arbitary 1346 1077 269 55 59.9/40.1 NR NR LOS 13 (Mimic dataset) 0.948
Integra measurement was AUC-ROC 0.903
LifeSciences) >22 mmHg (eICU dataset)
AUC-ROC
Hosmer
Lemeshow 0872
p value 0.12
Calibration in .
—0.019
GCS eye 1 the large
ICP measurement Gaussian GCS motor 4 Calibration 1.02
Guiza et al. [24] 2013 NR >30 mmHg 30 240 264 178 61 31 80.9/19.1 GCS verbal 1 NR NR 1 0.137
for >10 min processes verba slope 394
= GCS total 7 Brier score 774
Brier score 81' 6
scaled (%) 75'2
Accuracy (%) :
Sensitivity (%)
Specificity (%)
Eng;iing?;l‘lar ICP measurement Logistic GCS eye 7 ICU LOS 16.8
Myers et al. [25] 2016 . >20 mmHg - 30 30 874 368 261 30 79.5/20.5 Hospital ’ AUC-ROC 0.86
intraparenchymal for >15 min regression GCS motor 5 LOS 24
fiberoptic probe =

Abbreviations: long short-term memory (LSTM); not reported (NR); area under the receiver operating characteristics (AUC-ROC); area under the precision-recall curve (AUC-PR);
Glasgow coma scale (GCS); length of stay (LOS).
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3.4. Results of Individual Studies

Schweingruber et al. [23] used a long short-term memory (LSTM) network architecture [26]
to predict the onset of critical ICP “phases”. The authors defined critical ICP “phases” as
durations above an ICP threshold. An hour was defined as a critical phase if at least one
ICP measurement was >22 mmHg. A duration of two sequential critical hours was defined
as a short critical phase. A duration of more than two sequential critical hours was defined
as a long critical phase. A primary dataset of 1346 patients with invasive ICP monitoring
was used for the training and testing of the predictive model. The median patient age in
this dataset was 54.8. The dataset comprised 59.9% and 40.1% male and female patients,
respectively. The main diagnosis was TBI. The LSTM model was trained using 80% of
the data, and was tested on the additional 20%. In addition to this primary dataset, the
authors used the eICU and MIMIC datasets [27,28] for external validation of their model.
Schweingruber et al. focused their analysis on the two-hour prediction horizon, as it was
deemed the most clinically relevant. The model performed with an area under the receiver
operating characteristics curve (AUC-ROC) of 0.95 (£0.0009) on the testing dataset when
predicting long (>2 h) and short (<2 h) critical phases. The model returned an area under
the precision—recall curve (AUC-PR) of 0.71 (+0.0067) for the prediction of long critical phases.
Similar results were reported in the external validation datasets, with an AUC-ROC of
0.948 (+0.0025) in the MIMIC dataset, and an AUC-ROC of 0.903 (+0.0033) in the eICU
dataset. The authors suggested that the most important features for predicting long critical
phases were ICP, mean arterial pressure (MAP) and cerebral perfusion pressure (CPP). CPP
was calculated using ICP and MAP, using the equation CPP = MAP — ICP. Consequently,
there may have been a collinearity issue in the interpretation of the three most significant
features presented by the authors; however, given that the core aim of the developed model
was prediction rather than interpretation, having correlated prediction variables did not
inhibit prediction performance.

Guiza et al. [24] developed a Gaussian processes (GP) model to predict ICP crises. The
authors defined an ICP crisis as an event where ICP > 30 mmHg lasted for >10 min. The
BrainIT dataset [29] was used in the development of this predictive model, which contained
264 TBI patients admitted to 22 neuro-ICUs in 11 European countries. The median age of
the patients was 31. The dataset comprised 80% male patients and 20% female patients.
The median total GCS score of patients within the dataset was 7. A brain injury was
defined as severe if the GCS score was within the range 3-8. Minute-by-minute ICP and
MAP of 239 patients was recorded for a minimum of four consecutive hours. The training
dataset comprised data from 178 patients, and the remaining 61 patients made up the
testing dataset. Giiiza et al. judged a 30 min prediction horizon to be clinically appropriate,
suggesting that 30 min offers sufficient time to allow for therapeutic intervention to reduce
ICP. The authors reported a GP with an AUC-ROC of 0.872 on the testing dataset, with
an accuracy of 77.4%, sensitivity of 81.6% and a specificity of 75.2% as their optimal
prediction model. The study used 4 h of data to make predictions. Features used as input
to the prediction model were derived from the analysis of the 4 h data window of ICP and
MAP data along with ICU LOS at the time of prediction. Giiiza et al. reported that the
features with the most predictive power were within the ICP signal, with the most recent
measurements being more relevant.

Myers et al. [25] developed and studied three models for the prediction of ICP crises:
(i) GP; (ii) logistic regression and (iii) autoregressive ordinal regression (AR-OR). The authors
defined ICP crises as an event where ICP was >20 mmHg for >15 min. They constructed
and used a dataset of 817 patients with severe TBI diagnoses. The patients of the dataset
had a median age of 30; 85% were male, and 15% were female. The patients constituting the
dataset had a median GCS eye score and a GCS motor score of 7 and 5, respectively. Patient
ICP, MAP, end-tidal CO2 (ETco2), oxygen saturation and brain tissue oxygenation (PbtO2) levels
were recorded every 36 s. The study’s dataset was collected over a period of 24 years,
between 1989 and 2000 and between 2006 and 2013. The dataset was divided into three
cohorts: (i) a “study cohort” (collected between 1989 and 1996), used to develop candidate



Appl. Sci. 2023, 13, 8015

8 of 14

predictive models; (ii) a “selection cohort” (collected between 1996 and 2000), used to evaluate
the performance of the candidate predictive models; (iii) a “validation cohort” (collected
between 2006 and 2013), used to test the performance of the best-performing models.
A 30 min window of physiological data was used along with the time since the last crisis
to predict impending crisis events, with prediction horizons ranging from 15 to 360 min.
Myers et al. suggested that a shorter prediction horizon of 30 min was clinically more
appropriate. The predictive model that returned the maximal AUC-ROC reported was
a five-feature logistic regression using ICP measurements and the time since the last crisis,
which was able to predict an ICP crisis with a 30 min prediction horizon, with an AUC-ROC
of 0.83 on the “validation cohort”. The authors reported that the two physiological signals
most associated with precursors to ICP crises were ICP and change in ICP.

There is significant methodological heterogeneity between the three studies, which
renders a meta-analysis inappropriate. The studies presented three different solutions for
predicting ICP crises. There was significant disparity in the sizes of the datasets used to
train and test the models described in the studies. Although the main diagnosis in the
Schweingruber et al. study was TBI (33.9%), the remaining diagnoses were not [intracerebral
haemorrhage, 21.0%; stroke, 16.1%; MISC, 13.5%; subarachnoid haemorrhage, 11.1%; tumour,
4.4%], unlike the two other studies.

3.5. Assessing the Clinical Suitability of ICP-Predictive Models

An objective of this review was to assess the clinical suitability of the three models
used in the respective studies. The two main reviewers (G.R.E.B, M.R) employed the use of
the checklist developed by Scott et al. [30] for assessing the suitability of machine learning
applications in healthcare and applied it to the three studies reviewed. Table 2 details the
results of Scott et al.’s clinical suitability checklist.

The results of the clinical suitability assessment assert areas of possible shortcomings
within the existing literature, which include (i) lack of pre-specification and rationale of
the amount of data needed to train a model, (ii) lack of external validation of developed
models, (iii) lack of findings or focus on clinical intelligibility and (iv) lack of measurements
describing possible ways in which algorithms can potentially harm patients or raise ethical,
legal or social concerns.

3.6. Risk of Bias Across Studies

There was significant heterogeneity introduced into the studies by the different sizes of
the datasets used to train and test the models described above. In Schweingruber et al., the
training data were obtained from 1077 patients—143.27% larger than the training dataset
used in Giiiza et al.’s study (178 patients) and 98.13% larger than the training dataset used
by Myers et al. (368 patients). The Schweingruber et al. study returned an AUC-ROC
of 0.95, which was 8.56% and 9.95% greater than the respective approaches presented by
Giiiza et al. and Myers et al.

The performance of Schweingruber et al.’s approach may have been influenced by
data bias. It seems reasonable to suggest that the significantly larger training dataset
used by Schweingruber et al., compared to the other two studies, allowed for the greater
generalisation of their developed model, which may have contributed to the higher AUC-
ROC value. An additional factor that may have affected the results was the diagnoses of the
patients who comprised Schweingruber et al.’s dataset. Unlike the other two studies, whose
datasets were solely TBI patients, in the Schweingruber et al. study, TBI was the main
diagnosis (33.9%) [intracerebral haemorrhage, 21.0%; stroke, 16.1%; MISC, 13.5%; subarachnoid
haemorrhage, 11.1%; tumour, 4.4%].
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Table 2. Clinical checklist for assessing suitability of machine learning applications in healthcare.

Item

Response

1. What is the purpose of the algorithm?

The objective and context of the algorithm were adequately stated in the included studies.

2a. How good were the data used to train the algorithm?
2b. To what extent were the data accurate and free of bias?
2c. Were the data standardised and interoperable?

All three studies (100%) reported inclusion criteria. One study (33.3%) reported exclusion criteria.

All three studies (100%) reported age. All three studies (100%) reported sex. The Glasgow coma scale
(GCS) score for patients was reported in two of the studies (66.7%). Two of the studies (66.7%) used
prospectively collected data. Although all three studies (100%) reported the extent of missing data,
how missing data was handled was poorly reported in all three studies. All the data used in two of the
studies (66.7%) were obtained at a single hospital or medical centre. The data used in one of the studies
(33.3%) was collected from multiple hospitals or medical centres.

3. Were there sufficient data to train the algorithm?

All three studies (100%) reported the number of patients in the training dataset. None of the studies
prespecified a sample size.

4. How well does the algorithm perform?

Two of the studies (66.7%) used resampling methods. One of the studies used 10-fold cross-validation.
One of the studies performed 10 iterations of 5-fold cross-validation. Across all three of the studies (100%),
the reported AUC-ROC ranged from 0.83 to 0.95. One of the studies (33.3%) performed external validation.

5. Is the algorithm transferable to new clinical settings?

None of the studies (0%) assessed algorithm performance in a real-world context.

6. Are the outputs of the algorithm clinically intelligible?

Three of the studies (100%) used machine learning models. Only one of the studies (33.3%) provided
a heat map of feature importance.

7. How will this algorithm fit into and complement current workflow?

None of the studies reported how their algorithms impacted real-world clinical workflows, although
all of the studies described how their algorithms could be used to positive effect within a clinical setting.

8. Has use of the algorithm been shown to improve patient care and outcomes?

None of the algorithms in these studies were subjected to clinical trials aimed at
demonstrating improved care or patient outcomes.

9. Could the algorithm cause patient harm?

No comments were made about potential harm.

10. Does use of the algorithm raise ethical, legal or social concerns?

No comments were made about any such concerns.
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There could be a risk of measurement bias within the study by Myers et al. as the
patient data were collected over a period of 24 years, between 1989 and 2000 and between
2006 and 2013. It seems reasonable to suggest that over such a period there may have
been changes in patient care practices that influenced the integrity of the model. However,
Myers et al. attempted to reconcile this by training their model using the oldest of the
recorded data (collected between 1989 and 1996) and testing their model on the most recent
data (collected between 2006 and 2013). It appears that the authors assumed that if their
model trained on the oldest data performed well when tested on the newest data, this was
evidence of the model’s robustness against changes in care management.

4. Discussion
4.1. Summary of Evidence

The review identifies logistic regression, Gaussian process (GP) and long short-term
memory (LSTM) models as the current leading machine learning techniques for predicting
ICP crises in TBI patients. Notably, each of the three studies presented a different solution,
with the most recent paper by Schweingruber et al. demonstrating superior performance
using an LSTM model architecture, achieving an AUC-ROC of 0.95. This result outperforms
the GP approach utilized by Giiiza et al. by 8.56% and the logistic regression model
described by Myers et al. by 9.95%. These findings emphasize the potential of advanced
neural network models, such as LSTM, for enhancing the accuracy of ICP crisis prediction.

This systematic review suggests that the logistic regression, GP and LSTM models are
the current leading machine learning techniques for predicting ICP crises in TBI patients.
Each of the three studies presents a different solution. Of the different approaches, the most
recent paper by Schweingruber et al. performed best, using an LSTM model architecture
that returned an AUC-ROC of 0.95, which was 8.56% greater than the GP approach used by
Giiza et al. and 9.95% greater than the logistic regression model described by Myers et al.

However, the review also draws attention to the lack of consistency in defining an ICP
crisis across the three studies. Each study employed different thresholds of ICP, and varying
durations above a defined threshold, to classify a crisis. This discrepancy raises concerns
regarding the comparability of results and the establishment of standardized criteria for ICP
crisis prediction. To address this issue, future research should prioritize consensus building
efforts to define an ICP crisis uniformly, ensuring robust and reproducible findings.

Furthermore, the review highlights the existence of some agreement regarding the
clinically relevant prediction horizon. Two of the studies proposed a prediction horizon
of 30 min, while the third suggested a two-hour horizon. Our review not only identifies
partial alignment among the studies, regarding the clinically relevant prediction horizon
for ICP prediction in TBI patients, but also emphasizes the need for further clarity in
determining the optimal prediction horizon with clinical relevance. To establish consensus
guidelines for the appropriate prediction period, various factors should be considered, such
as the nature of the injury, patient characteristics, available healthcare professionals and
treatment interventions.

The nature of the injury and patient characteristics play a role in defining a suitable
prediction horizon for predicting an ICP crisis. TBI encompasses a wide spectrum of
severity and complexity, ranging from mild to severe cases. The extent of brain damage, the
presence of associated injuries and individual patient factors can influence the progression
and severity of the injury. In cases of severe TBI, where the risk of an ICP crisis is higher,
a shorter prediction horizon, such as 30 min, may be more appropriate, to enable timely
interventions and prevent adverse outcomes.

The available healthcare resources and the context of a busy clinical setting are impor-
tant considerations. In such settings, healthcare professionals often face resource constraints
and time limitations. Allocating resources effectively, to address critical patient needs, is
crucial for optimal patient care. A prediction horizon of two hours, as suggested by one of
the studies, may potentially strain already stretched healthcare resources, as continuous
monitoring and interventions over an extended period may not be feasible.
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Thus, it seems reasonable to suggest that a shorter prediction horizon, such as 30 min,
could be more suitable in busy clinical settings with limited resources. This duration
allows healthcare professionals to promptly respond to impending ICP crises while opti-
mising resource utilization. However, the determination of the most appropriate prediction
horizon should be a collaborative effort involving clinicians, researchers and relevant stake-
holders, to ensure that it considers both the clinical needs and the practical realities of
healthcare delivery.

In addition to assessing the methods and outcomes of the reviewed studies, an additional
analysis was conducted to evaluate the clinical relevance of the different models. A significant
concern arises from the lack of emphasis on clinical intelligibility in research efforts. Con-
sidering the potential value it holds, it is reasonable to suggest machine learning will play
a larger role in healthcare. As a result, establishing trust through intelligibility in the initial
phase (we suggest the idea that intelligibility becomes of less importance as confidence
increases, similarly to how we rarely question the directions generated by maps on our
phone) between machine learning products and healthcare professionals becomes crucial,
in order to encourage adoption and leverage possible potential benefits. Within this context,
it is crucial to consider the trade-off between the slightly lower performance yet higher
interpretability offered by white box models versus the potential for higher performance
but reduced interpretability associated with black box models. This trade-off is evident in
this review, where Shweingruber et al. employed an LSTM model, considered a black box
model, while Myers et al. utilized a white box approach using Logistic Regression.

White box models refer to models that provide a clear understanding of how they
arrive at their predictions. These models are often based on well-defined rules that can be
easily interpreted by humans. In the case of predicting ICP crises, white box models may
offer valuable insights into the decision making process, allowing clinicians to understand
the variables that contribute most significantly to the predictions. The greater interpretabil-
ity can cultivate confidence, aiding in the collaboration between clinicians and machine
learning tools.

Conversely, black box models may provide greater prediction accuracy; however,
their internal workings are often opaque, making it challenging to understand why
a particular prediction was made. Given this lack of interpretability, in a clinical setting
—where decisions hold vital implications for patients—clinicians may hesitate to adopt
tools leveraging black box models if the reasoning behind the predictions is unclear.

It is therefore essential to strike a balance between model performance and inter-
pretability in a clinical setting. White box models can offer a clearer understanding of the
decision making process, but they may sacrifice some predictive performance compared
to black box models. While the reviewed studies showcased the effectiveness of machine
learning algorithms in predicting ICP crises, there is a paucity of investigation into the
interpretability of these algorithms. Ensuring clinical intelligibility should be a priority
in research endeavours, to maximise trust and increase the possibility of effective use in
real-world scenarios.

4.2. Limitations

No attempt was made to identify or translate non-English-language publications,
which may have limited the inclusion of some relevant studies. There is a possibility of
publication bias, as the review included only studies published since 2012 and those which
focused on TBI patients, which could act as a possible restriction on the number of studies
reviewed. The variability in the sizes of the datasets and approaches used to train and
test the models, together with the fact that one of the studies contained other diagnoses
alongside TBI, may have affected the outcomes of the review. The literature has shown
the prevalence and effect of TBI on patients and on society. As the studies in this review
describe, it seems reasonable to suggest that the ability to successfully predict ICP crises
in TBI patients and subsequent timely interventions from healthcare professionals may
enhance patient outcomes. Although this review identified GP, logistic regression and
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LSTM machine learning models as the most effective techniques for predicting ICP in TBI
patients, further research is required, to collect more data for the use of similar predictive
models in a clinical setting. The heterogeneity of the methodologies of the different studies
and predictive models did not allow for the undertaking of a meta-analysis and, thereby,
for a definitive conclusion.

5. Conclusions

This review provides insights into the current state of machine learning approaches to
ICP prediction in patients with TBI. While the reviewed studies demonstrated accuracy
in predicting ICP crises, we identified several areas for future research, to advance the
field and maximise the clinical applicability of prediction models. Further research efforts
should focus on addressing three key aspects:

1. Definition of ICP crises: The absence of a universally accepted definition for ICP crises
poses a challenge to achieving consistency and comparability across studies. Estab-
lishing a standardized definition that encompasses specific thresholds and durations
of elevated ICP would facilitate meaningful comparisons of prediction models. Future
research should prioritize the establishment of a consensus definition, through expert
panels and collaborative efforts involving multiple research institutions;

2. Optimal Prediction Horizon: Determining the optimal prediction horizon is essential
for timely interventions and improved patient outcomes. Our review shows divergent
views on the ideal time window for predicting ICP crises, with variations ranging
from 30 min to 2 h. Resolving this discrepancy and establishing a widely accepted
prediction horizon would guide researchers and clinicians in the development and
application of prediction models. We suggest that 2 h is too long a time window;, as it
would potentially consume too many scarce healthcare resources. Studies that involve
healthcare professionals with experience caring for TBI patients could provide crucial
insights into the most clinically relevant prediction horizon;

3. Model Intelligibility: While the reviewed studies focused primarily on the perfor-
mance aspects of machine learning algorithms, there is a need for ethical consider-
ations and the impact on patients to be given increased attention. Research should
prioritize the development of clinically interpretable models that provide transparency
and intelligibility to patients and healthcare professionals. An evaluation of potential
challenges—including ethical, legal and social implications—is needed, to ensure
responsible and accountable deployment of machine learning approaches in clini-
cal practice.

While machine learning methods show promise in predicting ICP crises in TBI patients,
this systematic review highlights the need for further research, to address critical gaps in the
field. Establishing a consensus definition of ICP crises, determining the optimal prediction
horizon and incorporating ethical considerations will strengthen the clinical relevance
and applicability of prediction models, thus enhancing patient care and contributing to
improved outcomes in the management of TBL

Author Contributions: Conceptualization, G.R.E.B. and P.A.K.; methodology, G.R.E.B. and M.R;;
formal analysis, G.R.E.B. and M.R,; writing—original draft preparation, G.R.E.B.; writing—review
and editing, G.R.E.B. and P.A K,; visualisation, G.R.E.B. All authors have read and agreed to the
published version of the manuscript.

Funding: The study was financially supported by the George Daniel Doctoral Studentship at City
University of London.

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.



Appl. Sci. 2023, 13,8015 13 0f 14

Appendix A

Table A1. Table of keywords used in the systematic search of articles.

Systematic Search Keywords

Traumatic Brain Injury Intracranial Pressure Machine Learning Prediction
traumatic brain injuries Intracranial Pressure Artificial Intelligence Prediction
brain injury intra-cranial pressure machine learning predicting
brain injuries ICP ML predict

brain trauma intracranial hypertension algorithm forecast
traumatic encephalopathy intra-cranial hypertension algorithms forecasting
traumatic brain injury intracranial hypotension Al early warning
encephalopathy intra-cranial hypotension deep learning

TBI supervised machine learning

TBIs unsupervised machine learning

supervised learning

unsupervised learning

multi-layer perceptron

MLP

artificial neural network

ANN

neural network

NNs

NN

computational

computational approaches

mathematical concepts

statistical modelling
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