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A B S T R A C T

Wet-to-dry organic Rankine cycles could generate 30% higher power outputs in the temperature range of 150
to 250 ◦C compared to existing single-phase cycles. Since the expansion is only partially wet, turboexpanders
could potentially be applied provided that the wet portion of the expansion is confined to the stator to avoid
erosion in the rotor. To assess the feasibility of achieving complete evaporation in the stator, two-dimensional
non-equilibrium numerical simulations of the wet-to-dry expansion of siloxane MM in a covering–diverging
nozzle are performed for the first time. The simulation setup is first validated against published experimental
data, and a sensitivity study is conducted concerning the selected interphase models. The model is then applied
to simulate expansions from inlet pressures ranging from 478 to 1250 kPa and vapour qualities from 0.1 to 0.5.
Moreover, the droplet number density was varied between 1010 and 1014. The results show that the evaporation
rate, the extent of non-equilibrium effects and the flow’s spatial uniformity are predominantly dependent on the
droplet size. Expansions beginning with droplets smaller than 20 μm resulted in complete mixture evaporation
and negligible non-equilibrium effects in almost all investigated cases. For larger droplets, ranging from 40
to 100 μm, full evaporation could only be achieved for inlet pressures above 750 kPa and inlet qualities
above 0.3, whereas for lower pressures, the outlet vapour quality varied between 80 and 90%. For droplets
larger than 200 μm, there is a significant delay in evaporation resulting in outlet quality typically between
40 and 70%. Larger droplet flows are characterised by substantial velocity slip, temperature difference, phase
separation and lateral velocity variations. Having said this, droplet breakup analysis indicates that droplets
larger than 100 μm are likely to undergo breakup, which could enhance the evaporation rate; however, this
requires further investigation. In conclusion, high inlet pressures and high inlet qualities are preferred from
the perspective of ensuring dry-vapour conditions at the nozzle outlet.
1. Introduction

Organic Rankine cycle (ORC) systems have been identified as a
promising alternative to the conventional Rankine cycle for exploita-
tion of low-to-medium temperature sources [1], such as renewable
sources or waste heat from power plants and various industrial pro-
cesses [2,3]. Despite the recent growth of the ORC market [4], achiev-
ing competitive economic performance may be hindered by several
factors. ORC systems suffer from low thermal efficiencies due to low
cycle temperatures, while heat transfer over small temperature differ-
ences translates to increased heat exchanger size that contributes to a
higher installation cost. Furthermore, low latent heat of vapourisation,
typical of organic fluids, leads to relatively high feed-pump power
consumption [5]. These factors often make it challenging to achieve
acceptable economic performance. In this context, cycle modifications
that could increase power output without incurring additional costs

∗ Corresponding author.
E-mail addresses: pawel.ogrodniczak@city.ac.uk (P. Ogrodniczak), martin.white@sussex.ac.uk (M.T. White).

could help commercialise ORC systems at a wider scale. One factor
restricting further improvements in the basic ORC is the isothermal
evaporation, which is responsible for a large portion of the total exergy
loss [6,7]. It also limits the extent to which the heat source can
be cooled due to the presence of the evaporator pinch-point, which
in turn lowers the maximum attainable power output [8]. There-
fore, alternative cycle architectures that could alleviate these issues
have been proposed. In particular, expanding the fluid from saturated
liquid or a two-phase state could fully or partially remove isother-
mal evaporation and consequently help achieve higher power outputs.
Two-phase cycles such as the trilateral flash cycle [9–12] and partially-
evaporated ORC [13–15] have demonstrated higher exergy efficiencies
and power outputs when compared to single-phase cycles applied to
low-temperature sources.
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Nomenclature

𝛼 Volume fraction
𝛿 Kronecker delta
𝜆 Thermal conductivity, W/m
𝜇 Dynamic viscosity, Pa*s
𝜇𝑡 Dynamic eddy viscosity, Pa*s
𝜈 Kinematic viscosity, m2/s
𝜈𝑡 Kinematic eddy viscosity, m2/s
𝜌 Density, kg/m3

𝜎 Surface tension coefficient, N/m
𝜎𝑡 Turbulent Schmidt number
𝜏 Stress tensor, Pa
H Heat-transfer coefficient, W/m2

𝐴 Area, m2

𝑐𝑝 Specific heat capacity at constant pressure,
J/kg*K

𝐶𝐷 Drag coefficient
𝐶𝐿 Lift coefficient
𝐶𝑇𝐷 Turbulent dispersion coefficient
𝐷 Diameter, m
𝐷𝐿𝑉 Interfacial drag, N
𝐹𝐷 Drag force, N
𝐹𝐿 Lift force, N
𝐽𝑎𝑇 Jakob number
𝑀 Interphase momentum exchange
𝑁𝑑 Droplet number density, 1/m3

𝑁𝑢 Nusselt number
ℎ Specific enthalpy, J/kg
ℎ𝐿𝑉 Latent heat of vapourisation, J/kg
�̇� Mass flow rate, kg/s
𝑃 Pressure, Pa
𝑃𝑒 Péclet number
𝑃𝑟 Prandtl number
𝑃𝑡 Turbulent Prandtl number
𝑞 Vapour quality
�̇� Heat flux, W/m2

�̇� Heat transfer rate, W
𝑅𝑒 Reynolds number
𝑡 Time, s
𝑇 Temperature, K
𝑈 Velocity, m/s

Sub- and superscripts

cr Critical
d Droplet
ex Interphase exchange
in Inlet
int Interfacial
L Liquid phase
mix Mixture
out Outlet
rel Relative
th Throat
V Vapour phase

Despite the potential benefits of two-phase expansion, the main
hallenge lies in the availability of efficient two-phase expanders. To
aintain the thermodynamic advantage of two-phase expansion, the
2

Fig. 1. Temperature-entropy diagram of the wet-to-dry cycle.

expander efficiency should be similar to that of single-phase machines.
Volumetric expanders have been primarily considered since they can
tolerate wet conditions. Smith et al. [16–18] performed numerical
and experimental studies on two-phase expansion in screw expanders,
demonstrating that efficiencies over 70% can be achieved at temper-
atures in the range of 100–150 ◦C. Murthy et al. [19] summarised
the performance of various volumetric expanders and found that the
efficiency of prototypes was relatively low, usually not exceeding 60%.
One of the shortcomings of volumetric expanders is the limited built-in
volume ratio (typically below 10) [20], which limits the application
of single-stage volumetric expanders to low-temperature applications,
typically below 150 ◦C. Impulse turbines have been proposed as alter-
native two-phase expansion machines. Elliott [21] carried out tests on
single and two-stage axial impulse turbines for two-phase expansion
of water-nitrogen mixtures and R22. A turbine efficiency of around
50% was measured, which is considerably lower than the efficiency
attainable by single-phase turboexpanders. Hays and Brasz [22] em-
ployed an axial impulse turbine in their design of a turbine-compressor
unit for trans-critical CO2 refrigeration cycles. The turbine operating at
110,000 rpm could achieve an efficiency of 69%. Pelton turbines have
also been considered for two-phase applications, but existing studies
report low efficiencies [23,24]. An additional concern in two-phase
impulse turbines is the presence of liquid droplets in the rotor, which
can contribute to blade erosion, increased wear and performance dete-
rioration. Less conventional expanders, such as rotating radial-outflow
turbines and Tesla turbines have also been proposed for two-phase ex-
pansion, although numerical [25,26] and experimental [27–30] studies
indicate relatively poor performance.

The review of the open literature indicates that it is challenging
to design an efficient two-phase expander, especially for heat-source
temperatures above 150 ◦C. However, within the large group of organic
fluids typically applied in ORC systems, there exist fluids that have a
saturation dome with a positive slope when viewed in the temperature-
entropy diagram (see Fig. 1). Provided there is sufficient overhang of
the saturation dome, it may be possible to operate a wet-to-dry cycle,
where the fluid undergoes flash boiling and transitions from a two-
phase mixture to superheated vapour under the act of depressurisation.
Unlike other two-phase ORC systems, only part of the expansion occurs
under the two-phase regime in the wet-to-dry cycle. This opens the
possibility of employing existing turboexpander architectures, such as
the radial-inflow turbine, that can achieve high volumetric expansion
ratios but have previously been discarded for two-phase applications
due to erosion concerns [22].

The stator plays a pivotal role in a turbine designed for the wet-to-
dry cycle as it has to facilitate complete evaporation of the two-phase
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mixture and deliver a uniform dry flow to the rotor. Elliott [21] was
the first to discuss the concept of the wet-to-dry cycle. The author
conducted preliminary studies, simulating the expansion of toluene
from an inlet temperature of 289 ◦C (2.847 MPa) and quality of 0.01 to
an outlet temperature of 70 ◦C (27.19 kPa) in a converging–diverging
ozzle. The results seem promising as complete mixture evaporation
as achieved maintaining a high nozzle efficiency of around 98%.
he concept has been recently revisited by White [8], who performed
ycle optimisation studies and preliminary radial-inflow turbine design,
ncluding numerical simulations of the two-phase expansion in the tur-
ine stator. The author found that the wet-to-dry cycle could generate
p to 30% more power than the single-phase ORC for heat source
emperatures between 150 and 250 ◦C, using fluids such as the silox-
nes MM or MDM. Ortego Sampedro and Védie [31] also conducted
ptimisation of the wet-to-dry cycle operating with a diphenyl-diphenyl
xide eutectic mixture. Seeking the optimum turbine inlet conditions,
he authors found that two-phase inlet conditions were most favourable
or heat source temperatures between 400 and 500 ◦C in a standalone
ycle as well as a part of a cascade system. The cycle studies of
hite [8] were followed by three-dimensional viscous steady-state nu-
erical simulations performed on a radial-inflow turbine stator; these

ndicated that the mixture could be fully evaporated. Nevertheless, the
imulations were performed using a homogeneous-equilibrium model
HEM), which assumes mechanical and thermal equilibrium between
he phases. In other words, the phases were forced to have identical ve-
ocities (homogeneous) and identical temperatures (equilibrium) equal
o the local saturation temperature. However, the expansion through
he stator involves rapid acceleration to velocities in the order of 200–
00 m/s over a short distance. In such conditions, the phases may
ot have enough time to effectively exchange heat, while the density
ifference between liquid and vapour may lead to the development
f velocity slip. The temperature and velocity disparity between the
hases is commonly referred to as non-equilibrium effects. To in-
estigate the significance of the non-equilibrium effects, White [32]
eveloped a nozzle design tool based on a simplified quasi-1D two-fluid
odel that can generate nozzle geometries for wet-to-dry expansion,

aking into account the velocity slip and thermal non-equilibrium. The
uthor found that non-equilibrium effects can significantly affect the
et-to-dry expansion, delaying the evaporation rate, which makes the
omogeneous-equilibrium model unsuitable for simulating wet-to-dry
xpansion. Nevertheless, the results of the quasi-1D model did indicate
hat it is possible to design a converging–diverging nozzle that would
acilitate complete evaporation of the mixture, providing that the inlet
ressure is sufficiently high. Apart from the few numerical works,
hermet et al. [33] recently carried out an experimental study on
n impulse-type axial micro turbine applied to wet-to-dry expansion
f several dry fluids. Overall, it was found that as the flow entering
he turbine turned from dry to wet, the turbine power output started
ecreasing. With an inlet quality of around 0.65, the power output
ropped by 6.4% compared to the design single-phase operation. How-
ver, one should note that the turbine was nominally designed for
ingle-phase expansion, while the vapour quality was estimated with
onsiderable uncertainty. The experiment also did not include direct
easurements of the fluid state at the stator outlet, and thus it was
ncertain whether dry conditions were achieved at the stator outlet.

To date, very few works have been undertaken to validate the
oncept of a wet-to-dry cycle integrated with a turbomachine. Previous
umerical studies either neglected the non-equilibrium effects or over-
implified the flow, assuming quasi-1D inviscid flow. This work aims
o fill that gap by employing a suitable flash-boiling model to perform
umerical simulations of the wet-to-dry expansion in a converging–
iverging nozzle under conditions relevant to the wet-to-dry cycle, tak-
ng into account turbulence and multidimensional effects. The specific
bjectives and novelty of the current study are discussed in the next sec-
ion, following a review of previous numerical studies of flash-boiling
3

roblems.
2. Review of numerical studies on flash-boiling problems

Flash boiling is a phenomenon that occurs when liquid is subjected
to depressurisation below its boiling point, which initiates the phase-
change process. Flashing is different to cavitation in that it happens
at higher pressures and temperatures, and the phase-change process
is assumed to be dominated by interphase heat transfer, whereas the
effect of pressure non-equilibrium is deemed negligible [34,35]. Flash-
ing is present in various technical scenarios, such as flows through
cracks and restricted areas (e.g. orifices, valves) or liquid expansion
through nozzles and injectors. It has been extensively studied both
experimentally and numerically in the context of nuclear safety anal-
ysis [35]; specifically in the context of loss of coolant accidents [36],
flow-induced instabilities in passive containment cooling systems [37],
and flows through pressure relief valves [38] and nozzles [39,40].
Flashing also occurs in refrigeration systems (e.g., flashing in two-phase
ejectors that replace the throttle valve) [41–43], two-phase geothermal
turbines [26–28,44] and the proposed wet-to-dry cycle [8,32]. With the
aim of performing a multidimensional numerical simulation of flash
boiling, one first has to choose a suitable modelling technique. The
most simplistic approach is to assume that both phases of the mixture
have identical velocities and temperatures. Such a model is referred
to as a homogeneous-equilibrium model, and as discussed, previous
studies have found this assumption to be unsuitable for simulating the
nozzle of a wet-to-dry turbine [32].

A slightly more advanced model, frequently employed in simu-
lations of flash boiling, is the homogeneous-relaxation model [45].
The model also assumes identical phase velocities but accounts for a
delay in evaporation by allowing the mixture quality to deviate from
equilibrium. The mixture quality approaches the equilibrium quality at
a rate defined by an empirically-derived time constant, and accurate
results can be achieved if appropriate experimental data exist to define
the relaxation time constant [41,43,46]. The major shortcoming of the
homogeneous relaxation model is its lack of generality; the relaxation
time constant derived for a given fluid and flow conditions may be
invalid when either of these changes. For instance, Loska et al. [43]
used the relaxation time expressions derived from water flash-boiling
experiments to simulate flash boiling of R410a. The authors found that
the mass-flow rate predictions deviated from the experimental data
by 17%–25%, but once the model was tuned to the refrigerant, the
deviation reduced to about 5%. Taking into account that the current
study is concerned with flashing of siloxane MM, for which to the
authors’ best knowledge no suitable experimental measurements are
available, a more general modelling approach is needed.

A more sophisticated and general technique is the two-fluid model
(also referred to as the six-equation or separated model), which treats
the two phases as interpenetrating continua. Separate transport equa-
tions are solved for both phases, such that each phase has its own
velocity and temperature field. The two-fluid model can thus account
for both velocity slip and thermal non-equilibrium. The model relies
on interphase models to simulate the interaction between the phases,
defined in terms of mass, momentum and energy exchange. The phase-
change process is assumed to be the result of interphase heat transfer.
One of the most challenging tasks when modelling flashing is the
estimation of the interfacial area, which has a significant impact on
the rate of interphase heat transfer. There exist nucleation models that
can be used to estimate the number and size of bubbles formed in
superheated liquid. Alternatively, the assumption of a constant bubble
diameter, or a constant number of bubbles per unit volume, can be used
as a simplified approach.

The open literature contains numerous studies based on using the
two-fluid model. The majority of these have been concerned with
flash boiling of sub-cooled water, where the dispersed phase is as-
sumed to be in the form of vapour bubbles. Mimouni et al. [47]
employed the two-fluid model to simulate the ‘‘Super Moby Dick’’

experiment [48], which involved flashing of sub-cooled water in a
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converging–diverging nozzle. Nucleation models in conjunction with
a constant bubble diameter were applied to estimate the interfacial
area. Overall, the model proved capable of simulating flash boiling with
acceptable deviations from the experimental data. The model was also
applied to simulate cavitation in a flow through an orifice plate; the
numerical predictions agreed with experimental observations. Marsh
and O’Mahony [49] implemented the two-fluid model to simulate flash
boiling of sub-cooled water in a converging–diverging nozzle referred
to as the BNL nozzle. The nozzle was the subject of an experimental
campaign carried out by Abuaf et al. [40]. Although there were certain
discrepancies in the radial vapour distribution, the average streamwise
variations were in relatively good agreement with the experimental
measurements in most cases. Janet et al. [50] employed the two-fluid
model to test the capability of three different wall nucleation models
to predict the bubble-formation process in the BNL nozzle [40]. The
authors also included the bubble coalescence effect. Provided that a
suitable nucleation model was used, the model could predict average
streamwise flow variations and mass flow rates relatively well. Similar
to the study of Marsh and O’Mahony [49], noticeable differences were
found in the radial vapour distribution, which required modification of
the nucleation model used.

Liao and Lucas [51] also used the two-fluid model for simulating
flashing of water in the BNL nozzle. However, in contrast to the
study of Janet et al. [50], a constant bubble number, tuned to match
experimental measurements, was applied. The authors found that the
mass flow rate could be predicted with a maximum deviation below
7%. Overall, the model provided satisfactory estimations when average
streamwise variations of pressure and vapour volume fraction are of
interest, but when radial vapour distributions are concerned, much
larger deviations were found, which may be due to the assumption of
a constant bubble number density. In later studies [37], the authors
applied the two-fluid model to simulate three flash boiling scenarios
using various approaches to modelling bubble number and size. The
authors simulated flash boiling in a pipe blowdown test [52], and
oscillations induced by flashing in a riser pipe [36]. The constant
bubble diameter and constant bubble number density assumptions were
applied in those studies. The third investigation was focused on flashing
in the BNL nozzle, where the authors solved a bubble number transport
equation based on the nucleation models. Despite certain quantitative
differences, the two-fluid model correctly predicted the trends in the
first two cases. As for the BNL nozzle, the mean flow behaviour and
streamwise variations well matched the experimental data, but a sig-
nificant discrepancy in radial vapour phase distribution was found,
similar to previous studies on the BNL nozzle. In a bid to improve
the model, the authors [37] implemented the inhomogeneous multiple
size group model (MUSIG) to include the effects of variable size of the
vapour bubbles. The model was applied to simulate the experiment of
flash boiling of water in a vertical pipe, conducted in the TOPFLOW
facility dedicated to testing two-phase flows [53]. Although, the bubble
size spectrum was correctly predicted, deviations in the radial vapour
distribution remained, which indicates that there may have been some
inaccuracy in predicting the lift and turbulent dispersion effects that
affect transverse bubble migration.

Rane and He [44] employed the two-fluid model to perform a
three-dimensional simulation of flash boiling of water in a curved
channel of a two-phase reaction turbine designed for power generation
from geothermal sources. The results showed that both the bubble
number and the selected interphase heat-transfer coefficient correlation
significantly affected the results. Generally, with suitable assumptions
for the bubble density number and heat-transfer coefficient, the turbine
power output at the design speed could be predicted within 5% of
the experimental data. When the speed was lowered, the deviation
increased to about 30%–50%. On the other hand, the predicted mass
flow rate was accurate within the whole operation range. The average
variation of vapour mass fraction was also captured relatively well,
4

with the model slightly underestimating the vapour generation rate. f
Nevertheless, the trends were well conserved. The authors later em-
ployed the model to study flash boiling in a modified turbine geometry,
including a rotor-stator assembly [26].

In all these cited studies, the dispersed phase was assumed to be
vapour, although in some cases the void fraction at the outlet exceeded
0.7, which could mean this assumption is no longer valid. This was
recognised by Ortego Sampedro et al. [54], who proposed a transitional
model, based on the two-fluid model, that is capable of switching from
the bubbly to droplet flow regime. This model was found to be more
flexible than other existing models as it could be well calibrated using
the droplet and bubble numbers, and predict simultaneously the mass
flow rate and nozzle efficiency.

In summary, the two-fluid model has been successfully applied to
simulate various flash boiling problems. It has been found to be capable
of providing relatively accurate estimates of the overall flow behaviour
and the phase-change process when applied to in-nozzle flashing, which
is directly relevant to the current study. In the current study, the
two-fluid model has been employed for the first time to perform a two-
dimensional viscous non-equilibrium CFD simulation of the wet-to-dry
expansion of siloxane MM in a planar converging–diverging nozzle.
Although, the two-fluid model has been previously applied to study
wet-to-dry expansion [32], the analysis was simplified to quasi-1D flow,
and only gave insight into average flow variations, while neglecting the
effects of turbulence and spatial variations. In contrast to previous CFD
studies, flashing from a two-phase state does not involve the nucleation
process, and hence nucleation models cannot be applied to estimate the
interfacial area. Moreover, adjustments are necessary since the liquid
is now the dispersed phase, while the vapour phase cannot be fixed to
saturation conditions (a common assumption in previous studies) to al-
low the transition to superheated conditions. In the following sections,
a description of the model is provided including a validation study
against experimental data for flash boiling of water. Following this,
sensitivity studies are performed concerning the selected interphase
models. The model is then applied to study the wet-to-dry expansion
of the siloxane MM under operating conditions relevant to the wet-to-
dry cycle. The results of the simulations give insight into the expansion
characteristics for inlet pressure ranging from 478 kPa to 1250 kPa,
inlet quality from 0.1 to 0.5 and droplet numbers ranging from 1010 to
014 droplets per unit volume. The results reveal the degree of flow non-
niformity in terms of two-dimensional variations of flow properties
ithin the nozzle. Furthermore, droplet breakup analysis is conducted

o investigate the effects of possible droplet breakup and assess the
ealistic size of droplets throughout the expansion. This work further
ssesses the feasibility of constructing a nozzle for the wet-to-dry cycle
hat could facilitate complete evaporation of the mixture.

. Two-fluid model

This section provides an overview of the two-fluid model applied
o flash-boiling flows. It is important to note that this section only
utlines general concepts and modelling techniques, while a detailed
escription of the model, including the flow governing equations, is
rovided in Appendix A.

.1. Overview

In the two-fluid model, the Eulerian-Eulerian framework is em-
loyed, which means that both phases are treated as interpenetrating
ontinua. The conservation of mass, momentum and energy equations
re formulated similarly to single-phase flows with the difference that
n two-phase problems, there can be two phases in each control volume,
nd the phases interact by exchanging mass, momentum and energy.
ence, each term in the governing equations is multiplied by the
olume fraction of the corresponding phase to account for a fraction
f the control volume that the given phase occupies (see Appendix A.1

or details). The interaction between the phases is taken into account
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by including source/sink terms that are evaluated through interphase
models. The critical parameter influencing the phases’ interaction is
the interfacial area. Due to liquid density being substantially higher
than that of vapour, even the expansions from low vapour quality are
likely to be in the form of droplet flows. Hence, the interfacial area
in the current investigation is simply the combined surface area of all
the droplets. Since the expansion begins in the two-phase state, the
nucleation models cannot be applied to estimate the number and size
of droplets. Nonetheless, two alternative approaches can be followed,
namely, a constant droplet size or a fixed number of droplets per unit
volume (droplet number density). The latter technique was applied in
this work because it can better reflect the physical process of boiling
as the droplets are allowed to change size [55]. Assuming there are 𝑁𝑑
roplets per unit volume, the interfacial area per unit volume 𝐴𝑖𝑛𝑡 can
e defined as:

𝑖𝑛𝑡 = 𝑁𝑑 𝜋𝐷
2
𝑑 = 6

𝛼𝐿
𝐷𝑑

(1)

here 𝛼𝐿 is liquid volume fraction and 𝐷𝑑 is the droplet diameter.

.2. Phase change — mass and heat transfer

A common assumption made when simulating flashing is that phase
hange happens solely due to interphase heat transfer; this assump-
ion was also followed in this study. The interphase mass and heat
ransfer are therefore closely linked. The heat transfer was modelled
sing a two-resistance model, which assumes an interface between
he continuous and dispersed phases, which is at local thermodynamic
quilibrium conditions (i.e., saturation conditions). The heat transfer
ccurs between the phases and the interface separately. An energy
alance can be applied across the interface to determine the mass
ransfer (vapourisation rate):

̇ 𝑒𝑥 =
�̇�𝐿 + �̇�𝑉
ℎ𝑉 − ℎ𝐿

=
H𝐿𝐴𝑖𝑛𝑡

(

𝑇𝑖𝑛𝑡 − 𝑇𝐿
)

+ H𝑉 𝐴𝑖𝑛𝑡
(

𝑇𝑖𝑛𝑡 − 𝑇𝑉
)

ℎ𝑉 − ℎ𝐿
(2)

here �̇�𝑒𝑥 is the interphase mass transfer, �̇�𝐿 and �̇�𝑉 represent heat
exchanged between the liquid and the interface, and between the
vapour and the interface respectively; ℎ𝐿 and ℎ𝑉 are liquid and vapour
pecific enthalpies, 𝐴𝑖𝑛𝑡 is the interfacial area, while 𝑇𝐿, 𝑇𝑉 and 𝑇𝑖𝑛𝑡
re the interface, liquid and vapour temperatures respectively. One
an notice that the vapourisation rate also depends on the liquid and
apour heat-transfer coefficients H𝐿 and H𝑉 ; these are estimated using
he interphase models. In this work, H𝑉 was evaluated with the Ranz-
arshall [56] correlation, which was derived from experimental tests

n a water droplet evaporating in a hot air stream. For the heat-transfer
oefficient on the liquid side, one can presume a constant Nusselt
umber of 6, which is an approximation derived from a transient
eat-transfer analysis applied to a solid sphere [57].

.3. Momentum transfer

The interphase momentum exchange in a droplet flow can be broken
own into three major mechanisms: drag, lift and turbulent disper-
ion forces. The drag develops due to a difference in phases density;
he drag coefficient was evaluated by means of the Ishii-Zuber [58]
odel, which is capable of accounting for shape distortion and the

ffect of densely distributed particles, making it suitable for flows with
oth dilute and densely distributed droplets. The lift force drives the
roplets’ lateral migration; the lift coefficient was evaluated using the
omiyama [59] model, which can also account for shape distortion
ffects. Turbulence enhances the distribution of the dispersed phase
rom regions of high concentration to regions of low concentration
f the dispersed phase. Favre Averaged Drag was used for estimating
he turbulent dispersion, which proved suitable for a wide range of
5

pplications [57].
.4. Comment on the interphase models

In summary, the interphase models are employed to estimate vapour
nd liquid heat-transfer coefficients, as well as, the drag, lift and
urbulent dispersion effects. The details of each of these models can be
ound in Appendix A.2. The interphase models constitute the critical
art of the two-fluid model; arguably, the two-fluid model can be less
eliable than the simplified models if unsuitable models are used [34].
ecognising the importance of the interphase models, the authors
ecided to first assess the sensitivity of the solution to the type of
nterphase models used and to confirm the reliability of the current
etup. The results of the sensitivity studies are presented in Section 4.5.

.5. Numerical implementation

The two-fluid model described above was implemented in ANSYS
FX 2021 R1 [60], which uses a finite-volume approach to solve
eynolds-Averaged Navier Stokes (RANS) equations. Steady-state anal-
sis was selected with high-resolution discretisation schemes applied to
dvection terms. The turbulence in the continuous phase is modelled
ith the 𝑘 − 𝜔 SST model. A dispersed phase zero equation model

s applied to evaluate the eddy viscosity of the dispersed phase [61];
he details of the dispersed phase zero equation model are included
n Appendix A.3. An automatic wall function was applied to resolve
radients in the boundary layer zone. The automatic wall function
pproach can switch from directly resolving the boundary layer to
pplying wall functions, depending on the local 𝑦+ value. Since the

current work is concerned with studying organic fluids, which tend to
considerably deviate from the ideal-gas law, a suitable equation of state
is needed to accurately predict fluid’s thermodynamic properties. The
model employs NIST REFPROP 10.0 [62], which uses the Helmholtz-
energy based equation of state that has been derived specifically for
siloxane MM, using empirical and molecular simulation data [63]. Fluid
properties were introduced in the form of look-up tables which were
constructed for a number of pressure-temperature pairs within specified
pressure and temperature intervals. The liquid and vapour properties
were extended into the metastable region and calculated up until the
spinodal limit so that the solver could evaluate phase properties in the
metastable regime (i.e. when the liquid becomes superheated or vapour
becomes subcooled).

3.6. Two-fluid model validation

The purpose of the validation is two-fold; to test whether the model
has been set up correctly and to validate the in-house tool that is used
to construct look-up tables that extend into the metastable region. For
this purpose, the converging–diverging nozzle studied experimentally
by Abuaf et al. [40], referred to as the BNL nozzle, was selected. In
these experiments, water was expanded from the subcooled liquid state,
which means that the assumption of the dispersed phase in the form
of spherical liquid droplets is not valid (at least in the early stage
of expansion). Expansion from a low-quality mixture, rather than a
subcooled liquid state, would be more relevant to the present study;
however, such experimental data is currently unavailable. It is thus
necessary to modify the model described earlier to work with vapour
as the dispersed phase. It is presumed that if a modified version
of the model (suited to a dispersed vapour phase) is validated, its
applicability to droplet flows will also be established. Another benefit
of using the BNL tests as validation is the possibility of comparing the
results to other existing numerical studies [44,51]. The main difference
between these previous studies is the use of look-up tables generated by
REFPROP 10.0 [62]. The details concerning the BNL nozzle geometry,
the required setup adjustments and the mesh independence study can
be found in Appendix B.

Table 1 illustrates the comparison of the average water mass flow
rate at the nozzle outlet with previous studies. It is evident that the av-
erage mass flow rate is very close to the values obtained by Rane & He,
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Fig. 2. The variation of static pressure and vapour volume fraction along the centre line of the BNL nozzle; comparison between the current study, other numerical studies and
the experimental measurements.
and Liao & Lucas, with a similar discrepancy of about 4.9%, compared
to the experimental data. Although the solution for the BNL nozzle
exhibited certain small fluctuations, the fluctuations were sufficiently
small to be ignored when comparing instantaneous values to the results
of the other studies and the experimental measurements. Fig. 2 presents
the comparison of the centre-line distribution of pressure and vapour
volume fraction. It is evident that the overall trends and values closely
resemble the other numerical studies and the experimental results,
which confirms the validity of the developed model coupled with the
look-up tables.

4. Simulation of the wet-to-dry expansion of the siloxane MM

The validated two-fluid model is now applied to study the wet-to-
dry expansion of siloxane MM; a fluid identified as one of the best
candidates for the wet-to-dry cycle [8]. For this purpose, a simple
planar converging–diverging nozzle was created. A range of inlet con-
ditions defined in terms of inlet pressure and vapour quality were
simulated to assess the feasibility of the wet-to-dry nozzle design un-
der various operating conditions. Different droplet numbers were also
simulated to examine how the solution may vary with the droplet size.

4.1. Wet-to-dry nozzle design

The main objective of this work is to perform numerical analysis to
assess the overall characteristics of wet-to-dry expansion, taking into
account the non-equilibrium effects. As the goal is not to generate an
optimal geometry, the most straightforward two-phase nozzle design
approach was followed, based on the assumption of quasi-1D isentropic
two-phase flow in mechanical and thermal equilibrium (homogeneous-
equilibrium model). The flow is assumed to be quasi-1D in the sense
that all the flow properties vary only along the longitudinal axis of the
nozzle 𝑥. Apart from these assumptions, the ratio of nozzle width to
the throat height 𝑏∕𝑜𝑡ℎ, and the ratio of the nozzle length to its throat
𝐿𝑁∕𝑜𝑡ℎ are defined. Appropriate boundary conditions are selected to
ensure the fluid can transition from a two-phase state to a superheated
vapour. The boundary conditions are defined by the inlet pressure
𝑃𝑖𝑛 and inlet quality 𝑞𝑖𝑛, alongside the mass flow rate �̇� and inlet
velocity 𝑢𝑖𝑛. Nozzle outlet conditions are selected to correspond to the
expected stator outlet pressure within a practical wet-to-dry cycle. The
cycle condensation temperature 𝑇𝑐𝑜𝑛𝑑 and the turbine degree of reaction
𝑅 determine the nozzle outlet conditions. The degree of reaction is
particularly important in the design of a turbine for the wet-to-dry cycle
as it determines the fraction of the total expansion that happens in
the stator. Hence, this has to be sufficiently high to ensure that the
fluid can escape the two-phase dome (see Fig. 4). With the boundary
conditions defined, the nozzle pressure profile is defined using a Bezier
6

Fig. 3. The imposed pressure profile constructed using a Bezier curve with three
control points.

Table 1
Comparison of average mass outflow with other numerical studies and experimental
data for the BNL nozzle.

Current
model

Experimental
[40]

Liao & Lucas
[51]

Rane & He
[44]

Mass flow rate [kg/s] 8.37 8.80 8.40 8.38
Difference [%] – 4.89 0.36 0.12

curve with three control points. The Bezier control points are positioned
such that the pressure gradient approaches zero at the inlet and outlet
of the nozzle. Moreover, the pressure at the middle of the nozzle is set
to the average of the inlet and outlet pressures. The imposed pressure
profile is identical in each investigated case and has been illustrated
in Fig. 3. Once the pressure profile has been defined, all other fluid
properties are obtained using pressure-entropy data, while flow velocity
and nozzle cross-sectional area can be derived from the conservation
laws. As noted, the nozzle geometries generated using this approach
are considered suitable for generating baseline geometries that enable
investigations into wet-to-dry expansion. Whilst, the use of a non-
equilibrium design tool, alongside the optimisation of the pressure
profile, could be expected to lead to more optimal designs, such an

investigation is left for subsequent studies.
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Fig. 4. The temperature-entropy diagram of the twelve simulated expansion cases;
he depicted expansions define the boundary conditions used in the nozzle de-
ign and CFD simulations, and are generated under the assumption of isentropic
omogeneous-equilibrium flow.

Table 2
Geometrical features of each investigated converging–diverging nozzle.
𝑃𝑖𝑛
[kPa]

�̇�𝑉 ,𝑖𝑛 𝑃𝑜𝑢𝑡
[kPa]

𝐻𝑖𝑛
[mm]

𝑜𝑡ℎ
[mm]

𝐻𝑜𝑢𝑡
[mm]

𝐿𝑡ℎ
[mm]

𝐿𝑁
[mm]

Grid size
[elements]

478 0.10 15.14 13.50 7.25 83.90 78.58 217.62 67,480
478 0.30 40.95 27.10 7.92 34.26 98.83 237.49 59,186
478 0.50 63.51 39.78 8.40 22.63 111.60 252.04 60,005
750 0.10 63.51 11.90 6.05 30.40 66.68 181.41 39,234
750 0.30 72.96 21.63 6.50 24.67 80.08 194.88 41,892
750 0.50 79.79 30.81 6.84 21.47 88.42 205.12 44,360
1012 0.10 77.37 11.28 5.37 27.61 59.18 161.02 33,071
1012 0.30 85.83 18.63 5.70 23.53 69.08 170.87 34,763
1012 0.50 92.06 25.64 5.95 21.07 75.47 178.63 36,546
1250 0.10 88.28 11.11 4.94 26.05 54.94 148.20 29,348
1250 0.30 95.72 16.81 5.19 22.98 62.08 155.68 30,680
1250 0.50 101.30 22.29 5.39 20.99 67.33 161.79 32,008

4.2. Investigated operating conditions

The boundary conditions were selected to ensure the fluid can
transition from the two-phase state to a superheated vapour under
the isentropic homogeneous-equilibrium flow assumption. To provide a
thorough assessment of the performance of the wet-to-dry nozzle under
different working conditions, twelve expansion cases were considered,
similar to the ones considered by White [32]. The twelve expansion
cases were defined in terms of inlet pressure and vapour quality; four
inlet pressures were tested, 478, 750, 1012 and 1250 kPa, and three
inlet qualities, 0.1, 0.3 and 0.5. Cycle condensation temperature 𝑇𝑐𝑜𝑛𝑑

as fixed at 40 ◦C, while the degree of reaction 𝑅 was set to 0.5 for all
he operating points except for the expansion from 478 kPa, for which

had to be lowered to 0.1 and 0.4 for inlet qualities of 0.1 and 0.3
espectively, to ensure the fluid transitions into the superheated vapour
egion. The twelve expansion cases are illustrated in Fig. 4. In order
o generate a nozzle geometry for each of the investigated expansion
ases, the remaining boundary conditions and design assumptions were
efined as follows: inlet velocity 𝑢𝑖𝑛 and mass flow rate �̇� were set to
0 m/s and 0.5 kg/s, whereas the geometrical ratios 𝑏∕𝑜𝑡ℎ and 𝐿∕𝑜𝑡ℎ
ere set to 3 and 30 respectively. Fig. 5 presents a nozzle geometry

or one of the investigated operating points, alongside the numerical
esh. Using the same notation defined in Fig. 5, Table 2 provides

he dimensions of all the examined geometries alongside the grid size.
lthough the mass flow rate was chosen somewhat arbitrarily, the
imulations were also performed for mass flow rates of 0.05 and 5 kg/s
nd no significant changes were found in the phase-change process.
ence, scale effects are deemed to be of secondary importance.
7

Table 3
Mesh independence study for the wet-to-dry expansion from 𝑃𝑖𝑛 = 1012 kPa and
𝑞𝑉 ,𝑖𝑛 = 0.3.

Element count
[×103]

�̇�𝑜𝑢𝑡
[g/s]

𝑢𝑉 ,𝑜𝑢𝑡
[m/s]

𝑢𝐿,𝑜𝑢𝑡
[m/s]

𝑇𝑉 ,𝑜𝑢𝑡
[K]

𝑇𝐿,𝑜𝑢𝑡
[K]

𝑞𝑉 ,𝑜𝑢𝑡

15 5.057 266.62 250.47 403.57 375.58 0.9843
23 5.064 266.47 249.71 403.53 375.92 0.9839
35 5.065 266.46 249.38 403.52 376.12 0.9838
52 5.062 266.52 249.27 403.53 376.24 0.9838

4.3. Numerical setup

Generally, the numerical setup is identical to the one described
in Section 3. As CFX cannot carry out 2D simulations, a thin slab of
the nozzle 0.15 mm thick was considered and the mesh was extruded
by a single element in the spanwise direction. Symmetry boundary
conditions on the upper and lower faces of the slab are then applied.
For the look-up tables, a pressure range between 1 and 1800 kPa, and
a temperature range between −23 ◦C and 277 ◦C were considered,

hich are divided into 500 distinct points such that a 500 × 500
table resolution was obtained. A constant droplet number density 𝑁𝑑 is
assumed to estimate droplet size and distribution. The droplet density
number is one of the main unknowns in the simulation. In the absence
of experimental data, it is difficult to state what value for 𝑁𝑑 would be
appropriate. Therefore, the subsequent analysis will examine a range
of 𝑁𝑑 values, ranging from 1010 to 1014 droplets per unit volume. The
higher limit of 𝑁𝑑 = 1014 was chosen as at this droplet number the
solution begins to resemble homogeneous-equilibrium flow; this indi-
cated that the droplets were sufficiently small for the non-equilibrium
effects to be negligible. On the other hand, the lower limit 𝑁𝑑 = 1010

was selected based on a Weber-number analysis; below 𝑁𝑑 = 1010

the droplets become so large that breakup is very likely to happen
at the beginning of the expansion leading to an eventual increase in
𝑁𝑑 . Further details about the droplet breakup model can be found
in Section 6. It is worth noting that for each case, the homogeneous-
equilibrium solution is first obtained, which was then used to initialise
a homogeneous flow in thermal non-equilibrium. Finally, the solution
of the homogeneous non-equilibrium simulation was used to initialise
the two-fluid simulation accounting for both velocity and temperature
non-equilibrium effects. Without the multi-step initialisation procedure,
the full non-equilibrium simulation struggled to converge, although the
authors found that starting with a very coarse mesh could also help
achieve convergence without employing the simplified models.

4.4. Mesh independence study

One particular expansion case, with 𝑃𝑖𝑛 of 1012 kPa and 𝑞𝑉 ,𝑖𝑛 of
0.3, was selected to perform a mesh independence study to determine
the suitable mesh element size that will be applied to the rest of the
investigated cases. The mesh was predominantly a structured mesh
with hexahedral elements, as shown in Fig. 5. A single element was
applied in the spanwise direction to perform a quasi-2D simulation.
The mesh was resolved near the walls, with a target 𝑦+ between 30
and 200 for both phases. The solution converged well, with mass and
momentum residuals below 10−6, while the average flow parameters at
the outlet (e.g. mass flow rate, velocity etc.) converged to near single
values.

Table 3 shows how the total mass flow rate and mass flow-averaged
flow properties at the nozzle outlet vary with the mesh element size.
Generally, it can be observed that the variations are extremely small
and become virtually negligible when the number of elements was
increased above 35 × 103. The extremely small variations can be
attributed to a relatively small element size that the mesh study began
with, and a near-wall refinement that was kept constant for each grid.
Apart from the variation in outlet properties, radial profiles of pressure
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Fig. 5. Nozzle geometry for the expansion from 478 kPa and inlet quality of 0.3; the figure also illustrates the type of mesh used in the simulations — similar mesh was constructed
for all other geometries.
Fig. 6. Dependence of transverse profiles of static pressure 𝑃 and vapour quality 𝑞𝑉 on the mesh resolution; the profiles were taken approximately midway between the throat
and the outlet and were capped to illustrate only the regions where the parameters were sensitive to mesh resolution.
and vapour quality are compared in Fig. 6. The profiles were taken at
a plane halfway between the nozzle throat and the outlet and only the
portion of the profiles where a visible dependency on mesh resolution
was present is shown. It is found that the radial profiles practically
overlap when the number of elements was increased above 23 × 103.
Even for the coarsest mesh with 15 × 103 elements, the maximum
difference in pressure was below 0.7%, while the difference in the
vapour quality was even smaller. Radial profiles of other parameters, as
well as average streamwise variation were also checked, but negligible
differences between consecutive meshes were found. Based on the mesh
independence study results presented above, the grid with 23 × 103

elements could be readily considered sufficiently fine. However, to
ensure the mesh is suitable for all other investigated the element size
corresponding to 35 × 103 elements grid was applied to mesh all other
nozzle geometries (the element size corresponding to 35×103 elements
was 0.36 mm).

4.5. Sensitivity to interphase models

Before proceeding with the parametric study, the sensitivity of the
solution to interphase models is assessed to gain extra confidence in the
model. Two alternative drag models were tested, namely, Grace [64]
and Shiller-Naumann [65] models. The Grace model has been derived
for a flow past a single bubble based on the air–water flows and can
account for particle shape distortion, while the latter was derived for
a flow past a solid particle, and does not take into account shape
distortion effects. Although the alternative drag models have slightly
different formulations it is presumed that if the model is reliable, the
other models should not generate drastically different results, with
8

overall trends conserved. Other momentum exchange models, including
the lift force and turbulent dispersion effects, are thought to be of
secondary importance (at least when average streamwise variations are
of interest) and have been neglected in the sensitivity study.

Fig. 7 presents the streamwise profiles of average vapour quality
𝑞𝑉 and mixture velocity 𝑢𝑚𝑖𝑥 obtained with the two alternative drag
models and the baseline model. Two expansion cases were simulated:
the expansion from 478 kPa and inlet quality of 0.3, and the expansion
from 1012 kPa and the same inlet quality. The mixture velocity is de-
fined as the mass-fraction weighted sum of liquid and vapour velocities
(i.e., 𝑢𝑚𝑖𝑥 = 𝑞𝑉 𝑢𝑉 +𝑞𝐿𝑢𝐿). For 𝑁𝑑 = 1014, the solution is practically inde-
pendent of the type of drag model used. This is because the flow closely
resembles homogeneous-equilibrium flow with negligible velocity slip.
For lower droplet numbers, very small discrepancies were noticed. A
slightly lower vapour generation rate was estimated when the Schiller-
Naumann model was employed for the expansion from 478 kPa with
𝑁𝑑 fixed at 1010, predicting approximately 5% lower outlet quality
than the baseline model. The Grace model slightly deviated from the
baseline prediction in the converging section of the nozzle; however,
the results of the two models merge in the diverging section. Overall,
the type of the drag model was found to have very limited influence on
the expansion.

When it comes to the models for predicting the heat-transfer rate
on the continuous side of the interface there are generally two main
families of correlations [44]. The first family is based on the dispersed
particle Reynolds number 𝑅𝑒𝑑 (Eq. (21)) and continuous phase Prandtl
number 𝑃𝑟𝑉 (Eq. (22)), while the other is based on Péclet and Jakob
numbers. Péclet number is simply the product of 𝑅𝑒𝐷 and 𝑃𝑟𝑉 , while
the Jakob number represents the ratio of the heat required to bring
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cases: the expansion from 478 and 1012 kPa with inlet quality of 0.3.
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the continuous phase to the saturation conditions to the latent heat
of the corresponding volume of the dispersed phase. In this sensitivity
study, one correlation representing each family will be tested, namely,
the Ranz-Marshall [56] correlation, and the Wolfert [66] correlation
expressed as:

𝑁𝑢𝑉 =
12𝐽𝑎𝑇

𝜋
+ 2

√

𝑃𝑒
𝜋

(3)

For the heat-transfer coefficient between the droplet and the in-
erface, a Nusselt number of 6 was initially assumed, which is an
pproximation based on the transient heat-transfer analysis in a solid
phere. To investigate the sensitivity of the solution to the heat-transfer
ate on the droplet side, two different values of 𝑁𝑢𝐿 were simulated,
amely 𝑁𝑢𝐿 = 2 and 𝑁𝑢𝐿 = 12, corresponding to reduced and
nhanced heat-transfer rates in relation to the original assumption.

Fig. 8 shows the comparison between 𝑞𝑉 and 𝑢𝑚𝑖𝑥 for the various
heat-transfer coefficient formulations. The same expansion cases were
selected as in the study of sensitivity to interphase drag models (see
Fig. 7). It was found that the type of heat-transfer rate formulation
had a higher impact on the solution than the drag model. Generally,
the Wolfert model tends to predict slightly enhanced evaporation rates,
with outlet quality up to 5% higher than the baseline prediction.
Enhanced evaporation rate also translates to higher mixture veloci-
ties but the difference is also small, within 3% percent. As expected,
raising 𝑁𝑢𝐿 to 12 enhanced the evaporation rate, with the maximum
difference in the streamwise vapour quality profile reaching about 10%.
Quicker evaporation was also associated with higher overall velocities,
but the maximum difference was about 6%. Lowering 𝑁𝑢𝐿 to 2 visibly
reduced the evaporation rate, resulting in considerably smaller vapour
9

quality throughout the expansion. The maximum difference in 𝑞𝑉 was f
below 14% when compared to the baseline streamwise variation. Some-
thing peculiar can be noticed in that for a droplet number of 1012 the

ixture eventually reaches outlet quality similar to the one predicted
y the baseline model, despite a smaller 𝑁𝑢𝐿. One possible explanation
s that a reduced 𝑁𝑢𝐿 causes the droplets to develop a higher superheat
evel, which in turn accelerates the heat transfer (see Eq. (4)). Although
he outlet quality may be similar to the baseline model, there is still
visible reduction in the mixture velocity. This is because throughout
uch of the expansion, the quality was lower and droplets were larger.

arger droplets in turn experience higher drag effects contributing to
ncreased interphase friction, energy loss and consequently lower outlet
elocities. The maximum deviation of the mixture velocity profile for
𝑢𝐿 = 2 reached about 12%.
Summarising the sensitivity study, it was found that the solution

s much more sensitive to the interphase heat transfer models than to
nterphase drag models. Moreover, the sensitivity to the heat transfer
odel applied on the vapour side was small, while the solution changed
ore significantly when the liquid side Nusselt number was changed.
his was expected as this directly influences the droplet evaporation
ate. Although the quantitative changes were moderately high (below
5%), the qualitative trends were conserved across all cases. The
ensitivity study, therefore, showed that the model can be successfully
sed for preliminary analysis and can be useful when evaluating the
easibility of a two-phase nozzle for the wet-to-dry cycle. However, one
hould remember that certain assumptions, such as the value of the
usselt number, carry certain uncertainty as shown in this sensitivity
nalysis.

. Parametric study results

This section presents the results of the numerical simulations per-

ormed for the twelve expansion cases depicted in Fig. 4. The influence
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Fig. 8. Streamwise variation of average vapour mass fraction 𝑞𝑉 and average mixture velocity 𝑢𝑚𝑖𝑥 obtained using alternative heat-transfer coefficient models. The plot shows two
expansion cases: the expansion from 478 and 1012 kPa with an inlet quality of 0.3.
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of inlet conditions and droplet number on the evaporation rate and
the development of non-equilibrium effects is discussed. The results
also give insight into the uniformity of the flow in different expansion
conditions. To understand the following discussion, one should remem-
ber that higher droplet numbers are equivalent to a higher number of
smaller droplets, whilst lower droplet numbers represent fewer larger
droplets for a given volume fraction of liquid. Hence, the terms ‘‘high
droplet number’’ and ‘‘small droplets’’ or ‘‘low droplet numbers’’ and
‘‘large droplets’’ can be used interchangeably.

5.1. Mixture evaporation

All the expansion cases were designed under the assumption of a
homogeneous-equilibrium flow, which predicted full vapourisation in
each case. Therefore, the first comparison aims to investigate whether
vaporisation can be achieved when non-equilibrium effects are consid-
ered. Fig. 9 illustrates the streamwise variation of average vapour mass
fraction 𝑞𝑉 for all the investigated boundary conditions and droplet
umbers. The normalised streamwise distance was denoted by 𝑥𝑛. The
lot presents the predicted evolution of 𝑞𝑉 assuming three different
roplet numbers, namely 1010, 1012 and 1014. For the expansion from
he highest pressure of 1250 kPa, the simulation did not converge
hen 𝑁𝑑 was set to 1010. This happened because of excessive liquid

uperheating, which essentially led to liquid pressure falling below the
pinodal pressure; a similar issue was encountered by White [32]. In
imple terms, liquid MM became superheated to an extent that the
quation of state could not reliably estimate the fluid properties, which
n consequence led to solution divergence.

Analysing Fig. 9 it is clear that 𝑁𝑑 has a significant impact on the
vaporation rate. If 𝑁𝑑 ≥ 1014, one can expect complete evaporation
10

f the two-phase mixture for any inlet quality above 10%, provided
hat the inlet pressure is above 1012 kPa. Reducing 𝑃𝑖𝑛 to 750 kPa and
aintaining 𝑁𝑑 = 1014, complete evaporation occurs for 𝑞𝑉 ,𝑖𝑛 ≥ 0.3,
hereas for 𝑞𝑉 ,𝑖𝑛 = 0.1 the fluid leaving the nozzle has a small liquid

ontent, typically about 3% by mass. Bringing the inlet pressure down
o 478 kPa, while maintaining 𝑁𝑑 = 1014, full transition to dry vapour

is only predicted to happen for expansion from 𝑞𝑉 ,𝑖𝑛 ≥ 0.5. For lower
nlet quality, a small amount of liquid may be present at the nozzle
utlet. The situation changes drastically when the droplet number is
educed. For 𝑁𝑑 = 1012, dry outlet conditions were achieved only for

the expansion from 𝑃𝑖𝑛 of 1250 kPa and 𝑞𝑖𝑛 ≥ 0.3. For 𝑃𝑖𝑛 at 1012 kPa,
near-dry conditions were achieved for 𝑞𝑖𝑛 ≥ 0.3. For lower pressures,
the mixture did not manage to fully evaporate. Lowering 𝑁𝑑 to 1010

resulted in a further decrease of the evaporation rate; for the lower-
pressure expansions (for 𝑃𝑖𝑛 at 478 and 750 kPa) the mixture was not
even close to dry conditions, having a significant amount of liquid
present at the outlet for all of the investigated inlet vapour qualities.
For the expansion from 1012 kPa, only in case of sufficiently high
inlet quality of 0.5 or higher, the fluid is expected to transition to a
superheated vapour; expansion from lower 𝑞𝑉 ,𝑖𝑛 was associated with a
considerable amount of liquid at the outlet.

Referring to the droplet number, one may find it difficult to visualise
what sort of droplet size each simulated case with a fixed droplet
number corresponds to. Fig. 10 illustrates the relationship between
inlet droplet diameter 𝐷𝑑,𝑖𝑛 and outlet vapour quality 𝑞𝑉 ,𝑜𝑢𝑡 for all
the investigated cases. Although the plot does not distinguish between
different inlet qualities, knowing that for a given 𝑃𝑖𝑛–𝑁𝑑 pair, higher
inlet vapour qualities are characterised by smaller initial droplets, it can
be readily deduced which data corresponds to individual inlet qualities.
First, it can be noted that the initial droplet size range corresponding
to 𝑁𝑑 = 1010 is around 200–450 μm. Having 𝐷𝑑,𝑖𝑛 in that size range

results in partial evaporation of the mixture with a relatively high liquid
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1

Fig. 9. Streamwise variation of average vapour mass fraction 𝑞𝑉 for twelve wet-to-dry expansions from four different inlet pressures 𝑃𝑖𝑛: 478, 750, 1012 and 1250 kPa, and from
three different vapour inlet qualities: 0.1, 0.3 and 0.5. The variation of 𝑞𝑉 for each expansion case has been shown for three different droplet density numbers 𝑁𝑑 : 1010, 1012 and
014.
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𝑄

Fig. 10. The relationship between average outlet vapour quality 𝑞𝑉 and inlet droplet
diameter 𝐷𝑑,𝑖𝑛 for all the simulated expansion cases and droplet density numbers; for
a given 𝑃𝑖𝑛–𝑁𝑑 pair, smaller droplets correspond to higher inlet quality.

mass fraction at the outlet (except for the expansion from 1012 kPa
and 𝑞𝑉 ,𝑖𝑛 = 0.5). For 𝑁𝑑 = 1012, the initial droplet size range reduces
to around 40–100 μm and the mixture can evaporate more effectively,
reaching visibly higher outlet quality between 0.8 and 1. For 𝑁𝑑 = 1014,
the inlet diameter drops below 20 μm. For such small droplets, the
mixture easily transitions to dry vapour for almost all the investigated
conditions (only for low-pressure expansions is there a small amount of
liquid present at the outlet).

Finally, referring to Fig. 9, a sudden drop in vapour quality can
11

be seen at the outlet in some cases. This is because in those cases the
fluid is under-expanded, which leads to the development of a shock and
sudden acceleration at the nozzle outlet to meet the imposed boundary
condition. Although the volume fraction of vapour slightly increased
through the shock, a significant drop in vapour density caused a vapour
quality decrease. Ultimately, this shockwave is the result of designing
the nozzle under the assumption of homogeneous-thermal equilibrium.

5.1.1. Significance of droplet size
Generally, the results presented in Figs. 9 and 10 indicate that the

droplet size is the most dominant factor when it comes to the mixture
evaporation rate. The reason behind this becomes clear when analysing
the heat-transfer rate between the droplet and the interface:

�̇�𝐿 = H𝐿𝐴𝑖𝑛𝑡
(

𝑇𝑖𝑛𝑡 − 𝑇𝐿
)

(4)

sing the definitions of the interfacial area (Eq. (1)) and the Nusselt
umber, the heat transfer between the droplet and the interface can be
xpressed as:

̇ 𝐿 =
6𝑁𝑢𝐿𝜆𝐿𝛼𝐿

(

𝑇𝑖𝑛𝑡 − 𝑇𝐿
)

𝐷2
𝑑

(5)

Since 𝑁𝑢𝐿 in this study is assumed constant, while the change in 𝜆𝐿 is
relatively small compared to the change in droplet diameter and liquid
superheat level, the heat transfer on the liquid side �̇�𝐿 for a given
liquid volume fraction 𝛼𝐿 will be proportional to the ratio of the liquid
superheat to the square of the droplet diameter:

�̇�𝐿
𝛼𝐿

∝
𝑇𝑠𝑢𝑝,𝐿
𝐷2

𝑑

(6)

where 𝑇𝑠𝑢𝑝,𝐿 is 𝑇𝑖𝑛𝑡−𝑇𝐿. To visualise how the numerator and denomina-
tor of this expression vary with droplet number, these have been plotted
in Fig. 11. The plots show the ratios of these parameters obtained with
𝑁 = 1010 to the values obtained with 𝑁 = 1012 for the expansion
𝑑 𝑑
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Fig. 11. Streamwise variation of the ratios of droplet diameter square and liquid
superheat; the lines represent the ratios of the values obtained with 𝑁𝑑 = 1010 to
he values obtained with 𝑁𝑑 = 1012 for the expansion from 1012 kPa and inlet quality
f 0.3.

rom 𝑃𝑖𝑛 = 1012 kPa and 𝑞𝑖𝑛 = 0.3. Looking at Fig. 11, one can start
o understand why the evaporation rate is higher when the droplet
umber is larger. The square of droplet diameter is at least an order of
agnitude higher at 𝑁𝑑 = 1010, compared to 𝑁𝑑 = 1012. On the other

hand, the liquid superheat level is only about twice of that predicted
when 𝑁𝑑 = 1012 throughout most of the expansion. The heat transfer
ate is therefore substantially reduced in case of 𝑁𝑑 = 1010 (Eq. (6)).

One can notice a sudden increase in liquid superheat near the nozzle
outlet; this occurs because for 𝑁𝑑 = 1012 liquid droplets evaporate
quicker, diminish in size, and approach the saturation conditions. As
the droplets cannot effectively exchange heat in the case of 𝑁𝑑 = 1010,
they remain highly superheated throughout the expansion, causing the
ratio of liquid superheat to rapidly increase near the outlet.

5.2. Design and simulated expansion

To help assess the fluid’s capability to expand to the design outlet
conditions two parameters have been introduced, namely 𝛽𝑝 and 𝛽𝑢.
The first is the ratio of the pressure drop across the nozzle to the design
pressure drop:

𝛽𝑝 =
𝑃𝑖𝑛 − 𝑃𝑜𝑢𝑡

𝑃𝑖𝑛 − 𝑃𝑑𝑒𝑠𝑖𝑔𝑛,𝑜𝑢𝑡
(7)

where 𝑃𝑑𝑒𝑠𝑖𝑔𝑛,𝑜𝑢𝑡 is the design outlet pressure. The second parameter is
defined as the ratio of mixture velocity to the design outlet velocity:

𝛽𝑢 =
𝑢𝑚𝑖𝑥,𝑜𝑢𝑡
𝑢𝑑𝑒𝑠𝑖𝑔𝑛,𝑜𝑢𝑡

(8)

here 𝑢𝑑𝑒𝑠𝑖𝑔𝑛,𝑜𝑢𝑡 is the design outlet velocity. Mass-averaged values
f pressure and mixture velocity were used when calculating the 𝛽
arameters. Referring back to Fig. 9, a shock at the outlet was observed
n some cases. For this reason, the values for the outlet velocity and
ressure were taken just before the actual nozzle outlet to consider the
low conditions prior to the shock when assessing the flow’s ability to
each the design values (see Fig. 12).

As expected, the mixture velocity is significantly lower in expan-
ions characterised by larger inlet droplets. The cause of this is two-fold;
n the one hand delayed evaporation implies higher mixture density
nd lower mixture velocity. On the other hand, larger droplets con-
ribute to increased drag force, interphase friction and energy loss,
hich lead to a reduction in the mixture velocity. For the same reason,

he outlet pressure deviated from the design values. These effects gradu-
lly diminish as the droplet number increases. The discrepancy between
he design and simulated outlet conditions emphasises the need for an
12

ppropriate nozzle design tool that can account for non-equilibrium p
ffects, rather than using a homogeneous-equilibrium model to gener-
te the nozzle, as was the case in this work. Nonetheless, it is worth
epeating that since the main goal of this study was to give further
nsight into the wet-to-dry expansion characteristics in a converging–
iverging nozzle, rather than develop an optimal nozzle design tech-
ique, the nozzle design tool based on the homogeneous-equilibrium
low was deemed suitable for preliminary analysis. In future studies,
he performance of more sophisticated design methods such as the
uasi-1D non-equilibrium design tool developed by White [32], will be
valuated.

.3. Significance of non-equilibrium effects

Sections 5.1 and 5.2 indicate that the two-fluid model predictions
ay seriously deviate from the homogeneous-equilibrium model pre-
ictions for lower droplet numbers. Fig. 13 explicitly shows the extent
f mechanical and thermal non-equilibrium for the expansions from
78 kPa and 1012 kPa. The level of mechanical inhomogeneity is
epresented by a relative velocity slip 𝑢𝑠𝑙𝑖𝑝,𝑟𝑒𝑙 which is the velocity

slip normalised by mixture velocity: 𝑢𝑠𝑙𝑖𝑝,𝑟𝑒𝑙 =
(

𝑢𝑉 − 𝑢𝐿
)

∕𝑢𝑚𝑖𝑥. The
thermal non-equilibrium is expressed as the temperature difference be-
tween the phases normalised by the saturation temperature: 𝛥𝑇𝐿𝑉 ,𝑟𝑒𝑙 =
(

𝑇𝐿 − 𝑇𝑉
)

∕𝑇𝑠𝑎𝑡. When computing 𝛥𝑇𝐿𝑉 ,𝑟𝑒𝑙, temperatures were kept in
Celsius degrees. Looking at the average velocity slip (Fig. 13) it is
observed that for 𝑁𝑑 = 1014, 𝑢𝑠𝑙𝑖𝑝,𝑟𝑒𝑙 is relatively small, with a peak
value below 10%. Reducing droplet number increases the slip; for 𝑁𝑑 =
1012 the slip is between 15%–25% throughout most of the nozzle length.
The velocity slip further increases to about 30%–60% for 𝑁𝑑 = 1010.
n absolute values, the velocity difference is below 10 m/s for the
ighest droplet number, around 10–20 m/s for the intermediate droplet
umber and about 20–50 m/s for the lowest droplet number. It could
herefore be concluded that the mechanical non-equilibrium becomes
ignificant when the droplet number is below 1014. It is worth noting
hat the relative slip is generally higher in the case of lower-pressure
xpansions. Looking at Fig. 10 it can be seen that for the same droplet
umber, the expansion from higher pressure is associated with larger
nlet droplet size. Therefore, one might expect that at the beginning of
he expansion, the relative slip should be higher for the higher-pressure
ase. The inverse is observed, which is the effect of a smaller density
ifference between the vapour and liquid at elevated pressures. For ex-
mple, the ratio of saturated-liquid density to saturated-vapour density
t 478 kPa is about 22; this reduces to around 8 when the pressure is
aised to 1012 kPa. The reduced density difference contributes to better
echanical homogeneity of the two-phase flow.

To understand the development of thermal non-equilibrium it
hould be first understood that negative values of 𝛥𝑇𝐿𝑉 ,𝑟𝑒𝑙 signify areas
here liquid’s temperature is lower than that of vapour, while the

nterface temperature 𝑇𝑖𝑛𝑡 is identical to the local saturation temper-
ture. Generally, it was expected that flows characterised by large
roplets would have highly superheated liquid phase due to its reduced
apability to give out heat to the interface and vaporise (see. Eq. (6)).
his effect should gradually diminish as the droplet number is raised,
xpecting the liquid’s temperature to approach vapour temperature,
educing thermal non-equilibrium. This, to some extent, can be ob-
erved in Fig. 13, where the liquid superheat for 𝑁𝑑 = 1010 remains
elatively high throughout the expansion. On the other hand, the
hermal non-equilibrium gets smaller when 𝑁𝑑 is raised; however, one
an see that in these cases, liquid can develop a considerable negative
𝑇𝐿𝑉 ,𝑟𝑒𝑙 in the diverging section of the nozzle, near the end of the
xpansion. Large negative values of 𝛥𝑇𝐿𝑉 ,𝑟𝑒𝑙 typically correspond to
xial positions characterised by high vapour qualities, i.e. extremely
ow liquid volume fractions and extremely small droplets. These areas
ould represent superheated gas flows containing tiny droplets that
id not manage to fully vapourise. Despite 𝑇𝐿 being lower than 𝑇𝑉 ,
vaporation continues as indicated by Fig. 9. To better understand this

henomenon, one could refer back to Eq. (2), and assume that vapour
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t

Fig. 12. The relationship between the inlet droplet diameter 𝐷𝑑,𝑖𝑛 and the 𝛽 parameters; 𝛽𝑝 is the ratio of the pressure drop to the design pressure drop, while 𝛽𝑢 is the ratio of
the mixture outlet velocity to the design outlet velocity.
Fig. 13. Streamwise variation of average relative velocity slip 𝑢𝑠𝑙𝑖𝑝,𝑟𝑒𝑙 and average relative thermal non-equilibrium 𝛥𝑇 𝐿𝑉 ,𝑟𝑒𝑙 in the expansions from 478 kPa and 1012 kPa, with
hree inlet qualities 𝑞𝑉 ,𝑖𝑛 of 0.1, 0.3 and 0.5 and three different droplet density number 𝑁𝑑 of 1010, 1012 and 1014; 𝑢𝑠𝑙𝑖𝑝,𝑟𝑒𝑙 is the velocity slip normalised by the mixture velocity,

while 𝛥𝑇 𝐿𝑉 ,𝑟𝑒𝑙 is temperature difference between the phases normalised by the saturation temperature.
remains saturated throughout the expansion, i.e. 𝑇𝑉 = 𝑇𝑖𝑛𝑡. Such an
assumption was made in previous numerical studies of flash boiling
of water [44,51]. As the fluid expands, the liquid is expected to get
superheated before boiling initiates. This would then imply that the
numerator of Eq. (2) becomes negative when boiling takes place. In
this study, 𝑇𝑉 could not be fixed to the saturation conditions as this
would prevent vapour from becoming superheated. Nevertheless, one
should expect that the same rule applies to the wet-to-dry expansion,
i.e. boiling is expected when the numerator of Eq. (2) is negative.
Therefore, even if 𝑇𝐿 < 𝑇𝑉 , but both phases remain superheated or
vapour develops sufficient superheat, the mixture would continue to
evaporate, and the numerator of Eq. (2) would remain negative. In
summary, the regions where 𝑇𝐿 remains above 𝑇𝑉 can be thought
of as the regions where superheated liquid droplets travel in cooler
vapour, and vaporise giving off heat to the surrounding vapour. On the
other hand, the regions where 𝑇 drops below 𝑇 can be thought of
13

𝐿 𝑉
as the regions where tiny droplets travel in superheated vapour, and
vaporise by being heated up by the surrounding hot vapour. Although,
this could explain the physical process of boiling in both conditions,
the authors found that in some cases, both liquid and vapour phases
became superheated in relatively early stages of expansion. Since these
areas would correspond to the two-phase regime under equilibrium
conditions, it is expected that if the phases are given sufficient time
they should reach the saturation conditions. However, if both phases
have temperatures above the saturation level, it is unclear how they
could ever reach the saturation temperature by exchanging heat. This is
not fully understood by the authors and requires further investigation.

As for the quantitative evaluation of the thermal non-equilibrium,
the absolute temperature difference between the phases reached about
50–60 ◦C in case of 𝑁𝑑 = 1010 and up to around 30 ◦C in case of
higher 𝑁𝑑 . However, it should be remembered that the temperature
difference is probably more important in case of large droplets as it
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signifies the inability of liquid to give off heat and effectively evaporate.
In case of small droplets, large temperature differences would typically
correspond to the areas where extremely small liquid droplets travel
in the superheated vapour — the areas of extremely small volume
fractions of liquid. Since the volume fraction is extremely small, one
could imagine that these areas could also be more prone to numerical
errors, which also requires further investigation.

Overall, it can be said that when simulating wet-to-dry expansion
of MM, there can be a large difference in velocities and temperature of
vapour and liquid phases, and neglecting non-equilibrium effects could
lead to significant inaccuracies.

5.4. Flow uniformity

Apart from assessing average flow properties, it is also important
to investigate whether at a given streamwise location flow properties
are uniform across the nozzle. Flow uniformity may be particularly
important when the wet-to-dry nozzle forms part of a turbine stator.
For example, the overall vapour quality could be high, while a small
amount of liquid concentrated in one area in the form of a streak or film
could impinge on the rotor blades. This could possibly entail erosion
issues, increased wear rates and lead to performance deterioration.

5.4.1. Phase separation
Fig. 14(a) and (b) depict the two-dimensional variation of vapour

mass fraction across the nozzle for the expansions from 478 kPa and
1012 kPa, both with an inlet quality of 0.3. Although the two nozzles
have different lengths, with the one designed for the 1012 kPa expan-
sion being shorter, the longer nozzle has been scaled to facilitate easier
visual assessment of the flow field. As the fluid is accelerated through
the converging section of the nozzle, the flow is turned towards the
nozzle core (or the centre line of the nozzle). Liquid droplets, having
a higher density than the surrounding vapour, require more time to
adjust to the changing flow direction (i.e., they are characterised by
longer relaxation times), and instead of immediately adjusting to the
main flow direction, droplets tend to continue along their flow path.
This results in the accumulation of the liquid phase near the wall in
the converging part of the nozzle. The situation is reversed past the
throat; the flow is now being turned away from the nozzle core. For
the same reasons described above, liquid droplets tend to continue
on their path, creating a characteristic core flow region, as visible in
Fig. 14, while the area in the proximity of nozzle walls is occupied
by the vapour alone. The phase separation is more pronounced at
lower 𝑁𝑑 due to the higher inertia of larger liquid droplets, which
ranslates to longer relaxation times and reduced capability to follow
he mean flow. As for the effect of inlet pressure, the separation appears
o be more pronounced for the lower-pressure case. The reason for
his is two-fold; as discussed before, the density difference between the
iquid and vapour phases is higher at lower pressures, which enhances
echanical inhomogeneity. Moreover, the evaporation rate is higher

n case of the 1012 kPa expansion, which means that the droplets
vaporate quicker and are likely to be smaller at a given streamwise
ocation comparing to the 478 kPa expansion; smaller droplets have
ower inertia, shorter relaxation times and higher capability to follow
he mean flow. Summarising Fig. 14(a) and (b) it can be concluded that
he lower the droplet number (or in other words the larger the droplets)
nd the lower the inlet pressure, the higher the flow non-uniformity in
erms of the transverse separation of the phases.

.4.2. Velocity variation
Fig. 14(c) and (d) show two-dimensional variations of mixture

elocity corresponding to the expansions depicted in Fig. 14(a) and
b) respectively. The velocity is relatively uniform in the converging
ection; velocity in that area is very low and spatial uniformity is of
ittle concern. The transverse variations in velocity become important
n the diverging section; 𝑢 in the proximity of the wall is visibly
14

𝑚𝑖𝑥
higher than in the core of the nozzle. Generally, the velocity of the
liquid phase is lower than that of the vapour due to higher density. For
a given pressure gradient applied to the control volume, the droplets
will develop lower velocity. Hence, the overall velocity in a given
control volume is lower when it contains more liquid in relation to
the control volume with lower liquid content. Lower liquid velocity
also contributes to the development of drag force between the phases,
such that the vapour phase is slowed down by the suspended droplets.
This is why, in the region close to the wall where there is almost pure
vapour, the velocity tends to be higher than in the core of the nozzle
where there is a significant amount of liquid present. As the transverse
separation of phases is higher for lower 𝑁𝑑 and lower pressure, so is
the velocity non-uniformity in these conditions.

To provide a more quantitative measure of flow uniformity at the
nozzle outlet, normalised standard deviations of outlet vapour mass
fraction and mixture velocity have been calculated for all the sim-
ulated expansions. In order to calculate the standard deviations, the
nozzle outlet was discretised into 500 points and 𝑞𝑉 and 𝑢𝑚𝑖𝑥 data
have been retrieved at each point. Using this data standard deviations
were calculated and normalised by the mean values of outlet quality
and mixture velocity. Fig. 15 presents the variation of the normalised
standard deviations with the droplet inlet diameter for all the expansion
cases. For all inlet conditions, the flow leaving the nozzle appears to be
highly non-uniform when the inlet droplet diameter is between 200–
450 μm (𝑁𝑑 = 1010), with 𝜎𝑞 and 𝜎𝑢 being in the range of 20%–50%
and 15%–32% of the mean values respectively. This is not surprising
having observed how the flow behaviour changes as the droplet number
decreases (see Fig. 14). Once 𝐷𝑑,𝑖𝑛 falls to about 40–100 μm (𝑁𝑑 =
1012), the normalised standard deviation for both the outlet quality
and mixture velocity drops below 10% in most cases. For inlet droplet
diameter below 20 μm (𝑁𝑑 = 1014), the standard deviation of 𝑞𝑉 is
practically negligible, while for the mixture velocity, it does not exceed
several percent. A visual assessment of the two-dimensional variation
of 𝑢𝑚𝑖𝑥 and 𝑞𝑉 presented in Fig. 14 suggests that the two-expansions
with lower droplet numbers and lower inlet pressure tend to be less
uniform; this is well reflected assessing the standard deviations for all
the studied cases, which also indicates that for a given inlet droplet
diameter the flow is more uniform for higher-pressure expansions. This
was also noted and explained when discussing Fig. 14.

In summary, wet-to-dry expansions appear to be highly non-uniform
when the mixture is characterised by droplet numbers below 1012 and
larger droplet sizes. The flow’s uniformity quickly increases with the
droplet number such that it may be deemed negligible for an inlet
droplet diameter below 20 μm.

5.5. Comment on the initial conditions

It is clear that the mixture evaporation is strongly affected by the
droplet size. Other factors affecting the vapourisation rate are the inlet
pressure and inlet quality. The inlet conditions have little impact on the
vapour quality at the nozzle outlet as long as 𝑁𝑑 is sufficiently high;
i.e. when the droplet inlet diameter was below 20 μm. Nonetheless,
when 𝑁𝑑 is reduced and droplets get larger, the inlet conditions begin
to play an important role, which becomes evident looking at Fig. 10.
In general, the results show that the fluid can reach dry conditions
more easily when expanding from higher pressures and higher inlet
qualities. This could be anticipated when looking at Fig. 4, which
indicates that under isentropic homogeneous-equilibrium conditions,
the vapour develops higher superheat at the outlet for the expansions
from higher pressures and qualities. On the other hand, the fluid
expanding from lower pressures are barely able to escape the two-
phase dome. Hence, one can imagine that for high-pressure expansions,
even if the evaporation is delayed with respect to the ideal conditions
shown in Fig. 4, the fluid could still cross the saturated-vapour curve,
whereas for lower-pressure expansions this would probably lead to
wet outlet conditions. Therefore, from the point of view of the nozzle
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Fig. 14. Two-dimensional variations of vapour mass fraction and mixture velocity within the nozzle.
Fig. 15. The relationship between the inlet droplet diameter and normalised standard deviations of vapour mass fraction (𝜎𝑞) and mixture velocity (𝜎𝑢) across the nozzle outlet;
the standard deviations were normalised by mean outlet values of 𝑞𝑉 and 𝑢𝑚𝑖𝑥.
design, it seems advisable to expand the fluid from the highest possible
pressure and inlet quality. Nevertheless, from a thermodynamic point
of view, the higher the inlet pressure and vapour quality, the smaller
the relative advantage of two-phase expansion compared to single-
phase ORC systems. White [8] found that for an open heat source with
inlet temperature of 150 ◦C a two-phase ORC could generate around
30% more power than a single-phase cycle. The power improvement
reduced to around 15% and 3% when the heat source temperature was
raised to 200 and 250 ◦C respectively. Looking at the wet-to-dry cycle
15
diagram in Fig. 1, it is obvious that the heat source inlet temperature
must be higher than the saturation temperature of the mixture entering
the expander. The saturation temperatures corresponding to 478, 750,
1012 and 1250 kPa are 164.8, 188.4, 205.5 and 218.2 ◦C respectively.
It then becomes clear why lower pressures are more attractive from
the thermodynamic point of view. White’s study [8] also showed that
the relative increase in power output diminishes as the inlet vapour
quality increases, which is simply due to the fact that as the inlet quality
increases, the cycle gradually approaches the single-phase architecture
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Fig. 16. The streamwise variation of the ratio of the average Weber number to the
critical Weber number; droplet breakup is expected to occur if the ratio 𝑊 𝑒∕𝑊 𝑒𝑐𝑟
exceeds unity. The mixture was expanded from inlet quality of 0.3 for each presented
case.

and the change between these two gradually diminishes. However, it
should also be highlighted that expanding the fluid from very low qual-
ities may lead to extremely large volumetric expansion ratios that could
affect the turbine design and performance. Therefore, when designing
the wet-to-dry cycle integrated with a radial-inflow turbine, there will
likely be a trade-off between the thermodynamic performance and the
feasibility of the turbine design.

6. Droplet breakup

As has been presented, the capability of the two-phase mixture to
evaporate and turn into uniform vapour flow is primarily dependent
on the droplet size. In the absence of experimental data, it is difficult
to estimate a definite number for the droplet diameter, and instead, a
range of values can be studied. The upper limit of 𝑁𝑑 is not critical
as the solution tends to approach the homogeneous-equilibrium model
and the mixture can easily evaporate. However, the minimum droplet
size is critical to the evaporation rate and flow uniformity. Hence, it
seems necessary to estimate the minimum droplet size. This can be done
by assessing the Weber 𝑊 𝑒 and Ohnesorge 𝑂ℎ numbers, which can be
defined as:

𝑊 𝑒 =
𝜌𝑉

(

𝑢𝑉 − 𝑢𝐿
)2 𝐷𝑑

𝜎
(9)

𝑂ℎ =
𝜇𝐿

√

𝜌𝐿𝐷𝑑𝜎
(10)

where 𝜎 and 𝜇𝐿 are the surface tension coefficient and the liquid
dynamic viscosity. The Weber number represents the ratio of the aero-
dynamic drag force that acts to distort and fragment the droplet to
the surface tension force that resists the fragmentation. The Ohne-
sorge number denotes the ratio of viscous to surface tension forces.
The two non-dimensional parameters have been widely used in sec-
ondary atomisation studies. Various experimental studies summarised
by Guildenbecher et al. [67] agree that for 𝑂ℎ < 0.1 the critical Weber
number 𝑊 𝑒𝑐𝑟 (i.e. the Weber number at which droplet breakup is
expected to begin) is independent of the 𝑂ℎ number. For higher 𝑂ℎ,
different correlations have been proposed to define 𝑊 𝑒𝑐𝑟, such as the
one proposed by Bordkey [68]:

𝑊 𝑒𝑐𝑟 = 𝑊 𝑒𝑐𝑟, 𝑂ℎ→0
(

1 + 1.077𝑂ℎ1.6
)

(11)

where 𝑊 𝑒𝑐𝑟, 𝑂ℎ→0 is the critical Weber number as 𝑂ℎ tends to zero,
which as mentioned can be generally considered to be about 11. Fig. 16
16
illustrates the streamwise variation of the average ratio of the Weber
number to the critical Weber number 𝑊 𝑒∕𝑊 𝑒𝑐𝑟. The ratio 𝑊 𝑒∕𝑊 𝑒𝑐𝑟
has been shown for all investigated pressures. The inlet quality was
fixed to 0.3 for each case, although similar trends were observed for
other inlet qualities. The location at which 𝑊 𝑒 exceeds 𝑊 𝑒𝑐𝑟 marks
the location of the anticipated onset of droplet breakup. It is observed
that for 𝑁𝑑 = 1014 the Weber number ratio is below unity for all the
pressure levels, which means that droplet breakup is not anticipated.
However, for 𝑁𝑑 = 1012, 𝑊 𝑒∕𝑊 𝑒𝑐𝑟 is typically between 1–10 through
much of the expansion. The ratio further increases by around one order
of magnitude as the droplet number is reduced to 1010. In summary,
droplet breakup is expected to take place when 𝑁𝑑 ⩽ 1012. This
means that even though the mixture could not effectively evaporate at
lower droplet numbers, and the flow exhibits highly non-uniform outlet
conditions, it could be anticipated that the expansion characteristics
would change if the droplet breakup effects are taken into account.
It was shown that the delayed evaporation is primarily caused by the
inability of larger droplets to give out heat to the interface; therefore, if
the larger droplets were to fragment into a number of smaller droplets,
the evaporation rate can be potentially enhanced. The effect of droplet
breakup is to be further investigated in future studies.

7. Conclusions

In this study, a two-fluid model has been used to simulate the
wet-to-dry expansion of siloxane MM in a planar converging–diverging
nozzle, where both thermal and mechanical non-equilibrium effects
are considered. The model was validated against experimental data
for the flash boiling of water. Various boundary conditions have been
investigated with inlet pressure ranging from 478 kPa to 1250 kPa
and inlet vapour quality from 0.1 to 0.5. The size of the droplets was
modelled using a constant number of droplets per unit volume, which
varied between 1010 and 1014. The main conclusions of this study can
be summarised as follows:

• A sensitivity study showed an acceptably small deviation in the
solution when alternative interphase models were used, which
gives extra confidence in the reliability of the setup.

• The decisive factor influencing the phase change process was the
droplet diameter; for small inlet droplet diameter below 20 μm
(𝑁𝑑 = 1014), the mixture completely evaporated in almost all
investigated cases. For inlet droplet diameters between 40–100
μm (𝑁𝑑 = 1012), the outlet vapour mass fraction was between
80%–100% and this reduced to between 40%–75% for droplet
diameters between 200–450 μm (𝑁𝑑 = 1010).

• The significance of mechanical and thermal non-equilibrium ef-
fects predominantly depends on droplet size. The homogeneous-
equilibrium model is valid only for inlet droplet diameter below
20 μm; for larger droplets the velocity slip and phase temperature
difference become too large to be neglected.

• Generally, expansions from higher inlet pressures and vapour
qualities can more readily reach the design outlet conditions and
fully evaporate. However, such cases are also associated with
a reduced relative advantage of two-phase cycles compared to
single-phase architectures.

• Significant flow non-uniformity, measured in terms of the stan-
dard deviation of vapour quality and mixture velocity, was ob-
served for large droplets. For 𝑁𝑑 = 1010 the standard deviation of
the outlet quality ranged between 20 and 50% of the mean, while
the standard deviation of the mixture velocity ranged between
15%–30% of the mean. The flow non-uniformity quickly dimin-
ished as the droplet number was raised, with fairly uniform flow
at 𝑁𝑑 = 1014. Higher pressures were characterised by better flow
uniformity, which is due to smaller interphase density differences
and quicker evaporation.
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• Droplet breakup analysis indicates that breakup is likely to occur
for droplet numbers smaller than 1014, which could enhance the
evaporation rate.

Further research is necessary to integrate a droplet breakup model
ithin the simulation to predict the realistic size of the droplets.
ore sophisticated nozzle design tools, accounting for non-equilibrium

ffects, should also be evaluated in future studies. Finally, experimental
ork is required to validate these findings.
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ppendix A. Two-fluid model

.1. Governing equations

The conservation equations for the flashing two-phase flows are
ormulated similarly to single-phase flows, with two main differences.
irstly, each control volume can be occupied by both phases simulta-
eously; each term in the governing equation is therefore multiplied
y the volume fraction of the corresponding phase. Secondly, the
hases can exchange mass, momentum and energy, which requires the
ddition of source/sink terms in each transport equation.

The mass continuity equations for the liquid and vapour phases are:
𝜕 (𝛼 𝜌)𝐿

𝜕𝑡
+ 𝛁 ⋅

(

𝛼𝜌�⃗�
)

𝐿
=
(

�̇�𝑉 𝐿 − �̇�𝐿𝑉
)

(12a)

𝜕 (𝛼 𝜌)𝑉
𝜕𝑡

+ 𝛁 ⋅
(

𝛼𝜌�⃗�
)

𝑉
=
(

�̇�𝐿𝑉 − �̇�𝑉 𝐿
)

(12b)

where 𝜌 and �⃗� represent phase density and velocity, while 𝛼 is the
hase volume fraction. The subscripts 𝐿 and 𝑉 correspond to liquid
nd vapour phases respectively, whilst �̇�𝑉 𝐿 and �̇�𝐿𝑉 represent the mass
ransfer from vapour to liquid and from liquid to vapour respectively.

The momentum conservation equations are given as:

𝜕
(

𝛼𝜌�⃗�
)

𝐿
𝜕𝑡

+ 𝛁 ⋅
(

𝛼𝜌�⃗��⃗�
)

𝐿

= −𝛼𝐿 ∇𝑃 + 𝛁 ⋅ 𝜏𝐿 +
(

�̇�𝑉 𝐿�⃗�𝑉 − �̇�𝐿𝑉 �⃗�𝐿

)

+𝑀𝐿 (13a)

𝜕
(

𝛼𝜌�⃗�
)

𝑉
𝜕𝑡

+ 𝛁 ⋅
(

𝛼𝜌�⃗��⃗�
)

𝑉

= −𝛼𝑉 ∇𝑃 + 𝛁 ⋅ 𝜏𝑉 +
(

�̇�𝐿𝑉 �⃗�𝐿 − �̇�𝑉 𝐿�⃗�𝑉

)

+𝑀𝑉 (13b)

where the stress tensor 𝜏 for the given phase is expressed as:

𝜏 = 𝜇
(

∇�⃗� +
(

∇�⃗�
)𝑇

− 2
3
𝛿𝛁 ⋅ �⃗�

)

(14)

Since the two phases have different velocity fields, there is a momen-
tum exchange 𝑀𝐿 and 𝑀𝑉 through interfacial forces. Since the force
xerted by the liquid phase onto the vapour phase is equal and opposite
17
to the force exerted by the vapour phase onto the liquid phase it follows
that 𝑀𝐿 = −𝑀𝑉 . In addition to that, momentum will be carried from
one phase to the other due to mass transfer, which is accounted for
by the terms �̇�𝑉 𝐿�⃗�𝑉 and �̇�𝐿𝑉 �⃗�𝐿. The pressure vector 𝑃 has no phase
subscript because it is assumed that the phases have identical pressures.

Eqs. (15a) and (15b) are the energy conservation equations for-
mulated in terms of total enthalpy. Energy is exchanged between the
phases by mass and heat transfer. Energy transfer associated with the
mass transfer is accounted for by the terms �̇�𝐿𝑉 ℎ𝑡𝑜𝑡,𝐿 and �̇�𝑉 𝐿ℎ𝑡𝑜𝑡,𝑉 ,
while �̇�𝑉 and �̇�𝐿 represent the heat transfer rate on the vapour and
liquid side of the interface respectively. 𝑇 and 𝜆 are phase temperature
and thermal conductivity.

𝜕
(

𝛼𝜌 ℎ𝑡𝑜𝑡
)

𝐿
𝜕𝑡

+ 𝛁 ⋅
(

𝛼𝜌 �⃗�ℎ𝑡𝑜𝑡
)

𝐿
= 𝛼𝐿

𝜕𝑃
𝜕𝑡

+ 𝛁 ⋅ (𝛼𝜆∇𝑇 )𝐿

+ 𝛁 ⋅
(

�⃗�𝜏
)

𝐿
+
(

�̇�𝑉 𝐿ℎ𝑡𝑜𝑡,𝑉 − �̇�𝐿𝑉 ℎ𝑡𝑜𝑡,𝐿
)

+ �̇�𝐿 (15a)

𝜕
(

𝛼𝜌 ℎ𝑡𝑜𝑡
)

𝑉
𝜕𝑡

+ 𝛁 ⋅
(

𝛼𝜌 �⃗�ℎ𝑡𝑜𝑡
)

𝑉
= 𝛼𝑉

𝜕𝑃
𝜕𝑡

+ 𝛁 ⋅ (𝛼𝜆∇𝑇 )𝑉

+ 𝛁 ⋅
(

�⃗�𝜏
)

𝑉
+
(

�̇�𝐿𝑉 ℎ𝑡𝑜𝑡,𝐿 − �̇�𝑉 𝐿ℎ𝑡𝑜𝑡,𝑉
)

+ �̇�𝑉 (15b)

Contrary to single-phase flows, an additional conservation equation
s solved for the volume fraction, which states that the sum of vapour
nd liquid volume fractions in each control volume must add up to
nity.

𝐿 + 𝛼𝑉 = 1 (16)

.2. Interphase models

The two-fluid model has the advantage of being a more general
pproach to modelling flashing flows in the sense that it can be applied
o a wide range of problems without the need for empirical tuning.
he reliability of the model however depends on the selection and
ccuracy of interphase models. It is up to the researcher to know which
odels are best suited to the given application. If one does not have

onfidence in the employed interphase models, the two-fluid model
ay generate misleading results and be less accurate than simplified
odels such as the homogeneous-equilibrium model. The details of the

nterphase models employed in simulating the wet-to-dry expansion are
iven below.

The mass transfer is assumed to result from the interphase heat
ransfer, which is evaluated using the two-resistance model. The model
ssumes an interface between the continuous and dispersed phases,
hich is at local thermodynamic equilibrium conditions (i.e., saturation

onditions). The heat transfer occurs between the phases and the
nterface separately, such that there are two distinct heat-transfer co-
fficients for each phase that determine the heat transfer rate between
he phases and the interface. The interfacial heat fluxes are defined as:

̇𝐿 = H𝐿
(

𝑇𝑖𝑛𝑡 − 𝑇𝐿
)

(17a)

̇𝑉 = H𝑉
(

𝑇𝑖𝑛𝑡 − 𝑇𝑉
)

(17b)

here H𝐿 and H𝑉 are heat transfer coefficients for the liquid and
apour sides respectively, while 𝑇𝑖𝑛𝑡 is the interfacial temperature,
qual to the local saturation temperature. Knowing that the interface is
apable of storing neither mass nor energy, the energy balance applied
o the interface must be zero:

̇𝐿𝐴𝑖𝑛𝑡 + �̇�𝑉 𝐿ℎ𝑉 + �̇�𝑉 𝐴𝑖𝑛𝑡 + �̇�𝐿𝑉 ℎ𝐿 = 0 (18)

The first two terms in Eq. (18) (�̇�𝐿𝐴𝑖𝑛𝑡 + �̇�𝑉 𝐿ℎ𝑉 ) represent the
nergy supplied to the liquid phase; �̇�𝐿𝐴𝑖𝑛𝑡 is the energy associated with
he heat transfer and �̇�𝑉 𝐿ℎ𝑉 𝐿 is the energy associated with the mass
ransfer (from the interface to the liquid phase). Similarly, the last two
erms in Eq. (18) represent the energy exchange between the interface
nd the vapour phase. Substituting Eqs. (17a)–(17b) in Eq. (18), and
sing the fact that the mass transferred from the liquid phase to the
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interface is equal to the mass transfer from the interface to the vapour
phase (�̇�𝐿𝑉 = �̇�𝑉 𝐿), one can derive the following equation, defining
the evaporation rate [61]:

̇ 𝐿𝑉 = −�̇�𝑉 𝐿 =
H𝐿𝐴𝑖𝑛𝑡

(

𝑇𝑖𝑛𝑡 − 𝑇𝐿
)

+ H𝑉 𝐴𝑖𝑛𝑡
(

𝑇𝑖𝑛𝑡 − 𝑇𝑉
)

ℎ𝐿𝑉
(19)

In order to implement the phase-change model based on the in-
erfacial heat transfer, heat-transfer coefficients for the liquid and
apour phases need to be evaluated. These heat transfer coefficients
re associated with the corresponding Nusselt numbers, 𝑁𝑢𝐿 and 𝑁𝑢𝑉 ,
ased on the droplet diameter 𝐷𝑑 and the corresponding thermal
onductivity. For estimating the Nusselt number on the continuous side,
range of empirical and analytical correlations exist that account for

onduction, convection and turbulence effects. This model uses the
anz-Marshall [56] correlation, which was derived from experimental

ests on a water droplet evaporating in a hot air stream:

𝑢𝑉 =
H𝑉 𝐷𝑑
𝜆𝑉

= 2 + 0.6𝑅𝑒0.5𝑑 𝑃𝑟0.33𝑉 (20)

here 𝑅𝑑 is the droplet Reynolds number based on droplet diameter
nd slip velocity, while 𝑃𝑟𝑉 is the vapour Prandtl number:

𝑒𝑑 =
𝐷𝑑

|

|

|

�⃗�𝑉 − �⃗�𝐿
|

|

|

𝜈𝑉
(21)

𝑟𝑉 =
𝑐𝑝,𝑉 𝜇𝑉
𝜆𝑉

(22)

The Nusselt number for the heat transfer between the liquid droplet and
the interface is unknown; however, a constant value of 6 can be taken
as an approximation derived from the transient heat-transfer analysis
in a solid sphere [57].

Although, three major interphase momentum exchange mechanisms
were considered in the wet-to-dry expansion study, generally, there are
five mechanisms that are distinguished in two-phase flows: drag, lift,
turbulent dispersion, wall lubrication and virtual mass forces.

The density difference between the phases causes each phase to
have a different acceleration when the same axial pressure gradient is
applied. This gives rise to the interfacial drag, which for the particle
model is expressed as:

𝐹𝐷 = 1
2
𝜌𝑉 𝐴𝐶𝐷

(

𝑈𝑉 − 𝑈𝐿
)2 (23)

where 𝐴 is the projected area upon which the drag force acts, while
𝐶𝐷 is the non-dimensional drag coefficient. Since the dispersed phase
is in the form of spherical droplets, the total interfacial drag per unit
volume can be expressed as:

𝐷𝐿𝑉 = 3
4
𝐶𝐷
𝐷𝑑

𝛼𝐿𝜌𝑉 ||𝑈𝐿 − 𝑈𝑉
|

|

(

𝑈𝐿 − 𝑈𝑉
)

(24)

The mixture is expected to rapidly accelerate to high velocities, which
may be associated with a significant velocity slip resulting in droplet
shape distortion. Therefore, the Ishii-Zuber [58] model was used to
evaluate the drag coefficient, which is capable of accounting for shape
distortion and the effect of densely distributed particles, making it
suitable for flows with both dilute and densely distributed droplets.

The lift force is a force that acts on the dispersed phase in the
direction perpendicular to the direction of flow. It is caused by shear
effects when there is a rotational movement of the continuous phase
(i.e. when the curl of its velocity is non-zero):

𝐹𝐿 = 𝛼𝐿𝜌𝑉 𝐶𝐿
(

𝑈𝐿 − 𝑈𝑉
) (

𝛁 × 𝑈𝑉
)

(25)

The parameter 𝐶𝐿 is a non-dimensional lift coefficient, which is evalu-
ated using the Tomiyama [59] model.

Turbulence enhances the distribution of the dispersed phase from
regions of high concentration to regions of low concentration of the
dispersed phase. Liquid droplets are caught up in turbulent eddies
through the interfacial drag force. Favre Averaged Drag was used for
18
estimating the turbulent dispersion, which proved suitable for a wide
range of applications [57]:

𝐹𝑇𝐷 = 𝐶𝑇𝐷 𝐶𝑉 𝐿
𝜈𝑡𝑉
𝜎𝑡𝑉

(

∇𝛼𝐿
𝛼𝐿

−
∇𝛼𝑉
𝛼𝑉

)

(26)

where 𝐶𝑇𝐷 is a constant defined manually with a value close to unity,
𝐶𝑉 𝐿 is a momentum transfer coefficient for the interphase drag, while
𝜎𝑡𝑉 and 𝜈𝑡𝑉 are the turbulent Schmidt number and eddy viscosity
respectively.

It has been previously noticed that for certain flows, such as bubbly
up-flow in a vertical pipe [69], the dispersed phase tends to accumulate
near the wall but is not directly adjacent to it. These effects seem
particularly relevant for buoyancy-driven flows, where the dispersed
phase has a lower or similar density to that of the surrounding medium.
In the investigated case, there is a high-speed flow of liquid droplets
suspended in vapour with a density at least an order magnitude lower
than the droplets. Hence, the wall lubrication effects are deemed neg-
ligible, and the droplets are allowed to come freely in contact with the
nozzle walls. In such a setup, the virtual mass force associated with
the displacement of fluid directly adjacent to the liquid droplet is also
neglected due to the much lower density of the vapour.

A.3. Dispersed zero equation model

The turbulence in the continuous phase is modelled with the 𝑘 −
𝜔 SST model. A dispersed phase zero equation model is applied to
evaluate the eddy viscosity of the dispersed phase [61]:

𝜇𝑡,𝐿 =
𝜌𝐿
𝜌𝑉

𝜇𝑡,𝑉
𝑃𝑡

(27)

The eddy viscosity of the continuous phase 𝜇𝑡,𝑉 is correlated with the
eddy viscosity of the dispersed phase 𝜇𝑡,𝐿 through turbulent Prandtl
number 𝑃𝑡, which by default is set to unity. This assumption is suitable
as long as the particle relaxation time is short compared to turbulent
dissipation time scales [61]. The relaxation time is simply the time
required for the dispersed droplets to adjust their velocity to changing
flow conditions within the nozzle. Short relaxation times are typical of
two-phase flows where the dispersed phase has a smaller density than
the continuous phase. In the examined case, the dispersed phase is in
the form of liquid droplets, which are expected to have a density at least
an order of magnitude higher than the surrounding vapour. In such a
case, values higher than unity may need to be used for the turbulent
Prandtl number. As an initial assumption, 𝑃𝑡 was set to unity.

Appendix B. Validation study

In order to validate the two-fluid model setup, it was applied to
simulate flashing of subcooled water in a so-called BNL nozzle [40].
The BNL nozzle is a circular symmetric converging–diverging nozzle,
0.609 m long, with an inlet and outlet diameter of 0.051 m and
throat of 0.025 m. The experimental campaign involved a number of
experimental runs with different boundary conditions. One particular
set-up referred, to as BNL309, will be used for validation purposes,
which involved flashing of sub-cooled water at the temperature of
149.1 ◦C and pressure of 555.9 kPa to the outlet pressure of 402.5 kPa.

Model adjustment

Several amendments had to be made to adjust the two-fluid model
described in Section 3 to simulate flash boiling of subcooled water.
The dispersed phase was set to be in the form of vapour bubbles,
while water liquid was set to be the continuous phase. Wall lubrication
force, deemed inapplicable in the case of the wet-to-dry expansion,
was included, using a correlation proposed by Hosokawa et al. [70].
Vapour temperature was fixed to the saturation temperature, while
the heat-transfer coefficient on the continuous side was evaluated with

the Ranz-Marshall correlation [56]. The rest of the set-up remained
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Table 4
BNL nozzle: mesh independence study results.
Element count 𝑦+𝑙 𝑦+𝑣 �̇�𝑜𝑢𝑡 [kg/s] 𝛼𝑣 Mass imbalance [%]

Radial Circumferential Axial Total

15 40 154 77 × 103 60.1 5.70 8.333 0.744 0.63
23 56 154 168 × 103 63.9 5.88 8.364 0.743 0.79
26 64 192 270 × 103 57.6 5.50 8.369 0.742 0.67
31 72 204 389 × 103 40.9 4.05 8.373 0.741 0.61
32 80 244 527 × 103 41.5 4.22 8.373 0.742 0.70
unchanged. A constant bubble density number of 𝑁𝑏 = 5 × 109 was
ssumed in previous studies [44,51], and was also applied in the cur-
ent simulation. Overall, the setup is similar to these previous studies
xcept for the evaluation of water properties. Both previous studies
sed the water/steam properties, IAPWS-IF97 [71], which are based
n the Helmholtz equation of state [72] and computed directly by the
olver. In the current simulation, properties are evaluated by means
f look-up tables generated externally using REFPROP 10.0 [62]. The
imulation was a 3D steady-state viscous completed in ANSYS CFX 2021
1 [60].

esh independency study

To perform the mesh independence study, several grids were con-
tructed, starting with a coarse 77 × 103-element mesh up to a fine
27 × 103-element grid. Each mesh was a structured mesh constructed
ith hexahedral elements and was refined in the proximity of the wall
nd the throat. For every mesh, a converged solution was achieved
ith mass and momentum residuals below 1𝑒−4. The results of the
esh independence study are summarised in Table 4. Based on the
esh independence study results, the mesh with 389,000 elements was

elected for the validation study.
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