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Abstract
Identifying and annotating toxic online content on social media platforms is an extremely challeng-
ing problem. Work that studies toxicity in online content has predominantly focused on comments as
independent entities. However, comments on social media are inherently conversational, and therefore,
understanding and judging the comments fundamentally requires access to the context in which they are
made. We introduce a study and resulting annotated dataset where we devise a number of controlled
experiments on the importance of context and other observable confounders – namely gender, age and
political orientation – towards the perception of toxicity in online content. Our analysis clearly shows
the significance of context and the effect of observable confounders on annotations. Namely, we observe
that the ratio of toxic to non-toxic judgements can be very different for each control group, and a higher
proportion of samples are judged toxic in the presence of contextual information.

Keywords: Natural language in multimodal and multimedia systems; Corpus annotation; Understanding toxic language

1. Introduction
Social media websites provide an important platform for conversational engagement. However,
these platforms can suffer from a variety of toxic conversational behaviours, including abusive,
hateful, antisocial attitudes, which result in adverse effects ranging from conversation derailment
and disengagement to life-threatening consequences. Research in understanding and forecast-
ing such behaviours has received significant attention in recent years (Bamman, O’Connor, and
Smith 2012; Barker and Jurasz 2019; Gomez et al. 2020). This has also sparred a sustained dis-
cussion in policy and regulatory forums across various governmental bodies, including the UK’s
Online Harms white papera and the congressional hearing on content moderation in the US.b
Most research has focused on overt forms of toxicity, where the content is usually analysed inde-
pendently of the conversational context (Vidgen et al. 2019). Additionally, in current research, the
perception of toxicity in content and/or its labelling have been constrained to either a general pool
of crowd-workers or an abstract view from experts, without taking into account important factors
that can affect perception, including various demographic features, such as age or gender, and
political views (Waseem 2016; Davidson et al. 2017; Kiela et al. 2020). The variety of confounders
can potentially result in biased annotation (Davidson, Bhattacharya, and Weber 2019; Sap et al.

ahttps://www.gov.uk/government/consultations/online-harms-white-paper/online-harms-white-paper
bhttps://www.c-span.org/classroom/document/?17312
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2019a). The bulk of work that focuses on understanding toxic online content has predominantly
cast this as the task of predicting toxicity. However, due to above-mentioned biases in annotations,
the predictive models are prone to amplify the biases. Finally, there is much less understanding of
‘what in the content’ leads to the decision of the sample being annotated or predicted as toxic.

Our primary goal in this paper is to study toxicity in comments made by users of online plat-
forms on a piece of content in a controlled way, and thus shed some light on the above issues.
Our main hypothesis is that understanding of toxicity in online conversations can only be done
in context. Here, we specifically define context in terms of (i) additional content related to the
item we aim to analyse, be it textual or in other modalities; and (ii) external factors that influence
perception of toxicity under confounding factor, such as gender, age and political orientation.

Towards this study, we introduce a datasetc of online content in English, which contains
comments with textual and multimodal context. The dataset is comprised of 1500 distinct sam-
ples, with multiple annotators per sample, two main sample-level setups – comment-only and
comment-plus-context – and three control groups: male vs female, right-leaning, left-leaning ver-
sus centre-leaning, and under 30 versus 30 and over years of age. These control groups by gender,
political orientation and age are aimed to quantify the extent to which the perception of toxicity
varies across different annotators. In addition to annotations for toxicity, we also collect anno-
tations for sarcasm, as this is known to affect toxicity judgements. Finally, the annotation also
contains annotator rationales, that is reasons (within the comment or the context) for the deci-
sion of toxicity. In total, the dataset has 21,000 samples labelled for toxicity and sarcasm with
rationales. Our main contributions in the paper can be summarised as follows:

• We present the first annotated dataset in English where we control for a variety of fac-
tors, including the context that leads to comments, gender, age and political orientation
(Section 4).

• We study the extent to which observable confounders modulate the annotations
(Section 5).

• We study the extent to which context influences the annotation process (Section 6).

Our data annotation and analysis clearly demonstrate that the perception of toxicity is con-
textual.d For example, the presence of context increases the proportion of samples judged as
toxic. Further, the annotations can significantly vary depending on the different control groups.
For example, content annotated by people who identify themselves as right-leaning is considered
significantly less toxic.

2. Background and related work
2.1 Toxicity in online conversations
Characterising toxic content is a difficult challenge as toxicity is a broad concept that can include
threats, racial slurs, extremist views, sexism, insults, hateful, and derogatory comments, which can
be both directed at specific users or at communities. In this context, Jurgens, Chandrasekharan
and Hemphill (2019) categorise toxic online content into two categories – (a) Overt, physi-
cally dangerous content: content that may or may not use abusive or hateful language and may
include personally identifiable information to cause harm (e. g., doxxing). Content that promotes
behaviours of criminal harassment, human trafficking, paedophilia or explicitly incites mobs for
violence – all these constitute the category of overt and physically dangerous content; (b) Subtly
harmful content: content that is linguistically subtle, where harm is implicit. We note that the
latter category has been predominantly disregarded and is among the difficult sets of samples for
annotation. Our work focuses mostly on the latter category.

cThe dataset will be released on publication of the paper with CC-BY-ND-NC license
dthe data are made available here: https://osf.io/9p6cz/
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There has been an increasing amount of work towards studying toxic online conversation in
the last few years, which has focused on overt and physically harmful online behaviours (Waseem
2016; Vidgen and Derczynski 2020). The topic has been studied under various lenses, including
that of ‘abusive language’ (Nobata et al. 2016), ‘harmful comments’ (Faris et al. 2016), ‘toxic lan-
guage’ (Jacobs et al. 2020), ‘online hate speech’ (Davidson et al. 2017) and incivility (Kumar et
al. 2018). Further, recent work has also analysed online conversation in the context of cyberbul-
lying and trolling (Yin et al. 2009; Cheng et al. 2017; Kumar, Cheng, and Leskovec 2017; Liu et
al. 2018). Significant efforts have been made towards conducting shared tasks to increase commu-
nity participation and benchmarking towards the task of detecting toxic behaviours. These include
Zampieri et al. (2019, 2020) and Basile et al. (2019) among others. There are various taxonomies
for both overt and covert types of toxic conversations. We refer the reader for a detailed analysis
of taxonomies to Vidgen et al. (2019).

Previous work has studied different aspects of toxic online conversation, including the lin-
guistic variation, such as understanding linguistic changes in user behaviour in the context of
community norms (Danescu-Niculescu-Mizil et al. 2013) and understanding the influence of
community norms in the context of community moderation (Chandrasekharan et al. 2018). Their
study indicates the presence of macro-, meso- and micro-norms that are specific and unique to
particular subreddit communities and modulate different types of disparate conversation. Norms
play an important role in moderation of online communities. In our work, we are interested
to explore how would a general populace perceive such moderated content. This helps identify
potentially outward-facing moderation strategies.

2.2 Datasets
A variety of online content datasets have been created for studying toxicity in online conver-
sations. However, the samples in most existing datasets are predominantly collected with the
purpose of building and evaluating supervisedmachine learningmodels, to predict toxicity, rather
than to obtain a deeper understanding of the topic. Most of the datasets have samples that consist
of predominantly textual comments and with sample sizes ranging between 500-500,000.

We briefly describe some of the most popular datasets that have been used for studying toxic
language and building predictors. We restrict ourselves to English language datasets and refer the
reader to Madukwe, Gao and Xue (2020), Poletto et al. (2020), Vidgen and Derczynski (2020) for
a more comprehensive review of these and other collections. Using Yahoo News Groups, Warner
and Hirschberg (2012) present a dataset based on comments and hyperlinks from the American
Jewish Society. The comments are manually annotated using seven categories: anti-semitic, anti-
black, anti-Asian, anti-women, anti-Muslim, anti-immigrant and other forms of hateful behaviour
(anti-gay, anti-white etc.). Djuric et al. (2015) use comments from Yahoo Finance which are anno-
tated by crowd-workers for the presence or absence of hateful comments, while Nobata et al.
(2016) use comments from Yahoo Finance and Yahoo News annotated for abuse, simply whether
they are abusive or clean, through crowdsourcing.

Using Twitter as platform, Burnap and Williams (2016) investigate aspects of cyber-hate, with
an emphasis on a set of triggers including sexual orientation, race, religion and disability on
tweets. The dataset was annotated by crowd-workers who were answering if the sample is offen-
sive or antagonistic in terms of the aforementioned triggers. Waseem and Hovy (2016) introduce
a dataset with tweets annotated by the authors and validated by experts, where the focus was
on annotating tweets that showcase racism or sexism. A further extension enhanced the dataset
with annotations from both the experts and crowd-workers and analysed the influence of exper-
tise in the annotation process (Waseem 2016). Founta et al. (2018) present a large dataset of
100,000 tweets, focused on annotations of abusive, hateful and spam-based categorisation by
crowd-workers. The three categories are the result of an iterative preliminary analysis, where the
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authors experiment with a wide variety of often interchangeable labels, to distinguish the rela-
tionship between them and select the most representative. The various labels are either eliminated
or merged, through statistical analysis, to produce a smaller robust set which covers a range of
abusive behaviours.

In terms of datasets including modalities other than text, Gomez et al. (2020) use Twitter to
curate a multimodal – image and text-based – meme dataset, where memes are annotated by
crowd-workers on six categories: racism, sexism, homophobia, religion-based hatred and attacks
on other communities. A similar work by Kiela et al. (2020) presents a synthetic meme dataset,
where the focus is on categorising samples as multimodally hateful, in which case the image and
the associated text are hateful, or unimodally hateful, in which case either the image or the text is
hateful.

A few recent works have focused on studying toxicity in a contextual setting, we here list the
most prominent works. One of the earliest works to study the importance of context is by Gao and
Huang (2017), where the authors present an annotated corpus constructed using articles and the
corresponding discussion on a news website. This work considers the preceding discourse and the
corresponding news item as relevant context. In Qian et al. (2019), the authors collect a dataset
of hateful comments and crowdsource interventional responses to these comments, from a small
set of subreddits. The annotation task aims to identify toxic comments, as well as create human-
written responses to the total conversation, which would intervene to the discussion and hold
back hate. The annotations are collected through crowdsourcing, and the contextual intent is also
provided to the annotator, in matters of title and content from the original submission. Voigt et al.
(2018) release a large-scale raw dataset (not annotated) with Reddit comments and the associated
user’s gender. Pavlopoulos et al. (2020) also create a context-aware toxicity dataset from conversa-
tional comments fromWikipedia talk pages discussion pages. The authors are interested in similar
questions as to whether context canmodulate human judgements of toxicity and the utility of con-
text on machine learning models. However, the contextual information is local and does not take
into account global subject content under discussion. Shen and Rose (2021) investigate the influ-
ence of annotators’ political beliefs and familiarity of the source towards annotations of identifying
political orientation of Reddit posts. Chung et al. (2019) present a dataset that collects both hate-
ful and toxic messages along with potential repairs that can provide counter-narrative information
with fact-based information and non-offensive language to de-escalate hateful discourse. Ljubešić,
Fišer and Erjavec (2019) present a dataset in both Slovenian and English annotated for a variety
of annotations for socially unacceptable discourse. The dataset consists of conversational content
from Facebook platform, such that the entire discourse thread is presented to the annotator during
annotation for each potentially toxic comment.

We note that the predominant approach in curating samples from social media platforms is
by using content that contains words from a small seed lexicon of hateful words. Most datasets
focus on annotating comments, where the annotators are not given any context or additional
information, such as what the comment refers to, or any history of conversation. The comments
are usually taken as an independent entity. Even in the two multimodal datasets, the sample is a
unique piece of content which, in this case, happens to have both image and text in it. Our dataset
is based on comments fromReddit, where we focus on understanding the perception of toxicity. In
contrast to other datasets, our work is a controlled study on how the labels change in the presence
and absence of different types of context. We are also interested in understanding the influence of
demographic information on annotations.

3. Data annotation strategy
3.1 Definition of toxicity
Previous work in this domain has focused on fine-grained distinctions of toxic content in the form
of hate speech, abusive language and other profanity-related terms. We note, however, that the
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definitions used for the fine-grained aspects of toxicity have been fairly ambiguous and have been
used interchangeably (Founta et al. 2018; Vidgen et al. 2019). In addition, recent work has studied
the prevalence of biases due to annotation artefacts in datasets, including those on toxic online
content (Davidson et al. 2019; Sap et al. 2019b). Among the reasons for the presence of such biases,
one prominent aspect is the complex and stratified definitions of fine-grained forms of toxic online
content. It has been shown that complex definitions need experts or trained annotators and may
yield biased annotations, when seeking annotations from crowd-workers (Waseem 2016).

In this paper, we are interested in a simpler and broader definition of toxic content, as we
focus on capturing the varying perceptions of toxicity. To this end, we conducted various pilot
experiments on the crowdsourcing platform with a few samples to study annotators’ responses
while varying the toxicity definition. Our goal was to estimate the difficulty of content annotation,
based on a variety of definitions. After five rounds of experiments, we observed that a broader
and simpler definition was conducive to annotations and also received positive feedback from
the crowd-workers. We thus settled on the definition of toxicity proposed in Wulczyn, Thain
and Dixon (2017) and Davidson et al. (2017): “any form of content that is hurtful, derogatory
or obscene, such that it can hurt a person either physically or emotionally, for example content
threatening a person or spreading hateful messages against a person or a group”.

3.2 Contextual multimodal content
A fundamental concept of online social media platforms is the interaction among users and their
use as conversational platforms, typically through comments or replies to original submissions.
Therefore, the contextual aspect of these interactions should be considered in social scientific
research, especially given the nature of toxicity. This has also been emphasised in previous work,
such as Vidgen et al. (2019). In the previous section, we define toxicity as content that can hurt a
person or a group, hence we presume that there is usually a target.

Despite the prominent role of context, it is not common in previous work to consider contex-
tual information when annotating content. This is one of the most important contributions of our
work – studying the effect of context on toxicity annotation while also focusing on considering
demographic factors influencing annotations.

Furthermore, social media content exists in multiple modalities including textual, visual (such
as images or videos) and audio forms. Various platforms support different modalities, and some
modalities can be more prominent in conversations depending on the platform, such that the
textual modality may not necessarily play the most important role. Both Kiela et al. (2020) and
Gomez et al. (2020) present multimodal datasets that contain memes or pictorials with textual
information as samples. However, we classify these as a different type of content, which has a very
different communication intent.

To measure the effect of context, we run two parallel experiments where the only difference is
the availability of context during annotation for one of the experiments. In the first experiment,
we provide comments obtained from Reddit to a group of annotators and ask the participants to
annotate whether they believe the comment (which is only comprised of text) is toxic under our
definition. For the second experiment, we provide the same samples and annotation setup, only
this time participants have access to the additional context from the submission the comments
belong to. This context includes the title (in the form of text), along with the image of the original
submission, and the annotators are asked to decide upon the toxicity of the sample under the same
definition, but now given the context. We restrict our definition of conversational context to this
content since it is what prompts users to post comments on the platform. The context thus acts
as the communication intent and we hypothesise that this adds important information to decide
on the toxicity of the sample; however, this may further increase the subjectivity in analysing the
samples due to the additional source of information. We present an overview of our experimental
setup in Fig. 1 and instances of the samples in Fig. 2.

https://doi.org/10.1017/S1351324923000414 Published online by Cambridge University Press

https://doi.org/10.1017/S1351324923000414


6 P. Madhyastha et al.

Figure 1. Overview of the experimental setup. In order to participate in the experiments, workers first need to pass a series
of qualifications. Once they successfully qualify, they are separated into control groups based on the confounding variables
of each experiment. Participants are then given access to the annotation platform and, based on the experiment type and
provided information, are asked a series of questions related to toxicity. The final annotation scheme is rich in information,
approaching toxicity in a holistic manner.

In the rest of the paper, we consider the two different set of experiments as two different
projects and represent them with the letters C and CTM, where C stands for Comment-only tasks,
that is no context was presented to the annotators, and CTM stands for Comment-Title-Media,
that is samples that are enriched with contextual information.

3.3 Sample selection
Our dataset is based on conversations from the Reddit platform. Most existing works use a form
of seed lexicon or a set of seed topics to build the dataset. In this study, we base our collection on
the strategy from Bamman et al. (2012).

We gathered a list of 400 most popular subreddits based on the comment traffic on the sub-
reddits.e Like Twitter and other social media services, Reddit provides developers with open APIs

eAs listed on https://pushshift.io/ on September 30, 2019,
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(a) (b)

Figure 2. Examples from the dataset.

to build services, including access methods to storing a snapshot of a post and the corresponding
comments. We also exploit Pushift API (Baumgartner et al. 2020) which additionally provides
access to retrieve historical changes in Reddit data. This functionality allows to especially track
comments and posts that were made on the platform which were then subsequently removed
by the subreddit moderator. We note that the associated norms may not always be relating to
the ‘toxic’ content, for example a subreddit dedicated for discussion of football-related news may
consider comments and posts that discuss political issues to be breaking the norms of that specific
subreddit.

In order to build our dataset, we queried Reddit at fixed intervals using both Reddit and
Pushshift API to retrieve a sample of messages. Every message in our corpus was initially written
between 1st October 2019 and 30 October 2020. We then use Pushshift API to identify messages
that have been deleted by the moderator. The API returns the message “[removed]” for content
that is removed by the moderator of the subreddit, while it returns the message “[deleted]” for
content that is deleted by the user themselves. The comment is usually removed by the modera-
tor as it breaks one or more of the norms associated with the subreddit. Of these, we focus only
on content of the type where we have access to a fully formed title, an associated image and the
corresponding comment that is removed. In this version of our dataset, we focus on top-level
comments. In this study, we deliberately choose top-level comments in order to remove possible
confounding due to the discourse. Therefore, every sample in our dataset consists of a title, an
associated image and a removed comment.

We observed that there are a substantial set of the samples that were not appropriate for the
purposes of annotation. These were messages that were strictly not textual (such as hyperlinks), or
the posts were typically inappropriate (such as constituting gore and other bad content). Over the
course of the whole year, we sampled over 60,566 piece of toxic content. From this, we randomly
sampled, without replacement, a subsample of over 2500 samples. Of these samples, the exclusion
criteria for removal were as follows:

• Content devoid of comments that were not predominantly text-based (i.e., comments that
mostly comprised of hyperlinks/a single token)

https://doi.org/10.1017/S1351324923000414 Published online by Cambridge University Press
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• Samples that broke our institution’s ethics guidelines: these were specifically related to
imagery that consisted of visually harmful content, such as content showcasing extreme
violence or animal abuse or sexually explicit forms of content.

• We also removed content where either the title or the comments were not in English.

We then carefully curated a set of 1500 samples that were deemed appropriate for the crowd-
sourcing platform.f We also note here that the set of subreddits considered consist of subreddits
that have left-leaning, right-leaning and politically neutral subreddits.

3.4 Annotation setup
We use Amazon Mechanical Turk (AMT)g for collecting annotations. AMT is a crowdsourcing
website where individuals (or requesters) can collect annotations using a distributed set of crowd-
workers. It has been broadly favoured by the research community for data annotation tasks as it
has a sufficiently expressive interface for controlled and randomised experiments. Annotations
can be obtained relatively in a short period of time due to its large workforce.

AMT offers a set of tools for a multitude of projects. In our work, we exploit some of these
existing API tools to implement the final custom platform, which can be seen in Figs. 3(a)–4(b).
Our task consists of three parts: the instructions, the practice trials, and the main annotation task.

The instructional part contains information which details the task requirements. Here, we
briefly describe the task on a main page, but also offer more details as well as a video and a set
of example annotations.

The other two parts of the platform are task-dependent: comment-only (C) versus context-rich
(CTM) tasks. For the samples that relate to the comment-only tasks (C) each annotation sample
consists only of the textual comment and no other information (Fig. 3(a)). On the other hand,
the context-rich tasks include annotation samples with the title of a post, an image originally
associated in the post and the comment related to this post (Fig. 4(a)).

The annotation scheme also changes for the two cases. Specifically, the rudimentary annota-
tion framework remains identical in both cases, that is identifying whether the sample is toxic. The
details, however, change for the latter, where annotators are asked to judge not only the comment
but also the context for their toxicity. In both cases, the first annotation task is a simple classi-
fication of whether the sample, as a whole, can be considered toxic, that is based on the specific
definition of toxicity (described in Section 3.1) workers are asked to judge if the whole sample is
toxic. If for any reason, they are unable to decide or have other issues with the sample, they have
the option to skip. Even though workers rarely opted to skip in our pilot experiments, we received
feedback from the annotators expressing the importance of this option. A participant, for exam-
ple, mentioned “Having an option to skip is a very important button I’m glad you included, because
for some comments I feel like I don’t have enough authority to really say whether or not something
is toxic”. [sic].

We first present the common setup across both C and CTM experiments. Following the toxicity
judgement, we are interested in understanding the degree to which annotators are confident in
their decision, so we ask them to provide an estimate from a scale of 0 to 5. We also ask annotators
to highlight the portion of the comment text that makes the sample to be perceived as toxic. This
allows us to study reasons (i.e., rationales) that led the annotator to identifying the sample as toxic.

During our data curation, we observed that a significant number of comments are sarcastic. As
the samples in our dataset aremostly of subtly harmful content, the use of sarcasm tomock or con-
vey contempt is a common observation. Previous work has also suggested that such behaviour is
more frequent in subtle and covert forms of abusive and hateful language (Malmasi and Zampieri

fthis was explicitly done by the first authors of the paper
ghttps://www.mturk.com/
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Screenshot of the annotation platform, for the comment-only tasks.

Screenshot of the annotation platform, for the comment-only tasks, after the annotation is completed.

(a)

(b)

Figure 3. Our annotation platform for the comments-only experiment.

2018). Further, it has also been pointed out that it is difficult to get correct judgements in such
cases as it requires a broader knowledge and understanding of the specific communities and com-
monsense assumptions (Nobata et al. 2016). We refer the reader to Vidgen et al. (2019) for a more
comprehensive survey on the challenges of detecting and annotating subtly harmful content. To
allow for such analysis, we further ask the annotators to decide whether the sample was seen as
sarcastic.

In our setup, the above format remains consistent across experiments. In addition to the pre-
vious questions, for the CTM experiments we further ask the annotators whether the comment
and/or context are toxic. Note that, in this case either any of the comment or the context or both
can potentially be annotated as toxic. Finally, when the content (in the form of comments) or the
context (in the form of titles and images) are considered toxic, we want to further identify the
parts of the sample that make it toxic. We also ask the participants to highlight the parts of text

https://doi.org/10.1017/S1351324923000414 Published online by Cambridge University Press
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Screenshot of the annotation platform, for the context-rich tasks.

Screenshot of the annotation platform, for the context-rich tasks, after the annotation is completed.

(a)

(b)

Figure 4. Our annotation platform for experiments with comments and with the additional conversational intent.
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Table 1. The examples used to qualify workers. All the examples have been collected during the Black Lives Matter
movement during the summer months of 2020

Example Label

Get this fucking bullshit out of here you fucking Russian shills Toxic
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

The guy is black. Anything over 10 cents is unreasonable. Jokes reddit Toxic
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Fuck you. America is amazing and has generated more prosperity for the world than anything. RIP Mr
Floyd but fuck dumb shit-brains like you who will stand on his grave to insult America. I hope someone
knocks you the fuck out

Toxic

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Not saying i agree with the cops, but to be fair, protesters in Minneapolis were videotaped damaging and
breaking property including cop cars. That is a significant difference in protests that would warrant a
different response from police. Just wanted to say that since i haven”t seen it mentioned

Not Toxic

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Opinions don’t matter here, you’re making unsubstantiated claims about the majority. Either provide
evidence or admit you could be wrong and stop giving your opinion out like its fact

Not Toxic

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Not to be white. But whites are a disease on humanity. Mainly white males Toxic
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Stop referring to yourself as “black”. We are fucking Brown. Stop calling us “niggas” stop calling us
“black”

Not Toxic

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Why the fuck would any man let a womanmanage their finances? Toxic

and the image, which led them to that opinion. Examples annotated as toxic can be seen in Figs.
3(b) and 4b.

We also note that the supplementary questions regarding the annotator rationales are only
visible if the sample is considered toxic. This conditional nature of the annotation scheme was
deliberate to avoid confirmation biases. In our pilot experiments, we observed that the workers
might be prone to exaggerate labelling content as toxic if they see all the questions and requests a
priori; thus, a set of questions focusing on the analysis of toxic parts could lead them to annotate
the sample as toxic.

After the experiment, we ask annotators to optionally provide feedback. We remark that the
feedback presented by all the workers in all our experiments was that they had a positive experi-
ence.Workers have praised the clarity of the instructions and how the platform facilitates the task;
they judged the task as straightforward.

3.5 Qualification of annotators
To participate in our annotation experiments, workers first had to qualify, answering several ques-
tions that are similar to the samples in the experiments. More specifically, the initial requirement
is to ensure all workers understand the adult nature of the tasks. The participants are required to
be over 18 years old and have to consent to work on assignments that may include adult content.

We also wanted to establish a baseline of common understanding of the task and prime the
annotators with regard to specific definition of toxicity (Section 3.1). Therefore, as quality control,
we required all workers to answer whether a set of eight examples are toxic or not. These examples
are provided in Table 1. Qualifications required answering at least seven out of the eight examples
correctly.

We also collect demographic information for every annotator. We request all participants to
complete a demographics survey and provide their socio-economic information to understand
their background. Specifically, our survey consists of questions on the annotator’s gender, age
group, annual income range, education level, nationality, ethnicity, country of residence and
political orientation. We restrict ourselves to self-reported political orientation on a simple scale
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Table 2. Synopsis of annotations and annotation tasks. There are 3 annotations per sample, for every 500 samples (hence
the sum of total annotations). All features used as controls introduce a new set of 500 samples

Gender Political orientation Age

Female Male Left Centre Right < 30yo ≥ 30yo Total

Comments only 3 3 3 3 3 3 3 10,500 (21×500)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Context+Comments 3 3 3 3 3 3 3 10,500 (21×500)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Total 6000 (12×500) 9000 (18×500) 6000 (12×500) 21,000

from left to right. Most political charts, such as Nolan’s chart (Eysenck 1968) or Mitchell’s chart
(Mitchell 2007) are focused on either American or European political contexts. Our goal was to
use broader scales to accommodate other parts of the world. Our decision was inspired by exper-
imental research in political philosophy by Kroh (2007) and Zuell and Scholz (2016), which has
been shown to capture general trends using a 10- or 11-point scale. We ask the annotators to rate
how they self-identify themselves politically, from 0 to 10 (0 being left and 10 being right).We note
that the annotators cannot pass the qualification round if they have not filled the demographics
survey. We use some of this demographics information to employ the controls we describe in
Section 5.

4. Dataset overview
In this section, we give a general overview of our dataset. Overall, our dataset consists of distinct
1,500 annotated samples collated in three batches of 500 samples. Each of the three batches is
associated with a control experiment over three demographic variables – gender, age and politi-
cal orientation. Each sample is annotated by three different annotators. Additionally, we have a
general experiment, where for every demographic control group we examine the effect of con-
text. Note that for each sample we have two tasks a) comment only (C) and comment with the
associated context (CTM). The annotation of each of these is done by two different annotators.
We emphasise that this is a between-subjects (or between groups) study design, where different
annotators test different conditions, hence each person is only exposed to a single user interface.
This was especially done to minimise learning and transfer effects across conditions. However,
while we have taken all necessary precautions to minimise the noise, we remark that the design
of the experiment (between-subject design) may indicate a potentially emphasised effects of ran-
dom noise in our annotations compared to within-subject design. We also note that the visual
information can either be a photo or an image that contains textual information such as memes
or screenshots of conversations as shown in Fig. 2.

The experimental setup is consistent across all tasks concerning the required annotations, the
rewards, the annotation limit (number of samples) on the workers and the qualifications (see
Section 3.5 for more details). As shown in Table 2, each sample under each control has three
annotations from three different annotators. We remark here that while three may not seem a
large number, given the combination of different controls, the total number of annotations per
sample (regardless of the controls) ranges between 12 to 18. Further, on average comments have
12 words (with a maximum of 379 words) while titles have 9 words (with a maximum of 127
words). Among the images we use as context, 77% contain textual information, while the rest are
purely visual.

The reward for the annotations varies depending on the project type, that is the amount of
information and the complexity of questions participants have to answer. We consulted past
research (Founta et al. 2018) in order to estimate the amount for the reward and also considered
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the duration of the experiments.We also iterated by taking the feedback from crowd-workers dur-
ing the pilots. The final rewards across experiments are set to $0.03 per assignment, for the simple
comment-only experiments, and $0.06 per assignment for the context-enriched ones. Finally, to
ensure diversity of workers andminimise fatigue caused by long work, we put a limit of 50 samples
per worker.

4.1 Vote aggregation strategies
We consider several aggregation methods. Starting with a simple majority vote (MV), that is the
most commonly observed value among annotations, which is later enriched with ‘confidence in
decision’ information to produce high-confidence majority votes (HCMV). These correspond to
the most frequently agreed votes, taking only annotations where the annotators declared that they
are very confident about the annotation (confidence score of 4 or 5, on a scale of 0–5). It is noted
that, for the rest of the paper, when referring to MV and HCMV both values show the percentage
of annotations that indicate toxicity. We also wanted to get an understanding of the annotators
who are most confident about their annotations, therefore we calculate the rate of fully confident
annotations, regardless of toxicity.

As toxicity is a very subjective concept, we also considered investigating how many of the non-
toxic samples, as decided by the majority, have at least one person disagreeing. Therefore, we also
calculate at least one toxic vote (ALOTV) score.

To look at sarcasm, we follow the same procedure as presented above where we calculate the
majority sarcasm vote (SMV) between annotations of a sample, as well as the number of samples
with at least one sarcasm vote.

Finally, we also study the inter-annotator agreement.We note that we do not expect high agree-
ment, this is due to the prevalence of subjectivity in the task, the inherent biases we observe in
our controlled experiments, and the potential random noise effects due to the between-subject
experimental design.Wemeasure agreement using P(A), the percentage of cases where annotators
agree (100% refers to full agreement) and Fleiss Kappa (Fleiss 1971), a common inter-annotator
agreement metric which also takes into account the probability of agreement by chance.

4.2 Summary of results
Collectively, we have a total of 21,000 annotations for the 1500 total samples; however, it is noted
that there are a varying number of annotations per sample, from 12 to 18, depending on the batch
it belongs to. Samples annotated while controlling for political orientation, for example, have been
examined by three different groups of workers, twice each (once without and another including
the context), hence a total of 18 times.

According to the majority vote, around 30% of the samples are annotated as toxic; however, we
note that nearly all samples (94%) have at least one worker suggesting they are toxic (ALOTV).
Furthermore, 80% of all majority votes (and 33.5% of toxic votes in specific) are attributed with
high confidence, as their annotations show a median confidence score higher than 4 out of 5. We
also observe that a small percentage of samples are annotated to be sarcastic (SMV), even though
the total rate of sarcasm-positive answers is more than 30%. Finally, only half of the total annota-
tions are marked as fully confident (confidence score= 5), showing the difficulty of individuals to
decide upon such a subjective matter as toxicity.

5. Experiments
To better understand the various confounders influencing the perception of toxicity, we study the
impact of three confounding variables. We are mainly interested in understanding the effects of
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Table 3. Inter-annotator agreement metrics: P(A) and Fleiss’ Kappa (κ) for all three control experiments. Due
to the different number of annotations per batch, it is not possible to calculate an overall value for the entire
dataset

Total Non-contextual
(C)

Contextual
(CTM)

P(A) κ P(A) κ P(A) κ

Gender 0.59 0.23 0.65 0.36 0.57 0.20
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Pol. orientation 0.57 0.09 0.60 0.11 0.55 0.09
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Age 0.54 0.13 0.59 0.22 0.51 0.10

demographic factors – age and gender, and political views towards the perception of toxicity. As
our data is collated from Reddit forums between 2019 and 2020, it contains a sufficient number of
samples that are politically motivated. This is because (a) there is an over-representation of traffic
from the United States of America; and (b) a major political event in the USA – the election.
We note, however, there we made no deliberate effort in filtering data that are politically relevant
or express a particular view. The data collected simply reflects the popularity of topics in this
period (we elucidate this in Section 3.3).We randomly sampled data among the 1500 total samples
for each of our experiments below. In what follows, we describe the three main demographic
control experiments and also present the results and analyses. We summarise the inter-annotator
agreement for the control experiments in Table 3.

5.1 Controlling for gender
Recent research and surveys (Ipsos 2016; Capezza et al. 2017) have highlighted a consistent pat-
tern where the perception of toxic content varies between genders. Further, practitioners who use
machine learning and natural language processing for the detection of toxic online content have
considered using gender as an additional feature and it has been seen to improve predictive perfor-
mance in such models (Waseem and Hovy 2016). With these studies as background, we conduct
a controlled experiment in order to understand the degree to which gender can potentially act as
a confounding factor in perceiving toxicity.

During the preliminary analysis of data, we observed that the self-reported gender identities
of our workforce were predominantly represented by males and females, all other genders were
considerably under-represented on AMT. We therefore restrict our experiments to the dominant
representation and use the self-reported gender to separate males from females. Even though we
allow other individuals who self-report as any other gender to participate in both tasks, our final
dataset consists of only the two most representative genders in these tasks, therefore we charac-
terise the control groups hence referred to as males and females. We will release the full dataset
with the all annotations on a public platform for full analysis.

Overall, the total toxicity rate of all annotations controlled for gender is 51.45%. There are 246
toxic samples, and approximately 50% of the batch is annotated as toxic according to MV. There
are 12 annotations for every sample, therefore we consider the final decision of the toxicity to be
fairly robust. When we consider only high-confidence annotations, most of the votes over samples
remain the same and only a few change (approximately 90% remain intact). Additionally, nearly
50% of the toxic votes are attributed with high confidence (according to HCMV). We note that
more than half of the annotators exhibit full confidence (5 out of 5) in their annotations.

We further note that most samples contain at least one annotation as toxic (96% of the samples
with ALOTV equal to toxic). We also note that samples are not frequently annotated as sarcastic:
only 15% of the samples appear to have sarcasm as the majority vote (SMV), even though the total
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Table 4. Annotation summary of toxicity for gender-controlled experiments. The third column exhibits the
rate of fully confident annotations, regardless of toxicity. The abbreviations F and M stand for Females and
Males, accordingly

Task MV (%) HCMV (%) Full confidence (%) ALOTV (%)

F (comments only) 50.60 47.80 65.07 73.00
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

M (comments only) 47.40 43.20 50.27 71.40
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

F (comments+context) 55.71 46.89 49.43 82.36
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

M (comments+context) 51.40 43.60 56.53 81.20

Table 5. Annotation summary of sarcasm, for gender-controlled experiments. The third column indicates
the proportion of the sarcastic samples that are also toxic (according to MV). The last column indicates the
non-aggregated (for all annotations) rate of sarcasm

Task SarcasmMV (%) Toxic rate (%) Total sarcasm (%)

Females (comments only) 22.00 55.45 29.13
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Males (comments only) 23.60 54.24 29.40
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Females (comments+context) 37.40 68.98 40.88
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Males (comments+context) 26.00 56.92 32.67

sarcasm rate of all 6000 annotations is more than 30%. We observe that half of these sarcastic
samples are also toxic.

Contextual & Control Group Findings. Table 4 presents an overview of the aggregations related
to toxicity. For the case of the simple majority vote (second column), we observe that the propor-
tions of annotations annotated as toxic increases with the provision of context. However, when we
consider annotations that are highly confident on the other hand, we do not observe any changes.
We also observe that context plays an important role for females. Aggregated annotations by the
male group, on the other hand, do not seem to be affected by the presence of context.

Samples that have at least one toxic annotation also consistently increase considerably in the
presence of context, from around 70% to around 80%.We observe that the introduction of context
also introduces subjectivity making individuals disagree more when compared to the annota-
tions for which comments only are provided, where the tendency is to agree on no-toxicity.
We also perform a Wilcoxon signed-rank test (Wilcoxon 1992) in order to assess the differences
between male and female annotations by focusing on MV and annotator confidence. We con-
sider the confidence as a continuous variable between 0–5. We observed that the annotations
are significantly different among comments with context setting (with p< 0.05) between the two
groups.

Considering the summary of sarcasm annotations (presented in Table 5), we again observe
that the there is a marked difference between the C and CTM for female group for annotations
of sarcasm. This seems to be reflected in all of the settings. It also seems that sarcasm is corre-
lated with toxicity for the female group. None of these effects are noticed as strongly on the male
group.

Annotator Agreement.We also compute the per cent agreement and Fleiss Kappa to obtain the
inter-annotator agreement. We observe that for the whole experiment, the per cent agreement –
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Table 6. Annotation summary of sarcasm, for political orientation-controlled experiments. The second
column indicates how many of the sarcastic samples are also toxic. The last column indicates the non-
aggregated (for all annotations) rate of sarcasm

Task SarcasmMV (%) Toxic rate (%) Total sarcasm (%)

Left (comments only) 23.20 40.52 27.60
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Centre (comments only) 15.60 37.18 21.67
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Right (comments only) 14.60 31.51 24.73
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Left (comments+context) 31.00 40.65 36.27
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Centre (comments+context) 17.60 47.73 26.53
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Right (comments+context) 22.00 10.00 28.87

P(A) – is 0.59 and within each annotation task this number rises to up to 0.65. With the intro-
duction of context, however, we see a drop in agreement rates. This drop is even more apparent
when looking at Fleiss Kappa scores – κ . The agreement among annotators when they only see
comments is 0.36, but it decreases to 0.2 with context. Further investigating into each group, the
trend is the same for all cases, both for P(A) and for Fleiss Kappa.

5.2 Controlling for political orientation
Previous work in the area of political science and the area of political psychology has studied the
question of the influence of political orientation on the perception of both hateful language and
free speech (Davis and Silver 2004; Lindner and Nosek 2009). Rossini (2019) studies the con-
versational dynamics when it comes to political discourse on online platforms. In this work, we
are interested in understanding the differences in perception of similar types of content due to
political orientation.

We recognise that it is very difficult to cover the broad spectrum of political beliefs and dis-
tinguish political orientation, especially considering that AMT workforce is spread worldwide. To
avoid any definitions, we let annotators decide how they identify politically, on a scale of 0–10.
Zero, in our case, indicates left-leaning political beliefs and 10 is right-leaning. We make the scale
as such to provide a solid middle ground, an option for those who do not identify politically with
either side and consider these annotators as a separate group. Therefore, we consider three control
groups for this experiment – left-oriented, right-oriented and politically neutral annotators.

We randomly select a set of 500 samples from the 1500 samples main set, without replacement.
Note that none of the samples that appear in Section 5.1 are considered for this experiment. It is
interesting to observe that the rate of samples with at least one toxic annotation is at the same level
as in Section 5.1 (ALOTV 94%). High-confidence toxic aggregations decreased (HCMV 18%),
while fully confident annotations also decreased by a narrow margin (42.8%), and we tend to
observe that annotators tend to give annotate with lower confidence. Lastly, this pattern is also
consistent in answers for sarcasm (in Table 6), where sarcasm rate is fairly high (a little less than
30%) and nearly all samples have at least one individual saying they are sarcastic, yet the total set
of sarcastic samples is very small (32 units or 6.5%).

Contextual & Control Group Findings.We present our results in Table 7, we observe that right-
leaning individuals tend to overlook toxicity compared to the other groups. The tendency of left
and centre is to annotate around a quarter of the samples as toxic, a rate that further increases
with the introduction of context. The numbers we see in the MV column for these groups are
almost double the rates of the aggregated scores discussed earlier. This shows major differences
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Table 7. Annotation summary of toxicity, for experiments controlled about political orientation. The third
column exhibits the rate of fully confident annotations, regardless of toxicity. The abbreviations L, C and R
stand for Left, Centre and Right political orientations, accordingly

Task MV (%) HCMV (%) Full confidence (%) ALOTV (%)

L (comments only) 27.40 25.20 50.07 55.00
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

C (comments only) 23.40 14.20 35.13 56.20
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

R (comments only) 10.20 9.20 35.27 46.40
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

L (comments+context) 34.80 30.00 46.40 69.00
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

C (comments+context) 31.00 24.60 56.53 69.60
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

R (comments+context) 4.80 8.40 33.53 33.20

between the perceptions of the groups (predominantly the right-leaning v/s others). We also see
that the right-leaning sub-group tends to disagree with the other groups. We also observe similar
trend for the right-leaning sub-group, where we see that for the comment-only tasks we see 10.2%
toxic samples are annotated as toxic. However, with conversational context (or the intent), this
percentage drops to a staggering 4.8%.

In addition, for ALOTV results we find that while the total rates relatively drop compared
to Section 5.1. We observe that there is a high degree of consensus between the right-leaning
annotators. We also notice that the right-leaning annotators consider more than 50% of samples
to be totally non-toxic which increases to approximately 70% with the added context.

Lastly, it is interesting to note the divergence in fully confident annotations. With the
comment-only annotation tasks, left-leaning annotators are half the number of times fully confi-
dent about their answers, whereas the other two show much less confidence. Once the context is
introduced, however, the centre-leaning group shows a sudden increase to 56.5% fully confident
annotations, although the other two rates drop slightly.

With theWilcoxon signed-rank Test onMVs, we observe significant differences in annotations
across all the groups (with p< 0.01). This is true for both the comments and comments with
context settings.

Overall, these findings strongly indicate that there are extreme differences in the perception
of online content between people with different political orientations, especially considering that
our data originates from a platform widely used for political expression. We believe this is an
important finding and expect further research in this area from the community. We also hope
this finding will influence practitioners in computational social sciences to re-examine some
of the experimental designs, especially in the context of automated detection of toxic online
content.

Annotator Agreement. Regarding the inter-annotator agreement scores of the Political
Orientation experiment, we see similar behaviour as Section 5.1. Agreement rates are lower than
the ones from the previous experiment, but the tendency remains the same. Additionally, look-
ing at each individual group, all scores follow the same pattern, even though there are slight
differences in similarities within groups.

5.3 Controlling for age
Finally, with the last batch of 500 samples, we perform an experiment where we control for age.
Previous research has examined the influence of age in terms of the perception of online pri-
vacy, with reports of marked difference among the age groups (Zukowski and Brown 2007).
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However, there is much less research in the context of toxicity judgements regarding the influence
of age. This has also been discussed in the context of recent US House Judiciary Subcommittee on
Antitrust law, where senators of different age groups had a markedly different understanding of
online harms.h

In this experiment, we want to investigate the influence of age towards perceiving toxicity. Our
hypothesis is that younger annotators will have a different perception of toxicity. We believe there
is a strong effect of the Internet culture on younger individuals, as they grew up with the Internet
and social platforms incorporated in their everyday lives in an increasingly ubiquitous manner.
The Internet had a principal role in the development of their belief system; hence, we expect this
to have an impact on how they perceive toxicity.

In our annotation experiments for the pilot study, the study in Sections 5.1 and 5.2, we
observed that a large proportion of approved annotators fell in the range of 20–30 years old (about
40%) and the range of 30–40 years old (about 42%), and smaller proportions of people below the
age of 20 or above the age of 40. This observation led us to considering a split of the age group in
the range below 30 and the range above 30 for our experiments to investigate the effect of age in
the perception of toxic online content.

Overall, we observe a total toxicity rate of more than 30%, which means that a third of
all annotations for this batch were annotated as toxic. Each sample was annotated collec-
tively by 12 annotators, and a quarter of the batch (123 samples) were judged as toxic (MV).
Once again, we notice that most of the samples have at least one annotation stating they
are toxic (ALOTV 92.6%). Additionally, we also notice that half of the annotations are fully
confident (49.85%). Finally, as an aggregate, there are only a few sarcastic samples (47 out
of the 500, or 9.4%), although total sarcasm rate is once again relatively on the higher side
(33.2%).

Our experiment suggests that the differences between the two age groups, with regard to the
perception of toxicity, are seemingly weak. To further understand the dynamics, we now look at
each group results separately and with reference to the effect of context.

Contextual & Control Group Findings. Our results are presented in Table 8. We observe that
annotators with age above 30 years tend to annotate more samples as toxic, compared to their
younger counterparts. We also note that they predominantly annotate with higher confidence
(column 4). We also observe that the presence of context in both groups leads annotators to per-
ceive more samples as toxic. This effect is seemingly stronger on younger participants, for whom
we notice an increase in HCMV andALOTV – from approximately 30 and 50% in the case of non-
contextual tasks (C) going up to 43.6 and 72.4% when associating context (CTM), accordingly. In
the case of highly and fully confident annotations, there is a large contrast among groups, regard-
less of the presence of context. Annotators under 30 years old tend to display low confidence.
While those aged 30 or above showing the opposite – the highest confidence. The conversational
context causes a slight drop in both.

Finally, as seen in Table 9, the annotation of sarcasm rises considerably with context, more so
for the group of 30 and over. It is likely that this particular group has difficulties understand-
ing sarcasm by seeing only the comments, which probably explains why there are almost double
the number of samples annotated as sarcastic in the presence of the context. They also seem to
associate sarcasm with toxicity more than their younger counterparts.

Based again on the Wilcoxon signed-rank test on the MVs annotations, we observe that anno-
tators under 30 and over 30 do not show significantly different annotations (with p>0.05). This is
true for the both the comments and comments with context settings. These observations indicate
that despite the marked differences in understanding toxicity and sarcasm among the two groups,

hhttps://www.c-span.org/video/?474236-1/heads-facebook-amazon-apple-google-testify-antitrust-law
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Table 8. Annotation summary of toxicity, for age-controlled experiments. Similarly with the two previous
cases, the third column exhibits the rate of fully confident annotations, regardless of toxicity. As described
before, the splitting point for the groups is the age of 30; therefore, annotators of the first group are
younger than 30 years old and of the second are thirty years old or over

Task MV (%) HCMV (%) Full conf. (%) ALOTV (%)

Age< 30yo (comments only) 22.20 31.20 39.73 49.40
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Age> 30yo (comments only) 29.60 26.80 63.20 55.00
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Age< 30yo (comments+context) 31.00 43.60 35.87 72.40
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Age> 30yo (comments+context) 34.20 27.20 60.60 67.20

Table 9. Annotation summary of sarcasm, for age-controlled experiments. The third column indicates
how many of the sarcastic samples are also toxic. The last column indicates the non-aggregated (for all
annotations) rate of sarcasm

Task Sarcasm MV (%) Toxic rate (%) Total sarcasm (%)

Age< 30yo (comments only) 24.20 25.62 32.27
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Age> 30yo (comments only) 15.40 42.86 23.67
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Age< 30yo (comments+context) 36.00 33.89 40.53
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Age> 30yo (comments+context) 31.60 43.04 36.27

there are stronger differences in degrees of belief, as over 30 annotators show stronger confidence
and higher cohesion.

Annotator Agreement. Finally, we compute the inter-annotator agreement across the Age
experiment. Table 3 suggests that context results in reduced agreement among the annotators
and leads to a bigger variability in terms of the annotations.

6. On the importance of context
In all of our control experiments in the previous section, we observe a consistent theme where we
notice that the context can change the outcome of the annotation. In this section, we delve deeper
into the influence of context.

We begin by combining the entire dataset over two groups – one containing all 1500 samples
with only comments (C) and the other with context and comments (CTM). We compare the
analysis with our previous set of observations from Section 5. We note that n this case we are
merging annotations, we will have 6–9 annotations per sample.

As in the Section 5, we notice that there is a marked effect due to the presence of context
on toxicity and sarcasm rates. In most of the control groups, the addition of context leads to an
increase of toxic annotations, except the right-leaning political group where there is a decrease
in the annotation of toxic online content. We also observe that the comment-only experiments
show a total toxicity rate of 33.5% and contextual experiments show a rate of 37.9%, while the
total sarcasm rate varies from 26.8% to 34.4%. We also performed Wilcoxon signed-rank test on
MV’s annotations, and we observed that annotations varied significantly with and without access
to context (with p> 0.05).

This pattern persists in the aggregated set of experiments, which are presented in Table 10.
The increased number of annotations per sample has the effect of smoothing the noise and the
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Table 10. Aggregated summary of annotations, for contextual versus non-contextual experiments. The
first two columns show the percentage of toxic votes, as agreed by the majority and as agreed by highly
confident annotations only. The same percentage is also shown for sarcasm (Sarcasm MV), along with the
rate at which these sarcastic samples are also toxic. ALOTV is the percentage of samples with at least one
toxic annotation. All percentages are calculated over the total number of samples

Toxic MV (%) HCMV (%) ALOTV (%) Sarcasm MV (%) Sarcastic toxic (%)

C 28.13 31.40 76.67 10.73 34.16
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

CTM 31.13 36.73 88.53 16.67 41.60

marked differences between the two experiments are now much less pronounced (a result akin to
the Simpson’s paradox). However, in all four methods presented in the Table (columns 1–4), there
is still a steep rise in the annotations of toxicity and sarcasm for the experiments with contextual
information. There is also a stronger association between sarcasm and toxicity (column 5).

We also note that the difficulty to decide whether the sample is toxic in the absence of context
has its frequent feedback from the annotators. This was true across workers in all of our experi-
ments. Here is a sample feedback that we received: ’Sometimes it is difficult to know if a comment
is toxic or if it was said sarcastically with just one sentence. It would be necessary to see other phrases
of the conversation to know exactly in what context it was said“.

Finally, it is not clear whether the presence of context is the main factor influencing annotator’s
confidence, as it shows significant fluctuations due to the characteristics of the annotators. For
example, we noted in Section 5.3 that groups controlled for age show consistently strong contrasts
in confidence, regardless of context. Younger participants in our experiments tend not to be very
confident about their answers, whereas their counterparts show the polar opposite behaviour. We
also notice that context tends to greatly affect female sub-group (Section 5.1) where we observe
that the confidence tends to go down. We notice that the politically left-oriented and centre-
oriented annotators (Section 5.2) tend to show improved confidence in the presence of context.
While these changes drive our hypothesis that context can influence the confidence of annotators,
however, we recognise that the pattern is fairly inconsistent. We believe that this needs further
investigation.

6.1 Contextual toxicity
We now present our analyses on the annotations of the contextual components. As we described
in Section 3.1, when annotators are provided with the context, we also request that the annotators
highlight specific components in the sample that makes it toxic. Over the entire dataset, 81.2%
of the toxic samples have their comment annotated as toxic and only 39.8% have the context
annotated. Additionally, in more than half of the toxic annotations, it is only the comment that is
found toxic (57.2% to be exact). Only 24% of cases have both comment and context toxic, and for
15.7% it is exclusively the context that is toxic. Despite the latter percentage beingmuch lower than
others, we note that it still is a substantial set of annotations which would have been considered
neutral if the additional information was absent. Also, we note that titles and images played no
role in the collection of the data, which was based only on comments. We expect these numbers
to be reflective of real-world scenarios. Indeed, most of the state of the art in automated detection
of toxic online comments, unfortunately, seem to ignore contextual cues (Vidgen and Derczynski
2020).

Distinguishing the samples among the various controls results in comment toxicity range at
a similar 75–85%, indicating that our dataset is certainly rich in toxic comments. For the case of
context, there seems to be a higher amount of variance. The experiments that control for gender
show a rate of 52.7%, showing that more than half of the toxic annotations display a toxic bit of
context, while the same rate for female exclusive group indicates it to be approximately 58.2%.
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7. Discussion and conclusions
Conversations play an important role in our social systems and social media platforms provide
a fascinating way for such interactions to happen at scale. The toxicity in such platforms is an
important concern and recent work has focused on addressing and mitigating toxicity. However,
a majority of previous work has studied the content without the context. Our paper studies the
importance of context on the perception of toxicity. We present a novel dataset that is annotated
for toxic online content, where we have focused on studying and understanding annotator per-
ceptions of toxicity. Towards this end, we study the confounding factors along three dimensions –
demographic factors such as gender and age and political orientation.While these are only some of
the few observable confounders that we have studied, we envision a broader study by the commu-
nity where the focus is not only on observable confounders but also latent factors that modulate
the perception of toxicity. Formalising from a causal lens, these can be operationalised through
techniques for estimating multiple treatments in the presence of unobserved confounding factors
which can then allow for accurately estimating the causal effects even when the latent factors are
misspecified (Ranganath and Perotte 2018; Wang and Blei 2019).

Our analyses highlight two key factors that can help in developing a better understanding of
toxic online content. First, content on the social network platforms is contextual and ignoring
the context may have significant consequences in the perception of toxicity. Second, given the
subjective nature of the task, annotations of toxic online content must always consider look-
ing for potential confounders and the final dataset should probably readily include this in the
experimental design.

Recent work in natural language processing has focused on studying the risk of biases, includ-
ing racial and gender biases in datasets that study toxic online content (Sap et al. 2019a). Our
study indicates that such biases potentially exist as confounding variables and emerge in anno-
tations. Our study further indicates that we have to be careful while considering the annotated
labels as ’ground truth’ for training supervised machine learning models. Majority vote perhaps
doesn’t reflect the true label and explains away the uncertainty in human annotations. This may
have unfortunate annotation artefacts in the dataset. Through our analyses in Sections 5 and 6,
we urge the community to carefully consider the experimental design and take into considera-
tion both the observable and hidden confounding factors when using such datasets for building
predictive models.

More broadly, our analyses over the dataset reveal that the datasets have enormous potential to
answer what makes toxic content perceived as such. We believe that the dataset would be of sig-
nificant interest not only for communities of computational social sciences and machine learning
practitioners who work on toxic online content and online harms but also to researchers in the
field of political science and political philosophy.

Author contributions statement. PM: Conceptualisation, Methodology, Software, Validation, Investigation, Data cura-
tion, Original draft preparation, Supervision, Funding acquisition; AF: Data curation, Investigation, Visualisation, Original
draft preparation; Software; LS: Funding acquisition.
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