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ABSTRACT
Dealing with the challenges of an interconnected globalised world
requires to handle plurality. This is no exception when consid-
ering value-aligned intelligent systems, since the values to align
with should capture this plurality. So far, most literature on value-
alignment has just considered a single value system. Thus, this
paper advances the state of the art by proposing a method for the
aggregation of value systems. By exploiting recent results in the
social choice literature, we formalise our aggregation problem as an
optimisation problem.We then cast such problem as an ℓ? -regression
problem. By doing so, we provide a general theoretical framework
to model and solve the above-mentioned problem. Our aggregation
method allows us to consider a range of ethical principles, from
utilitarian (maximum utility) to egalitarian (maximum fairness).
We illustrate the aggregation of value systems by considering real-
world data from the European Values Study and we show how
different consensus value systems can be obtained depending on the
ethical principle of choice.
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1 INTRODUCTION
The new vision of human-centred Artificial Intelligence (AI) has
spurred research on trustworthy, ethical AI that enhances human
capabilities and empowers citizens and society to effectively deal
with the challenges of an interconnected globalised world. Thus,
developing trustworthy AI [8] that abides by human values has
been a primary AI concern, as explicitly stated by the European
Commission Ethics Guidelines for Trustworthy AI [13], the Artificial
Intelligence Act [14], and the IEEE Global Initiative on Ethics of
Autonomous and Intelligent Systems [22]. Within this vision, value
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alignment has raised as a core problem for AI. The goal of AI value
alignment is to ensure that AI is properly aligned with human
values [36]. Thus, designing an agent that aligns with values means
that the agent does “what it morally ought to do, as defined by the
individual or society” [16].

Thus, the problem of value alignment has spurred much research
that tackles different dimensions of the problem such as value sensi-
tive design [47], how to formalise the value alignment problem [41],
how to identify values [24], how to learn value-aligned behaviours
[1, 4, 30, 34, 35, 48], how to reason about values and act ethically
[3], or how to align norms with values [29, 39]. A common assump-
tion pervading most state of the art research on value alignment
is that an AI system must align with one value system, be it that
of an individual or the society’s. Nonetheless, as argued in [16] by
following Rawls, humans hold a variety of reasonable but contrast-
ing beliefs about values. Therefore, we live in a pluralistic world
where people ascribe to different moral systems (value systems).
Designing an AI system that aligns with a group of people with
different moral systems poses a so-called pluralistic value alignment
problem [16]. Indeed, this is the case, for instance, when conducting
policy-making decisions that align with stakeholders with a variety
of moral systems (e.g., [31, 32]), or when designing human-agent
teams involving humans with also different moral systems [15].
Then, considering this value diversity, the following question arises:
is there a way to decide what moral values an AI should align with?
This is the research question that we address in this paper.

More precisely, in this paper we try to make headway in the
pluralistic value alignment problem by addressing how to aggregate
the different value systems of a group of individual entities (e.g., a
set of stakeholders, a team, a country, or even a set of countries) to
yield a consensus value system. To succeed in this endeavour, we
identify twomajor challenges. First, as noted in [27], existing ethical
codes are rather abstract and vague about moral values, hence not
being specific enough to be action-guiding. This is also typically
the case in the AI literature considering value systems (e.g., [5, 25,
29, 40]), which disregards a formal, concrete view of the concept of
moral value. And yet, aggregating moral systems demands a formal
notion ofmoral system. Second, from a social choice perspective, the
aggregation of moral systems can be performed following different
ethical principles (e.g., utilitarian or egalitarian). Therefore, it would
be desirable to count on a general aggregation method that allows
to set the ethical principle of choice.



Given the above-mentioned challenges, here we follow an ap-
proach based on recent results in the social choice literature [20]
to make the following novel contributions to the state of the art:

• We formally capture the notion of moral belief (or, as we
name it, value interpretation) based on thework by Chisholm
[11] in the Ethics literature. Our formal view of moral value
interpretation enforces each individual to explicitly express
its view on how values judge actions as well as its preferences
over values. To express such preferences, we exploit the
analytical framework in [20].

• Based on the social choice (distance) functions in [20], we
formalise the problem of aggregating different value systems
following a given ethical principle (e.g., utilitarian or egali-
tarian), and we cast it as a two-step optimisation problem to
obtain: (i) the aggregation of (moral) value interpretations
from individuals; and (ii) the aggregation of the preferences
of individuals over moral values.

• We show that the problem of computing the consensus moral
system can be cast as an ℓ? -regression problem [2] (also called
norm approximation problem [7]). By doing so, we provide
a general theoretical framework that allows us to solve the
above-mentioned problem for a range of ethical principles
—from utilitarian (maximum utility) to egalitarian (maximum
fairness)— in a scalable and reliable way, thanks to recent
results in the machine learning literature [2].

• We illustrate our approach with actual-world data from the
European Values Study [43], showing how the disparity of
interpretations of European citizens can be aggregated by
means of our method. Furthermore, we fully characterise the
impact of the ethical principle on the resulting consensus,
hence providing useful insights for decision-makers con-
cerned with obtaining a consensus of different value systems
according to an ethical principle of choice.

The paper is organised as follows. Section 2 provides background
on the distance functions that we require from the social choice
literature. Section 3 formalises our notions of moral value inter-
pretation and value system. Section 4 formalises our aggregation
problem and Section 5 shows that it can be cast as an ℓ? -regression
problem that can be solved as described in Section 5.3. Finally,
Section 6 reports on our empirical findings and Section 7 draws
conclusions and sets paths to future research.

2 BACKGROUND: DISTANCE FUNCTIONS
This section introduces the background about the social choice
functions that we employ in this paper to define our aggregation
problems. We largely borrow from [20], where the authors define a
generator of social choice functions (as a ?-parameterised distance
function) to obtain a consensus in a society. Such generator pro-
duces social functions that vary depending on a given principle (e.g.,
egalitarian, utilitarian, equity).1 The general setting in [20] consid-
ers a society formed by = members (8 = 1, . . . , =). Each member of
the society gives judgement values on< objects ( 9, : = 1, . . . ,<),
which can be candidates, criteria, alternatives, etc. Furthermore:

1In this paper we do not consider the consensus computed considering the principle
of equity (i.e., the so-called Marxian solution), since, as noted by the authors of [20], it
often results in an over-constrained optimisation problem that yields no solution.

• F8 is the weight (social influence) of the 8-th member.
• '8 [ 9, :] is the judgement value provided by the 8-th member

of the society when comparing the 9-th and the :-th object.
This judgement value can be cardinal, when the individual
expresses some degree of preference over the alternatives,
or ordinal, when they use a Boolean value to express their
(crisp) preference for alternative 9 over : .

• '( [ 9, :] is the consensus value assigned by the society as a
whole to the 9-th object when compared with the :-th object.
'( is the unknown consensus that we seek to obtain.

• ? is a metric parameter (i.e., a real number ≥ 1) that deter-
mines the ethical principle used to compute the consensus,
in accordance with the terminology already established in
the social choice literature [17–20].

From the previous definitions, a generator of social choice func-
tions based on the weighted Minkowski ?-metric distance function
(*? ) is introduced and described in [17–20]:

*? =

[∑=

8=1

∑<

9=1

∑<

:=1,:≠9
F8 |'8 [ 9, :] − '( [ 9, :] |?

] 1/?
. (1)

Given the distance function *? and a value of ? , the goal is to
find the consensus values of '( [ 9, :] that minimise the deviation
between the judgements provided by the members of the society
(data of the problem) and the consensus (the unknown).

From the *? distance function, the authors of [20] derive two
particular cases of interest. First, by setting ? = 1, the general
distance in Equation 1 yields

*� =

[∑=

8=1

∑<

9=1

∑<

:=1,:≠9
F8 |'8 [ 9, :] − '( [ 9, :] |

]
. (2)

The consensus that minimises*� provides the social optimum from
the point of view of the majority, i.e., the utilitarian solution (or
Benthamite solution [6]) that maximises the total welfare.

By setting ? = ∞, the distance function in Equation 1 yields

*' = max8, 9,: [ |'8 [ 9, :] − '( [ 9, :] |] . (3)

Equation 3 represents the Chebyshev distance, which is equivalent
to the weighted Minkowski distance for ? = ∞. Finding the con-
sensus in this case implies the minimisation of the disagreement
of the member of the society most displaced with respect to the
majority solution defined by the utilitarian case above (Equation 2).
This solution is egalitarian [10] as it represents the social optimum
from the point of view of the minority (from the perspective of the
worst-off member of the society according to Rawl’s principle [33]),
leading to the point of maximum fairness. Note that, when consid-
ering the limit case ? → ∞, the weighting scheme in Equation 1
vanishes, hence the weightF8 does not appear in Equation 3.

In Section 4 we will employ the general distance function in
Equation 1 to pose our problem of aggregating different value
systems as that of computing a consensus. By leveraging such
general distance function, Section 6 will consider both the social
influenceF8 and the ethical principle determined by ? (including
the utilitarian and egalitarian principles that stem from Equations
2 and 3) to study how the resulting consensus is affected.

3 MORAL VALUES AND VALUE SYSTEMS
Within Ethics, moral values (also called ethical principles) express
the moral objectives worth striving for [45]. Examples of human



values2 include fairness, respect, freedom, security, or prosperity [9].
Every ethical theory considers one or moremoral values that should
guide our behaviour [12]. Therefore, ethical reasoning typically
involves not a single moral value, but multiple moral values along
with value preferences [5, 25, 39, 40], constituting a so-called value
system. Value systems can be individual or shared by a society. In
this section we focus on formalising the notion of value system to
subsequently tackle the aggregation of multiple value systems in
order to reach a consensus (or widely endorsed) value system.

We start by focusing on a formal view of the notion of moral
value interpretation. Henceforth, we consider a set of agents �6
and a set of actions �. We also consider a set + of labels for moral
values (e.g., “fairness”, “respect”). Following Gabriel [16], here, we
take the stance of values as guiding principles anchored in some
set of evaluative judgements. However, as we live in a pluralistic
world composed by a variety of reasonable and contrasting beliefs
about value, Gabriel also defines values as placeholders for different
interpretations of shared principles [16]. In this manner, we formally
characterise moral values based on the relation between actions
and values put forward by the Ethics literature. Indeed, as argued
by Chisholm in [11], an action can be judged as either good or
bad to perform (or to not perform) with respect to a given moral
value. Thus, individuals from different cultural backgrounds might
differently judge the same action with respect to the same moral
value, and we refer to this as having different value interpretations.
For instance, if we consider the moral value of respect in the context
of a funeral, Western cultures consider wearing black as promoting
the value (and failing to do it as demoting it), whereas Asian cultures
judge dress codes differently (e.g., favouring white).

Definition 3.1 (Moral value interpretation). Given a label E ∈
+ and a set of actions �, we say that an interpretation of E is
a pair of action judgement functions (U+E , U−E ) such that U+E , U−E :
� → [−1, 1]. Each of these functions takes an action and returns
its evaluation with respect to the moral value label E . Function
U+E evaluates the praiseworthiness of performing an action, while
U−E (0) evaluates the praiseworthiness of not performing an action.
These evaluations are real numbers in the interval [−1, 1]: a positive
number means that the moral value is being promoted, whereas a
negative one stands for demotion.

Notice that judgement functions within a moral value interpre-
tation allow an individual to quantify the moral praiseworthiness
(right) and blameworthiness (wrong) of performing and not per-
forming actions. Henceforth, given a moral value label E ∈ + , we
shall say that the moral value interpretation of agent 8 ∈ �6 of E is
represented by the judgement functions U+

8,E
and U−

8,E
. Finally, the

following definition provides a compressed representation of the
judgement functions of each agent 8 ∈ �6.

Definition 3.2 (Judgement matrices). Given a set of labels of moral
values+ , an agent 8 ∈ �6 and its interpretations of the moral values
labels in + represented by U+

8,E
and U−

8,E
, we define the judgement

matrices �+
8
, �−
8

∈ R |+ |× |� | associated to agent 8 as

2Sociology and Psychology have also extensively studied human values, which are
often defined as abstract ideals that guide people’s behaviour [37] or idealised standards
with an “ought” character [26]. Social psychology also define values as ideals shared
by members of a culture about what is good or bad [21].

�+8 =


U+
8,1 (01) · · · U+

8,1 (0 |� |)
.
.
.

. . .
.
.
.

U+
8, |+ | (01) · · · U+

8, |+ | (0 |� |)


�−8 =


U−
8,1 (01) · · · U−

8,1 (0 |� |)
.
.
.

. . .
.
.
.

U−
8, |+ | (01) · · · U−

8, |+ | (0 |� |)




�8

The rows of these matrices are associated to the labels in+ , whereas
the columns are associated to the actions in�. For convenience, we
denote the vertical concatenation of �+

8
and �−

8
as �8 .

For simplicity, henceforth we will refer to a moral value inter-
pretation of a given agent as the moral value of the agent.

Now we are ready to define the notion of value system for an
individual agent. In short, a value system for some agent 8 will
contain its moral value interpretations together with its preferences
over moral values. Formally:

Definition 3.3 (Value system). Given a set of labels of moral values
+ and a set of available actions �, a value system V8 for 8 ∈ �6 is

V8 = 〈+ , �8 , %8 〉

where �8 stands for the vertical concatenation of the judgement
matrices �+

8
and �−

8
of agent 8 and %8 ∈ [0, 1] |+ |× |+ | is a matrix

that contains the preferences over moral values for agent 8 . Thus,
%8 [ 9, :] ∈ [0, 1] is a graded preference provided by agent 8 when
comparing the moral values corresponding to labels 9 and : (see
Section 2), where 0.5 stands for indifference. For instance, an agent
may prefer environmental protection over economic development
with a grade of 0.75.

On the one hand, the literature has typically considered pref-
erences over values in a qualitative manner: [5, 25] employ total
orders, whereas [39, 40] try to be more flexible by resorting to par-
tial orders and rankings respectively. Our definition of value system
above follows an alternative, and more general, approach based on
the work of [17–20], where preferences are expressed by pairwise
comparisons. As discussed in Section 2, when using Boolean values
in the preference matrix, we can express ordinal, qualitative pref-
erences (like those in [5, 25, 39, 40]), whereas we can also express
graded quantitative preferences through cardinal values. Further-
more, as argued in [20], the information in the preference matrix
can be complete or incomplete.

On the other hand, notice that the value systems defined in
[5, 39, 40] do not consider the link between values and actions.
Moreover, although the approach in [25] does consider the relation
between actions and values, it does not quantify it. Here, instead,
our definition of value system is conceived to capture the alignment
between actions and moral values.

4 FORMALISING THE AGGREGATION OF
VALUE SYSTEMS

Having defined the concept of a value system V8 in Definition
3.3, in this section we tackle the problem of aggregating multiple
value systems V1, . . . ,V|�6 | (each associated to an agent 8 ∈ �6)



and computing a value system V( that best represents the aggre-
gation of V1, . . . ,V|�6 | according to a given ethical principle ? .3
Following the social choice literature discussed in Section 2, here
we propose to cast this problem as the one of computing the value
systemV( that minimises a certain distance measure defined along
the lines of *? (Equation 1). Being a value system composed by
two separate components (i.e., the judgement functions �8 and the
preferences over moral values %8 ), in this paper we pose such a
distance-minimisation problem as a two-step procedure, first to
compute �( (denoting the vertical concatenation of �+

(
and �−

(
, ac-

cording to Definition 3.2) and then to compute %( .
Along these lines, by making use of Definition 3.2 we define the

first distance function * ( � )
? (representing the distance between the

individual judgements �8 and the aggregated judgement �( ) as

*
( � )
? =

[ ∑
8∈�6

F8

|+ |∑
9=1

|�|∑
:=1

��� +8 [ 9,: ]−� +
(
[ 9,: ]

��?+��� −8 [ 9,: ]−� −
(
[ 9,: ]

��? ] 1/?
. (4)

In a similar way we define the second utility function *
(% )
?

(representing the distance between the individual preferences %8
and the aggregated preference %( ) as

*
(% )
? =


∑
8∈�6

F8

|+ |∑
9=1

|+ |∑
:=1

��%8 [ 9, :] − %( [ 9, :]
��? 

1/?

. (5)

Having defined our utility functions* ( � )
? and* (% )

? , we can now
formally pose the value system aggregation problem as the problem
of computing V( = 〈+ , �( , %( 〉 such that

�( = argmin* ( � )
? , (6)

%( = argmin* (% )
? . (7)

In the following sections we will elaborate on how we solve the
optimisation problems in Equations 6 and 7.

5 AN ℓ?-REGRESSION APPROACH TO
AGGREGATE VALUE SYSTEMS

In this section we show how Equation 6 and Equation 7 can be
cast as ℓ? -regression problems (also known as norm approximation
problems [7]). Such a transformation incurs obvious computational
benefits as it allows us to efficiently solve the above-mentioned
problems for any ? , as explained in Section 5.3.

5.1 Agreeing on moral values
We first proveTheorem 5.1, which shows how computing the aggre-
gation of judgement functions (Equation 6) is equivalent to solving
a properly defined ℓ? -regression problem.

Theorem 5.1. Computing the solution �( of Equation 6 is equiva-
lent to computing the solution G of the ℓ? -regression problem

minimise ‖�G − 1‖? , (8)

3We remark that we refer to ? as the ethical principle used to compute the aggregation,
in accordance with the social choice literature as explained in Section 2. This should
not be confused with the objects of our aggregation, i.e., the value systems.

where � ∈ R2· |�6 | · |+ | · |� |×2· |+ | · |� | and 1 ∈ R2· |�6 | · |+ | · |� | are

� =


F

1/?
1 · �
.
.
.

F
1/?
|�6 | · �

 , 1 =



F
1/?
1 ·

−→
�+1

F
1/?
1 · −→�−1
.
.
.

F
1/?
|�6 | ·

−−−→
�+|�6 |

F
1/?
|�6 | ·

−−−→
�−|�6 |


,

� ∈ R2· |+ | · |� |×2· |+ | · |� | is the identity matrix of size 2 · |+ | · |�|,
−→
(·)

is the vectorisation operation that turns a matrix into a vector, and
the ?-norm ‖G ‖? of a vector G is defined as ‖G ‖? = (∑8 |G [8] |? )

1/? .

Proof. As a first step, we rewrite Equation 4 as
∑
8∈�6

F8

|+ | · |� |∑
ℎ=1

���−→�+8 [ℎ] − −→
�+( [ℎ]

���? +
���−→�−8 [ℎ] − −→

�−( [ℎ]
���? 

1/?

(9)

and, subsequently, as
∑
8∈�6




F 1/?
8

·
−→
�+8 −F

1/?
8

·
−→
�+(




?
?
+




F 1/?
8

· −→�−8 −F
1/?
8

· −→�−(



?
?


1/?

. (10)

To express Equation 10 as an ℓ? -regression problem, we define
� ∈ R2· |�6 | · |+ | · |� |×2· |+ | · |� | and 1 ∈ R2· |�6 | · |+ | · |� | as

� =


F

1/?
1 · �
.
.
.

F
1/?
|�6 | · �

 , 1 =



F
1/?
1 ·

−→
�+1

F
1/?
1 · −→�−1
.
.
.

F
1/?
|�6 | ·

−−−→
�+|�6 |

F
1/?
|�6 | ·

−−−→
�−|�6 |


.

We can finally formulate Equation 6 as

minimise ‖�G − 1‖? .

The solution of the above-defined problem (i.e., the vector G ) is �( ,
i.e., the vertical concatenation of

−→
�+
(

and
−→
�−
(
. �

5.2 Aggregating preferences over moral values
Having tackled Equation 6, in the same vein we prove Theorem
5.2, which shows how computing the aggregation of preferences
(Equation 7) is also equivalent to an ℓ? -regression problem.

Theorem 5.2. Computing the solution %( of Equation 7 is equiva-
lent to computing the solution G of the ℓ? -regression problem

minimise ‖�G − 2 ‖? , (11)

where � ∈ R |�6 | · |+ |2×|+ |2 and 2 ∈ R |�6 | · |+ |2 are defined as

� =


F

1/?
1 · �
.
.
.

F
1/?
|�6 | · �

 , 2 =


F

1/?
1 · −→%1
.
.
.

F
1/?
|�6 | ·

−−−→
% |�6 |

 ,
and � ∈ R |+ |2×|+ |2 is the identity matrix of size |+ |2.



Proof. By following a procedure similar to the one adopted for
Theorem 5.1, we rewrite Equation 5 as

∑
8∈�6




F 1/?
8

· −→%8 −F
1/?
8

· −→%(



?
?


1/?

. (12)

To express Equation 12 as an ℓ? -regression problem, we define
� ∈ R |�6 | · |+ |2×|+ |2 and 2 ∈ R |�6 | · |+ |2 as

� =


F

1/?
1 · �
.
.
.

F
1/?
|�6 | · �

 , 2 =


F

1/?
1 · −→%1
.
.
.

F
1/?
|�6 | ·

−−−→
% |�6 |

 .
We can finally formulate Equation 6 as

minimise ‖�G − 2 ‖? .

The solution of such a problem (i.e., the vector G ) is
−→
%( . �

5.3 Solving the ℓ?-regression problem
We now discuss the computational aspects of solving Equation 8.
We remark that the following discussion also applies to Equation 11,
since both are ℓ? -regression problems.

For ? = 1, Equation 8 represents an absolute residuals approxi-
mation problem. For ? = ∞, we are dealing with a Chebyshev ap-
proximation problem or, in other words, a Min-Max approximation
problem. In both cases, the solution to Equation 8 can be computed
by means of Linear Programming [7]. For ? = 2, Equation 8 can be
solved analytically by treating it as Least Squares problem,4 whose
optimal solution is

G = (�)�)−1�)1. (13)
We employ this well-known result in next Proposition 5.3, where
we show that, for ? = 2, the judgement matrices of the aggregated
value system can be elegantly obtained as the weighted arithmetic
mean of the individual judgement matrices. An equivalent result
can be easily obtained for the preference matrix of the aggregated
value system (proof not included here for the sake of conciseness).

Proposition 5.3. For ? = 2, �( can be analytically computed as
the weighted arithmetic mean of �1, . . . , � |�6 | , where the weights are
F1, . . . ,F |�6 | .

Proof. As a first step, we explicitly compute (�)�)−1 as

(�)�)−1 =
( [

F
1/2
1 · � · · · F

1/2
|�6 | · �

] 
F

1/2
1 · �
.
.
.

F
1/2
|�6 | · �


) −1

=

( |�6 |∑
8=1

F8 · �
) −1

=

( |�6 |∑
8=1

F8

) −1
� .

(14)

Notice that Equation 14 is a diagonal matrix in which the elements
of the diagonal are all equal to the inverse of the sum of the weights.

4The Least Squares problem is obtained by squaring the objective of the original ℓ2-
regression problem. The obtained problem is equivalent to the original one (i.e., it has
the same optimal solution), but it has the advantage that it can be solved analytically
by expressing the objective as a convex quadratic function [7].

By making use of the above result, we explicitly compute G as

G =

( |�6 |∑
8=1

F8

) −1 �)︷                            ︸︸                            ︷[
F
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(15)

Thus, each element of G (i.e., of �( ) is the weightedmean of the corre-
sponding elements of �8 , according to the weightsF1, . . . ,F |�6 | . �

For any ? ∉ {1, 2,∞}, Equation 6 technically represents a non-
linear problem. Nonetheless, by exploiting the structure of Equa-
tion 8 as an ℓ? -regression problem, we are able to overcome such
a computational challenge and solve it for any ? . Our solution al-
gorithm of choice is the state of the art algorithm called Iteratively
Reweighted Least Squares (IRLS) [2], the only available approach for
ℓ? -regression that is guaranteed to converge for any value of ? .5

6 CASE STUDY: EUROPEAN VALUES STUDY
The European Values Study (EVS) [43] is a large-scale survey re-
search programme on European values. It collaborates with the
World Values Survey [44] and it aims at providing data about the
variety of positions that citizens from different European countries
have regarding basic values such as well-being, solidarity, or democ-
racy. Although the EVS survey covers a wide range of questions and
values, here we just focus on a couple of values and three questions
for 34 different European countries. Indeed, we remark that, far
from aiming at providing realistic insights about European values,
our study only aims at illustrating how our aggregation approach
works with a simplified example.

Specifically, Section 6.1 details how we obtain the value systems
of the considered European countries from the EVS data. Next,
Section 6.2 aims at discussing the impacts of the parameters of
our aggregation approach (namely, the ethical principle ? and the
social influenceF8 ) on the resulting value system. Finally, Section
6.3 characterises the space of ethical principles, providing useful
insights for decision-makers concerned with obtaining a consensus
of different value systems.

6.1 Value systems characterisation
We resort to the EVS data in [42] to create the value system of each
country. Specifically, here we consider two moral values: religiosity
(A;) and permissiveness (?A ).6 We then proceed by characterising
these two moral values in terms of their value judgement functions.
5Our code is available at https://github.com/RogerXLera/ValueSystemsAggregation.
The code by the authors of [2] is available at https://github.com/fast-algos/pIRLS.
6Although these values of religiosity [28] and permissiveness [23] can be related to
those of tradition and tolerance from the Schwartz’s revised model of values [38], we
choose them to better fit EVS’s data. In fact, one may even think that secularism seems
a better alternative to permissiveness when comparing it to religiosity. However, we
argue that permissiveness [23] is better suited, as it is specifically related to sexual
freedom [46], and the data from EVS we use relates to homosexual couples and divorce.

https://github.com/RogerXLera/ValueSystemsAggregation
https://github.com/fast-algos/pIRLS


Table 1: Value preferences (columns 2–3) and value judge-
ment functions (columns 4–7) for the countries in the EVS.

Country %8 [A;, ?A ] %8 [?A, A; ] U+
A;
(03) U+

A;
(3E) U+

?A (03) U+
?A (3E)

AL 0.72 0.28 −0.64 −0.33 −0.58 −0.18
AM 0.83 0.17 −0.73 −0.48 −0.71 −0.45
AT 0.44 0.56 0.06 0.19 0.32 0.54
AZ 0.60 0.40 −0.83 −0.32 −0.85 −0.13
BA 0.81 0.19 −0.46 −0.09 −0.31 0.15
BG 0.61 0.39 −0.42 −0.05 −0.32 0.16
BY 0.56 0.44 −0.67 −0.04 −0.52 0.20
CH 0.32 0.68 0.01 0.20 0.30 0.56
CZ 0.22 0.78 −0.09 0.01 0.12 0.32
DE 0.36 0.64 0.20 0.25 0.42 0.59
DK 0.24 0.76 0.25 0.53 0.46 0.75
EE 0.26 0.74 −0.52 −0.07 −0.23 0.24
ES 0.40 0.60 0.15 0.20 0.44 0.50
FI 0.35 0.65 0.02 0.30 0.32 0.62
FR 0.36 0.64 0.29 0.26 0.51 0.54
GB 0.38 0.62 0.20 0.20 0.39 0.50
GE 0.94 0.06 −0.71 −0.50 −0.60 −0.32
HR 0.61 0.39 −0.41 −0.17 −0.02 0.28
HU 0.46 0.54 −0.27 0.00 −0.10 0.25
IS 0.40 0.60 0.54 0.41 0.70 0.71
IT 0.66 0.34 −0.15 0.12 0.05 0.51
LT 0.48 0.52 −0.56 0.03 −0.50 0.21
ME 0.87 0.13 −0.45 −0.34 −0.26 −0.15
MK 0.81 0.19 −0.52 −0.09 −0.30 0.27
NL 0.32 0.68 0.26 0.19 0.52 0.63
NO 0.35 0.65 0.33 0.38 0.64 0.68
PL 0.80 0.20 −0.49 −0.17 −0.20 0.34
PT 0.67 0.33 0.11 0.02 0.19 0.35
RO 0.82 0.18 −0.62 −0.25 −0.29 0.00
RS 0.75 0.25 −0.62 −0.09 −0.51 0.21
RU 0.51 0.49 −0.59 0.08 −0.56 0.20
SE 0.31 0.69 0.44 0.56 0.61 0.76
SI 0.36 0.64 −0.22 0.16 0.10 0.53
SK 0.58 0.42 −0.53 −0.05 −0.31 0.31

For simplicity, we consider the judgement of two actions: adoption
by homosexual couples (03) and divorcing (3E).

In order to characterise Europeans’ position on the religiosity
value, we consider the EVS question “Q1F: How important is reli-
gion in your life?” and partition possible answers so that we can
discern the percentage of citizens that consider religion important
from the ones who do not. Columns 2–3 of Table 1 show the respec-
tive percentages per country, which we also interpret as the degree
of preference of each value. Formally, we denote the preference
degree of value A; over ?A in country 8 as %8 [A;, ?A ], in line with
the notation of %8 [ 9, :] in Equation 5. Conversely, we denote as
%8 [?A, A;] the preference degree of ?A over A; . As a consequence,
we assume that those countries in which religion is important for
the majority of the population (i.e., %8 [A;, ?A ] > %8 [?A, A;]) will
prefer religiosity over permissiveness, whereas we consider that
permissiveness is preferred over religiosity if %8 [A;, ?A ] < %8 [?A, A;].

Next, we employ two additional EVS questions to characterise
the value judgement functions of the values under consideration:

“Q27A: How much do you agree or disagree with the statement:
Homosexual couples are as good parents as other couples?” and
“Q44G: Can divorce be always justified, never justified, or some-
thing in between?”. By correlating these answers with those about
religion, we obtain the judgements of religious citizens of each
country on adoption and divorce (columns 4–5 of Table 1). Simi-
larly, we obtain the judgements of non-religious people (columns
6–7 of Table 1). Since EVS lacks specific questions regarding the
non-performance of actions, we assume that U−E (0) = −U+E (0). In-
tuitively, if performing 0 is detrimental for E (i.e., U+E (0) < 0), we
interpret not performing 0 as promoting E (i.e., U−E (0) > 0).

6.2 Aggregating European value systems
Once the value system for each European country has been speci-
fied, we are now ready to aggregate them into a consensus value
system. This section is devoted to discuss how the resulting value
system is affected by the parameters of our aggregation approach.
Specifically, we focus on the impacts of the ethical principle ? and
the social influenceF8 of each country.

To this end, we consider ? = 1 (fully utilitarian) and ? = ∞
(fully egalitarian). In addition, we consider another critical value
of ? (denoted as ?̄) that marks the “transition point” from the set
of ethical principles that lean towards the fully utilitarian one and
the ones that lean towards the fully egalitarian one. We provide a
more detailed discussion on ?̄ and on the characterisation of the
space of ethical principles in Section 6.3.

As for social influence, we consider two cases: a first one where
all countries have the same social influence (F8 = 1) and a second
where social influence F8 is set according to the population of
each country. Specifically, for this second case we setF8 to be the
population of country 8 normalised according to the total population
of all considered countries (i.e.,F8 = population8/∑9 population9 ).7

7The population data is obtained from the Worldometers website (https://www.
worldometers.info/world-population/population-by-country, accessed in Sept. 2021).
The total population of the considered countries is approximately 687 million people.

Table 2: Value preferences (columns 2–3) and value judge-
ment functions (columns 4–7) of the consensus European
value system when considering equal social influence.

? %( [A;, ?A ] %( [?A, A; ] U+
A;
(03) U+

A;
(3E) U+

?A (03) U+
?A (3E)

1 0.504 0.496 −0.288 0.013 −0.054 0.318
?̄ 0.543 0.457 −0.208 0.030 −0.029 0.295
∞ 0.580 0.420 −0.158 0.029 −0.077 0.234

Table 3: Value preferences (columns 2–3) and value judge-
ment functions (columns 4–7) of the consensus European
value system when social influence considers population.

? %( [A;, ?A ] %( [?A, A; ] U+
A;
(03) U+

A;
(3E) U+

?A (03) U+
?A (3E)

1 0.444 0.556 0.007 0.123 0.187 0.503
?̄ 0.512 0.488 −0.132 0.108 0.053 0.396
∞ 0.580 0.420 −0.158 0.029 −0.077 0.234

https://www.worldometers.info/world-population/population-by-country
https://www.worldometers.info/world-population/population-by-country


In our case study |�6 | = 34, |+ | = 2, and |�| = 2, hence the
problem in Equation 8 involves a matrix � of size 272 × 8 and a
vector 1 of size 272. On the other hand, the problem in Equation 11
involves a matrix � of size 136 × 4 and a vector 2 of size 136.

6.2.1 Discussion of the results. Table 2 and 3 show the results of the
aggregation with equal social influence and with social influence
considering the population, respectively. In the first case (Table 2),
F8 is set to 1 for all countries and the consensus European value
system asserts that religiosity is generally preferred over permissive-
ness, since we obtain an aggregated preference %( [A;, ?A ] > 0.5 for
all values of ? . However, we notice that for ? = 1 such preference
is barely noticeable (i.e., both %( [A;, ?A ] and %( [?A, A;] are close to
0.5), whereas the difference between %( [A;, ?A ] and %( [?A, A;] in-
creases as we increase ? . This transition towards a greater value of
%( [A;, ?A ] is due to the fact that, for greater values of ? , the consen-
sus tends to reduce the maximum disagreement with respect to the
most “extreme” preference, which in our case is the one of Georgia
(%8 [A;, ?A ] = 0.94). In addition, we notice that for all values of ?
the adoption by homosexual couples is valued negatively, whereas
divorce is slightly accepted.

Conversely, when consideringF8 to be determined by the pop-
ulation (Table 3), we observe significant changes with respect to
the previous case. Specifically, for ? = 1 (i.e., fully utilitarian eth-
ical principle) we observe that permissiveness is preferred over
religiosity (since %( [?A, A;] is larger than %( [A;, ?A ]) and that both
adoption by homosexual couples and divorce can be accepted. This
shifting in the consensus is due to the social influence that wield
highly populated countries in Europe —such as Germany, France,
or Great Britain— which happen to prefer permissiveness over reli-
giosity. Nonetheless, as we increase ? we notice the same transition
towards religiosity observed in Table 2. Indeed, we notice that for
? = ∞we obtain the same results for the weighted (varyingF8 ) and
unweighted (equal F8 ) cases, confirming that weights F8 vanish
when considering the ‖·‖∞ norm in accordance with Equation 3.

Overall, choosing the aggregation parameters (i.e., ? and F8 )
amounts to deciding between swaying towards prevailing value
systems that represent the majority or towards value systems that
lay closer to divergent opinions.

6.3 Characterising the space of ethical
principles

In this section we aim at characterising the space of ethical princi-
ples used in the aggregation of the European value systems previ-
ously described. We do so in order to determine whether a given
? produces a consensus leaning towards the utilitarian (? = 1) or
the egalitarian (? = ∞) ethical principle. To achieve this objective,
we compute the aggregated judgement matrix �( considering a
given ? (denoted as �

(?)
(

) and we measure the distance between

�
(?)
(

and the one corresponding to ? = 1 and ? = ∞, denoted as � (1)
(

and �
(∞)
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respectively. Formally, we denote these two distances as
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for value preferences.

By making use of the above-defined distances, we can determine
a transition point (denoted as ?̄) that is equidistant from the fully

utilitarian and fully egalitarian consensuses. Along these lines, we
can characterise an utilitarian zone composed by all ? < ?̄ , i.e., all
ethical principles leaning towards the fully utilitarian case. Similarly,
we can characterise an egalitarian zone composed by all ? > ?̄ , i.e.,
all ethical principles leaning towards the fully egalitarian case.
Finally, we also characterise a limit point ?̂ as the ethical principle
such that all ? > ?̂ produce a consensus that is approximately equal
(to a small n) to the fully egalitarian one (? = ∞). Formally, we
define the fully egalitarian zone as the set of all ? > ?̂ such that

� (?)

(
− �

(∞)
(




?

� (1)

(
− �

(∞)
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1

< n.

Figure 1 plots the distances between the consensus judgement
matrix (� (?)

(
) and the consensus value preference matrix (% (?)

(
) with

respect to the fully utilitarian (� (1)
(

and %
(1)
(

) and fully egalitarian
consensus matrices (� (∞)

(
and %

(∞)
(

) as the value of the ethical
principle ? increases. The two graphs on the top row of the figure
refer to the case where all countries have equal social influence,
whereas the two graphs on the bottom row refer to the case where
social influence is determined by the population.

We notice that both the transition and the limit point are dif-
ferent when aggregating judgements (left) and value preferences
(right). In other words, a given ? can be interpreted as “more utili-
tarian” or “more egalitarian” depending on the actual position of
the transition point. As an example, let us consider ? = 2.5 in the
weighted aggregation case (bottom row). Such a ? can be intended
as egalitarian when aggregating judgements, but slightly utilitar-
ian when aggregating value preferences. Henceforth, the ability
of being able to select separate values of ? for judgements and
preferences is fundamental to compute a consensus value system
reflecting a particular ethical principle (e.g., egalitarian), hence mo-
tivating our choice of tackling the value system aggregation as a
two-step procedure (Equation 6 and Equation 7).

In conclusion, the visual analysis displayed in Figure 1 is meant
to provide useful guidance for decision-makers concerned with ob-
taining a consensus of different value systems following an ethical
principle of choice. In general, a decision maker must start by plot-
ting the distance between consensuses as we do in Figure 1. There-
after, they can characterise the common, for both judgement and
value preference, utilitarian and egalitarian zones. Thus, [1, ?̄<),
where ?̄< = <8=(?̄ � , ?̄% ), defines the utilitarian zone, whereas
(?̄" ,∞), where ?̄" = <0G (?̄ � , ?̄% ), defines the egalitarian zone.
Notice that [?̄<, ?̄" ] contains ethical principles that lie in different
zones for judgement and preferences (e.g., this is the case for the
above-mentioned example considering ? = 2.5 in the weighted
aggregation case). Once characterised the common utilitarian and
egalitarian zones, the decision maker is ready to choose a value for
the ethical principle ? .

7 CONCLUSIONS
In this paper we considered the pluralistic value alignment problem,
contributing to the state of the art in the following ways.

We tackled this problem by proposing a framework for the for-
malisation and aggregation of different moral value systems. By
rooting our framework in the social choice literature, we cast the
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Figure 1: Distance between the consensus (�( on the left and %( on the right) computed according to ethical principle ? and the
the consensuses computed according to ? = 1 (fully utilitarian, black line) and ? = ∞ (fully egalitarian, red line).The transition
point ?̄ is the ethical principle producing a consensus equidistant from the fully utilitarian and fully egalitarian ones. Hence,
?̄ divides the space of ethical principles into an utilitarian zone (more similar to the fully utilitarian consensus, green) and an
egalitarian zone (more similar to the fully egalitarian consensus, light blue). The fully egalitarian (dark blue) zone marks the
ethical principles that produce a consensus that is approximately equal (to a small n) to the fully egalitarian one. Equal social
influence on top, social influence according to the population at the bottom.

value system aggregation problem —where preferences and opin-
ions over the moral values within the value system are uttered by
individuals— as an ℓ? -regression problem. Nonetheless, we also con-
sidered the Ethics literature to formalise the concepts of moral value
interpretation through action judgement functions. Along these
lines, our proposal follows a two-step process: first, we compute
the aggregation of moral value interpretations; and subsequently,
we aggregate the preferences over moral values. Moreover, the pro-
posed framework is general enough to allow for the exploration
of different ethical principles —which vary from utilitarian (maxi-
mum utility) to egalitarian (maximum fairness)— and that can also
consider the social influence of the individuals.

We illustrated how different consensus value systems can result
when applying our framework to the aggregation of 34 alterna-
tive European value systems. Overall, we highlighted that, when
aggregating different value systems, the choice of aggregation pa-
rameters amounts to deciding between swaying towards prevailing
value systems that represent the majority or towards value systems
that lay closer to divergent opinions.

As future work we envision two research paths. First, we plan
to generalise our framework so that each member 8 of the society
�6 can choose their own ethical principle ?8 when aggregating
value systems. This might require the development of new social
choice functions as well as new computational tools to account
for multiple ethical principles. Second, notice that in this paper
we have considered a particular family of social choice functions.
However, we believe that the pluralistic value alignment problem
opens an interesting research path for research on social choice,
since value systems are complex objects to aggregate. Therefore,
we plan to investigate further social choice functions to aggregate
value systems and study their properties.
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