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Abstract

The term ‘episode’ refers to a time interval in the development of a dynamic process or behaviour of an entity. Episode-based
data consist of a set of episodes that are described using time series of multiple attribute values. Our research problem involves
analysing episode-based data in order to understand the distribution of multi-attribute dynamic characteristics across a set
of episodes. To solve this problem, we applied an existing theoretical model and developed a general approach that involves
incrementally increasing data abstraction. We instantiated this general approach in an analysis procedure in which the value
variation of each attribute within an episode is represented by a combination of symbols treated as a ‘word’. The variation
of multiple attributes is thus represented by a combination of ‘words’ treated as a ‘text’. In this way, the the set of episodes
is transformed to a collection of text documents. Topic modelling techniques applied to this collection find groups of related
(i.e. repeatedly co-occurring) ‘words’, which are called ‘topics’. Given that the ‘words’ encode variation patterns of individual
attributes, the ‘topics’ represent patterns of joint variation of multiple attributes. In the following steps, analysts interpret the
topics and examine their distribution across all episodes using interactive visualizations. We test the effectiveness of the procedure
by applying it to two types of episode-based data with distinct properties and introduce a range of generic and data type-specific
visualization techniques that can support the interpretation and exploration of topic distribution.

Keywords: visualization, visual analytics, topic modeling

CCS Concepts Categories and Subject Descriptors (according to ACM CCS): [Human-centred computing — Visual ana-
lytics]; Visualization application domains—Visual analytics

1. Introduction

Everything in the world changes over time. Data describing changes
often consist of time-referenced values of one or more attributes.
The process or succession of changes along time can be divided into
episodes each of which occurs over a specific time interval and is
described by attribute values referring to different time steps within
this interval. Figure 1 demonstrates one of possible ways to divide
continuous time series of attribute values into episodes using a slid-
ing time window. Our research aims at finding ways to help hu-
mans understand dynamic phenomena or behaviours by analysing
episode-based data.

While a line graph or other visual representation of a time se-
ries of attribute values can help a person understand the over-
all character of the development and identify different patterns of
change, it can be difficult to get a holistic understanding of what is

happening when changes are characterized by multiple attributes.
To address this problem, we aim to extract interpretable patterns of
change for singular attributes and then derive meaningful patterns
of their joint changes.

The approach we develop and test is based on explicit repre-
sentation of single-attribute temporal patterns as elements of data.
Given a collection of episodes, we represent the variation of val-
ues of each individual attribute in each episode by a combination
of symbols, which is treated as a ‘word’. Hence, the variation of all
attributes within an episode is represented by a combination of such
‘words’, which can be treated as a ‘text’. The entire set of episodes
is thus transformed to a collection of ‘texts’. In natural language
processing, there are topic modelling methods [VK20, AEG*23]
that extract interpretable groups of semantically related words based
on their co-occurrence in texts. By analogy, we expect that apply-
ing topic modelling methods to the set of ‘texts’ derived from the
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Figure 1: Illlustration of the division of a continuous multivariate
time series into multiple episodes using a sliding time window.

episode-based data will result in finding interpretable groups of re-
lated ‘words’ encoding single-attribute variation patterns that tend
to occur together in episodes. If successful, these groups can be con-
sidered as integrated multi-attribute temporal patterns representing
components of complex behaviours or stages of complex processes.

The next goal after the extraction of multi-attribute patterns is
to understand when, where, and under what circumstances differ-
ent patterns occur, which is essential for understanding the dynamic
phenomenon or behaviour as a whole. To facilitate this understand-
ing, we want to provide an overview and enable the exploration of
the distribution of the patterns in context, including space, time, and
any conditions that may affect or be affected by the process or be-
haviour being studied.

With this paper, we intend to make the following contribution to
the visual analytics research dealing with temporal data:

* Propose a conceptual framework and a general workflow for the
analysis of dynamic phenomena described by episode-based data
involving time series of multiple attributes.

* Explore the opportunities for analysis of dynamic phenomena
given by explicit representation of temporal patterns of attribute
variation.

* Investigate the potential of using topic modelling techniques for
revealing relationships between patterns and finding patterns of
pattern co-occurrence.

¢ Demonstrate examples of visual exploration of pattern distribu-
tion for data of distinct nature.

We begin with introducing the conceptual background in Sec-
tion 2 followed by an overview of the related work in Section 3. We
describe the work of the investigated analysis approach in two case
studies in Section 4 and then discuss our experiences and findings
(Section 5). Section 6 concludes the paper.

2. Background
2.1. Key concepts

In this research, we use the term ‘episode’ to refer to a short period
of time that has distinct properties while being a part of a larger se-
ries or process. This aligns with common definitions of an episode in

dictionaries (e.g. [MW22]). Our research focuses on data describing
changes occurring within episodes with non-zero duration. The data
consist of series of attribute values referring to different times be-
tween the beginnings and ends of the episodes. While the attributes
can be of any type (numeric, categorical, or spatial), our current re-
search is focusing on attributes with numeric values. We refer to this
type of data as episode-based data.

Our research goal is to find methods and develop a visual an-
alytics workflow for analysing episode-based data in order to un-
derstand the overall process or behaviour the episodes are parts of.
Gaining a general understanding of a whole by observing its mul-
tiple parts requires abstraction. According to the theoretical model
known as ‘pattern theory’ [AAM*21], abstraction in data analysis
is achieved by finding patterns in data distributions. A pattern is a
combination of relationships between multiple data items that al-
lows us to consider and represent all of these items jointly as a unit,
which can be described without referring to any individual items.

Episode-based data have a hierarchical structure. The entire
dataset consists of descriptions of multiple episodes, each of which
is composed of time series of multiple attributes. Each time series
consists of multiple attribute values and their corresponding time
references. To gain a general understanding, we must perform ab-
straction from the elementary data items (attribute values and time
references) up to patterns at the highest level of the hierarchy (the
distribution of dynamic properties across the entire set of episodes).
We believe this requires a step-wise ascent from the bottom to the
top of the hierarchy. At the lowest level, patterns are made up of data
elements; at higher levels, patterns are made up of patterns from the
previous levels.

At the lowest level, patterns are jointly formed by (1) temporal
relations between the time steps, (2) correspondences between time
steps and attribute values, and (3) relations between the attribute
values. The possible types of patterns include increase, decrease,
peak, trough, constancy, and fluctuations.

At the second level of the hierarchy, patterns are formed by rela-
tions of co-occurrence of temporal patterns of individual attributes,
that is the single-attribute patterns appear together in episodes. For
example, increase of attribute Al may tend to co-occur with con-
stancy of attribute A2 and decrease of attribute A3.

At the third level of the hierarchy, one needs to consider the dis-
tribution of the second-level patterns over relevant data dimensions,
one of which is always time (since the data are temporal). Third-
level patterns of the temporal distribution are formed by the tem-
poral relations between the positions of the second-level patterns in
time. Other relevant dimensions depend on the nature of the phe-
nomenon reflected in the data. The data describing episodes may
include contextual information about the circumstances in which
the episodes occurred, their spatial positions, and/or the actors in-
volved. The set of all such contexts is the relevant data dimension.
The distribution of the second-level patterns with respect to the set
of contexts needs to be analysed. Third-level patterns are formed by
the links of the second-level patterns to various context properties.
For example, there may be tendencies for the combination patterns
to occur or not occur in certain parts of space or under specific ex-
ternal conditions.
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Figure 2: A schematic representation of the idea of progressive abstraction. Step 1: Sequences of values of individual attributes are ab-
stracted to single-attribute patterns of value variation. Step 2: Combinations of single-attribute patterns co-occurring in multiple episodes
are abstracted to multi-attribute combination patterns, Step 3: Instances of combination patterns occurring throughout the data are abstracted

to patterns of distribution of the combination patterns.

This theory-based analysis workflow is schematically represented
in Figure 2. In the first step of the workflow, the temporal sequences
of attribute values in each episode are abstracted to single-attribute
patterns P1, P2, ... representing the character of the value varia-
tion. In the second step, the combinations of the single-attribute
patterns co-occurring in the episodes are analysed to find multi-
attribute combination patterns denoted PP1, PP2, .... The notation
PP emphasizes that the combination patterns are super-patterns (i.e.
patterns of a higher level of abstraction) with respect to the single-
attribute patterns. After extracting the set of PP,, the episodes are
represented in terms of combinations of these super-patterns. In the
third step, the distribution of the super-patterns PP; over the set of
episodes is analysed to find super-super-patterns PPP; formed by re-
lationships between the super-patterns resulting from their positions
in the distribution. The distribution is schematically represented in
Figure 2, right, as a plane where one dimension is time and the other
stands for the set of relevant contexts.

Figure 2 represents the general idea of the progressive abstrac-
tion approach. It does not specify what methods can be utilized
to fulfil the three steps of the workflow. In the following, we de-
scribe one of many possible ways to implement the approach. In
Step 1, single-attribute value variations are represented by SAX pat-
terns [LKWLO7]. In Step 2, multi-attribute combination patterns are
extracted by means of topic modelling methods [VK20]. In Step 3,
patterns of the distribution of the combination patterns are discov-
ered with the help of interactive visualizations.

2.2. Ideas for implementing the approach

According to pattern theory, one possible operation on discovered
data patterns is to represent them in an aggregated manner so that
they can be treated as single elements of data. This means that
the combinations of data elements making up the patterns are re-
placed by aggregated representations, which can then be used in
further analysis.

The pattern aggregation operation may be a part of an approach
to finding multi-attribute combination patterns. After identifying
single-attribute patterns, we can treat them as units and represent
them with tokens. We can then replace the original time series of
attribute values with tokens denoting the temporal patterns formed
by these values. As a result, each episode is represented by a combi-
nation of pattern tokens. We can then apply a method that is suitable
for analysing combinations of tokens and can find patterns formed
by the tokens, such as recurring associations. A potentially suitable
class of methods is topic modelling. The topics generated by these
methods are, in essence, multi-token patterns, which in our case can
be interpreted as multi-attribute temporal variation patterns.

Once we have an aggregated representation of the multi-attribute
combination patterns in the form of topics, we can use them in fur-
ther analysis. We need to analyse the distribution of the integrated
patterns (topics) across the dataset to find patterns at an even higher
level of abstraction and establish relationships between them. To
support this by visual analytics techniques, we need to find appro-
priate methods to visualize the distribution of the topics over the set
of episodes.

2.3. Deriving single-attribute patterns

A temporal pattern of attribute values represents, in an aggregated
form, the relationships between values arranged in a chronological
sequence. These relationships may be similar or different, larger or
smaller, close or distant, etc. To efficiently implement our workflow,
we need a method for automatically transforming value sequences
into aggregated representations of the patterns of value variation
along the sequences. Essentially, we need a compact and simplified
machine-readable representation of a time series that can be treated
as a single object (a token) in the following steps of analysis. This
means that the representation must be symbolic rather than numeric.

For time series of numeric values, there is a suitable representa-
tion called Symbolic Aggregate approXimation (SAX) [LKWLO07].
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SAX divides each time series into a specified number w of equal-
sized segments and calculates the mean value in each segment. The
probability or frequency distribution of the mean values is divided
into o equiprobable parts, where « is the desired size of the al-
phabet, that is the number of symbols to be used for encoding the
time series. Each part of the distribution is given a distinct sym-
bol from the alphabet. The mean values of the time series seg-
ments are mapped to the symbols corresponding to the parts of
the value distribution in which they fit. As a result, each time se-
ries is represented by a sequence consisting of w symbols from the
alphabet.

The basic idea of the SAX representation method can also be ap-
plied to values of other types of attributes if it is possible to divide
the value distribution into a small number of meaningful parts that
can be represented by symbols from an alphabet. For example, when
attribute values represent positions in space, the space can be di-
vided into regions, the mean positions in segments of the time series
can be calculated, and these positions can be encoded with symbols
corresponding to the regions containing them. This allows for the
creation of a compact and simplified machine-readable representa-
tion of a time series that can be treated as a single object in the
following steps of analysis.

3. Related Work

Related to our work are researches in the following areas: visual ex-
ploration of multivariate time series (MVTS) and event sequences,
segmentation of MVTS, simplification of numeric time series, ab-
straction of temporal data, and application of topic modelling meth-
ods to non-textual data.

3.1. Visual exploration of multivariate time series

The most obvious approach to visualization of MVTS is represen-
tation of the time series of the individual variables along a com-
mon time axis in a juxtaposed, superposed, stacked, or intertwined
way [JME10, BHR*19]. Another widely used approach is to apply
dimensionality reduction (DR) to the combinations of values of the
variables and represent the time steps by points in a two-dimensional
projection space, as, for example, in MotionTrack [HWX*10] or
TimeCurves [BSH*16]. Bernard et al. [BWS*12] assign colours to
the positions in the projection space and represent the temporal vari-
ation of the value combinations by variation of colours along the
time axis.

Fujiwara et al. [FSS*21] deal with data consisting of multiple
MVTS, such as measurements recorded in different geographic lo-
cations. Originally, the data have the form of a 3D tensor. It is trans-
formed to a matrix where each row corresponds to one time step of
one MVTS. After applying DR to this matrix and obtaining a 2D
projection, selected clusters of points in the projection plot are rep-
resented by colour coding in various additional views supporting
interpretation of the DR results. To analyse multiple MVTS of air
pollution data from different locations, Kuo et al. [KFC*22] apply
non-negative matrix factorization (NMF) as a DR technique. NMF
extracts combinations of chemicals that can be attributed to different

sources of air pollution. The visual displays are designed to enable
interpreting the results of NMF.

Algorithmic clustering of time steps with subsequent repre-
sentation of the clusters by colours is also used in analysis of
MVTS [GCMLO6]. DR can be applied to clustered and aggregated
data [BWK*13].

Itis worth noting that DR or clustering methods in all these works
are applied to data associated with individual time steps, that is with
time points lacking duration. Hence, each data item includes a sin-
gle value of each attribute. Our approach to analysis of multivariate
temporal data is based on dividing the data into episodes of non-
zero duration. Each episode includes a sequence of values of each
attribute. Analysis of such data requires different approaches.

In essence, episodes are events; hence, episode-based data com-
prise one or more sequences of events. Analysis of event se-
quences is an established research topic in visual analytics. Guo
et al. [GGJ*22] present a comprehensive survey of the exist-
ing approaches and systems. Well known examples include Life-
Flow [WGGP*11], OutFlow [WG12], and EventFlow [MLL*13].
In all these works, events are considered as atomic objects with-
out internal structure. The main focus of analysis is arrangement
of events relative to each other, which is different from our focus
on the variation of values of multiple attributes within the episodes.
Eventpad [CvW 18] is designed for analysis of sequences of multi-
variate events, where multiple attributes characterize each event as a
whole. Differently from our work, dynamic attributes whose values
vary during the event life times are not considered.

3.2. Segmentation of multivariate time series

Episodes can be obtained from time series data in many differ-
ent ways. The simplest approach is to use a sliding time window
that defines episodes of equal length (e.g. [STKFO07]). The episodes
may partly overlap in time [WG11] thus smoothing transitions be-
tween consecutive patterns of value variation. This method of de-
riving episodes is illustrated in Figure 1. The resulting pieces of
time series can be treated as multidimensional vectors to which
clustering and/or dimensionality reduction (projection) methods can
be applied [vWVvS99, STKF07, WG11]. Other approaches define
episodes based on events, for example by taking temporal buffers
before and/or after detected events or time intervals from one event
to another; see Monroe et al. [MLL*13] for examples in basketball
data analysis. TimeMask technique [AAC*17] proposes a power-
ful set of query operations for defining episodes. In this paper, we
apply the sliding window approach in Section 4.1 and event-based
definition of episodes in Section 4.2.

Episodes can also be obtained by dividing time series into seman-
tically meaningful segments. There exist segmentation algorithms
[GYD*19], which can be combined with interactive visual tech-
niques [BDB*16, BBB*18]. Segmentation may also be done based
on clustering of time steps [BWK*13]. An earlier work [AA23] con-
siders the problem of dividing the time span of a complex dynamic
phenomenon described by multiple MVTS into meaningful periods
that enclose different relatively stable states or development trends.
Here, the segmentation is applied to all MVTS taken together. The
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task is supported by a combination of clustering, aggregation, pro-
jection, and interactive visual tools for time division.

Statistical science develops methods for detecting multiple
change points in a long univariate time series [NHZ16]. To utilize
such methods for dividing MVTS, it is necessary to define the way
of setting common breaks for all time series so as to take into ac-
count their individual change points.

3.3. Simplification of numeric time series

In our approach, short time series encapsulated in episodes are sim-
plified and represented in an abstracted symbolic form using the
SAX pattern method [LKWLO7]. The method involves aggrega-
tion (averaging) of attribute values by sub-intervals and discretiza-
tion of the domain of the aggregated attribute values. Alternatively
to aggregation, simplification of time series can be achieved by
downsampling [CS10, Stel3], which represents a time series us-
ing a smaller number of time points while striving to preserve its
shape. The Douglas-Peucker algorithm originally proposed for car-
tographic generalization [DP73] can be used for the same purpose.

To discretize a numeric attribute, its value range is divided
into bins by introducing several breaks. The ways to do this
have been studied extensively in cartography (see a review by
Slocum [SMKH?22]) for designing classified choropleth maps. The
most common approaches include natural breaks, equal length inter-
vals, and equal size divisions. Jenks [Jen77] developed a method for
calculating a statistically optimal classification. The geovisualiza-
tion research community developed various interactive procedures
for human-controlled discretization [AAK*21, SMKH22]. A num-
ber of discretization techniques have been developed in data mining,
see a review by Garcia et al. [GLS*13]. Beyond discretization, an
extensive survey of methods for simplification and compact repre-
sentation of numeric time series that can be used in visualization
was done by Shurkhovetskyy et al. [SAAF18].

The authors of the SAX method [LKWLO7] noted that symbolic
representation of time series had not received much attention in
the data mining research. More recently, Bondu et al. [BBC16]
proposed a more advanced variant of the SAX method that op-
timizes the division of the time series into sub-intervals. Shirato
et al. [SAA21] divide episodes into equal intervals, as in the SAX
method, but apply symbolic encoding to value trends (increase, de-
crease, or constancy) on the intervals rather than value aggregates.

Instead of directly working with time series as sequences of val-
ues, it may be suitable for many analysis tasks to extract features
from them, that is derive attributes characterizing some aspects of
the entire time series. Lubba et al. [LSK*19] evaluated about 5000
diverse features that can be computed from time series and selected
a subset of 22 features that exhibit strong classification performance
across a given collection of time-series problems and are minimally
redundant. There are multiple software libraries for feature extrac-
tion, for example [BFF*20]. A recent trend is automatic extrac-
tion of time series features by means of artificial neural networks
[Z2YG21, CTMMB22]. While such features may work very well
in machine learning tasks, they are not interpretable by humans. In
contrast, our goal is to extract variation patterns that are meaningful
to humans.

3.4. Abstraction of temporal data

While the term ‘abstraction’ is often treated as a synonym to ‘sim-
plification’ or ‘compression’, we use this term in the sense of trans-
forming data into meaningful higher-level concepts [Sha97]. Ac-
cording to Aigner et al. [AMM®*08, AMST11], data abstractions
are qualitative values or patterns that convey key ideas. Abstrac-
tion of temporal data may be supervised or unsupervised [HO2].
The former means finding time intervals where data have a priori
defined properties and assigning corresponding labels from a given
set. Thus, there are methods for detecting predefined shapes, such
as increase, decrease, constancy, peak, etc. [HO2, SAA23]. Abstrac-
tion can be done using domain-specific rules [CC99, AMM*08] or
definitions from a domain ontology [Sha97]. Unsupervised time ab-
straction means that concepts are not defined in advance but need to
be learned from data. A general approach is to identify similar parts
in the time series by means of clustering [vVWvS99, HO2]. In our
work, unsupervised abstraction is supported by visual representa-
tions of time series transformed to SAX patterns.

Progressive abstraction means deriving higher-level concepts
from earlier extracted patterns based on relationships between the
latter [AAM*21]. Complex patterns can be detected automatically
according to predefined rules specifying patterns to be used as
building blocks and temporal relationships between these blocks
[SLCBO7]. Shirato et al. [SAA23] propose interactive visual in-
terfaces to identify patterns in the temporal distribution and co-
occurrences of patterns of different attributes and transitions be-
tween patterns of the same attributes. In that work, higher-level pat-
terns are constructed in the mind of the analyst. In our current work,
the derivation of multi-attribute patterns from single-attribute pat-
terns is supported by topic modelling techniques.

3.5. Applications of topic modelling beyond text analysis

Regardless of the encoding method, the output of the procedure
is a set of tokens (words) that represent single-attribute patterns.
Each episode is described by a combination of tokens for mul-
tiple attributes. To find recurrent associations of tokens, we ap-
ply topic modelling methods [VK20], such as Latent Dirichlet al-
location (LDA) [BNJO3] and Non-negative Matrix Factorization
(NMF) [LNC*17]. In essence, these methods perform dimension-
ality reduction: similarly to PCA [JC16], they generate higher level
features (considered as ‘topics’) as weighted combinations of in-
put features, which may be, in particular, frequencies or measures
of relevance of different words. Beyond analysing texts in natural
languages, topic modelling methods have been successfully applied
to different types of data, for example, DNA codes [LTD*16], soft-
ware repositories [CTH16], taxi trips [CSZ*14], user activities in
interaction with software systems [CAA*20], and team tactics in
football [SAA21]. These examples demonstrate the versatility of the
topic modelling methods. However, we are not aware of the uses of
topic modelling for finding patterns in multivariate time series.

While there have been numerous comparative evaluation stud-
ies of different topic modelling methods in application to text data
(e.g. [AYB20, EY22, AEG*23], we are not aware about studies
comparing effectiveness of these algorithms for other data types. In
our work, we did not plan to compare different methods. However,
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Figure 3: The countries involved in the case study are represented
on a map by their capitals.

LDA, which worked quite well in the first case study, produced un-
satisfactory results in the second case study. This lead us to try NMF,
which fulfilled its task successfully.

The two case studies in which we tested our ideas and analysis
workflow are described in the following section.

4. Implementation and Testing of the Approach

In the first case study, we deal with data on population mobility be-
haviours in different countries during the COVID-19 pandemic. In
the second case study, we apply our approach to episodes extracted
from football game tracking data.

4.1. Case study 1: COVID-19 mobility trends

We use a subset of the publicly available data set of mobility
trends available in the Google’s COVID-19 Open Data Reposi-
tory [Goo22]. Google collects anonymized data from apps such as
Google Maps to track changes in people’s movements during the
pandemic. The data consist of daily visitor numbers to specific cat-
egories of places (e.g. grocery stores, parks, train stations, etc.) rel-
ative to baseline days before the pandemic outbreak. Baseline days
represent a normal value for each day of the week and are given as
the median value over the 5-week period from 3 January to 6 Febru-
ary 2020. The rationale for using a specific normal value for each
day of the week is that people usually have different routines on
weekends versus weekdays. The data thus consist of the deviations
from the normal values expressed in percent of the normal values.
Positive values signify increased numbers of visits to a certain cat-
egory of places and negative values have the opposite meaning.

For this case study, we used a subset of data containing informa-
tion on 60 countries in Europe, Asia, and North America (as shown
in Figure 3). The data covers a 496-day period from 17 February
2020 (Monday) to 27 June 2021 (Sunday); see Figure 4. It is divided
into 69 overlapping episodes of 21 days (3 weeks) each, with a 7-day
shift between consecutive episodes. This means that each episode
overlaps with the previous one by 14 days. Each episode represents
data for one country. The full set consists of 4130 episodes, while
10 are missing due to gaps in the data. Figure 5 shows the 21-day
time series for the mobility indicators within each episode.

4.1.1. Step 1: Generating single-attribute patterns

We represent the episode-based time series by SAX patterns of
length 5 using the alphabet {a, b, c, d, e}, where a corresponds to
the lowest value interval and e to the highest value interval. In doing

Tetail and recreation percent changs from baseline
143.0] ‘ 1430

1000

groceyy
201.0) J 2010

01-01-2021

Figure 4: The entire time series of the mobility indicators by the
countries are shown on line plots. The lines have the same colours
as the corresponding dots on the map showing the positions of the
countries capitals (Figure 3).

that, we skip the values for Saturdays and Sundays to disregard the
irrelevant weekly variations of the mobility behaviours and consider
the general trends over the 3 weeks time periods. Table A1 shows
the breaks by which the value ranges of the attributes have been au-
tomatically divided into five bins so that each bin includes approxi-
mately 20% of the values. To visualize the patterns, we apply colour
coding to the symbols of the alphabet that has been used in pattern
generation. We use a diverging colour scale [HB03] from dark blue
to dark red to encode the symbols corresponding to the value inter-
vals ordered from the lowest to the highest. Figure 6 demonstrates
the representation of the patterns.

4.1.2. Step 2: Obtaining multi-attribute patterns

We create pseudo-texts composed of the SAX patterns preceded
by the abbreviated attribute names (e.g. ‘residential’ is abbreviated
as ‘home’) and apply the topic modelling algorithm LDA to the
resulting strings. After experimenting with the parameter k£ (num-
ber of topics), we find that k =9 gives an acceptable result in
terms of topic interpretability while the topics are not too numer-
ous. The table display in Figure 7 shows the patterns that have cer-
tain weights in the topics, the minimal weight (in our example it is
0.005) being set through the slider at the bottom of the display. The
interpretations of the topics that can be derived from this display are
listed in Table 1.
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Figure 5: The line plots show the time series of the mobility indi-
cators by the episodes. The lines have the colours that have been
earlier assigned to the countries (Figure 3). The time steps are from
0 to 20 according to the number of days passed since the beginning
time of each episode.

Episodes of length 21 from Countries: mobilty dsta - o X

Figure 6: A fragment of a table showing colour-coded SAX patterns
of the mobility indicators in the episodes. The patterns of length five
have been generated using the alphabet {a, b, c, d, e}, where a cor-
responds to the lowest value interval and e to the highest value inter-
val. The symbols are represented using a diverging colour scheme
from dark blue for a to dark red for e.

[£) T™ terms 02_20221201_121253 - o x
-

retail

transit

home

Minimal weight: =) 0.0050)

Figure 7: The topics resulting from applying the LDA algorithm.

Table 1: Interpretation of topics.

N Interpretation

0 More or less usual life

1,34 Average to high mobility, reduced staying at home
2,5 Average to low mobility, increased staying at home
7 Decreasing mobility, increasing staying at home
6,8 Strict ‘stay at home’

It can be noted that there are groups of topics that can be inter-
preted similarly. The explanation is that there are multiple symbolic
codes corresponding to pattern variants that have very close mean-
ings for a human. For example, the codes cdddd, cccdd, ddeee and
quite many others represent different variants of the pattern of in-
crease. However, for the topic modelling algorithm, these are dis-
tinct and unrelated terms, which may belong to different topics.
Therefore, running the algorithm with a lower value of the parame-
ter k will not automatically unite semantically similar topics.

Another observation is that the topics are not ‘clean’ in terms of
including similar or consistent patterns of the same attribute. Con-
sider, for example, the patterns of the attribute ‘home’ in the topic
7. Almost all patterns represent average to high values and only one
pattern represents values from the lowest range. Such inconsistent
mixtures of patterns occur irrespective of the chosen number of top-
ics k. To investigate this phenomenon in more detail, we select (by
means of interactive filtering) the episodes with the symbolic pat-
tern aaaaa of the attribute ‘home’ for which topic 7 has the highest
weight among all topics. The 20 episodes satisfying the query are
shown in a table view in Figure 8. We see that there are nine episodes
where the lowest values of presence at home co-occurred with quite
low levels of presence in the other categories of places, which seems
counter-intuitive. Interestingly, eight of these episodes took place in
Moldova. A possible reason may be that people did not frequently
use their mobile devices while staying at home, which lead to un-
derestimation of the people’s presence. This reminds us that data
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Objectna..| Starttime | Endtime | Retail p... ~|Grocery pat.. Parks patt.| Transit patt. | Work pattem|Home patte..| topic=7: T.
Moldova 2501-2021/114-02-2021 L 1| L1 11 ]] CLEEE R T T[]} 0.366|
Moldova | 101-02:2021)124:02:2021 [ I | EEE = 0873
Moldova | 148:01:2021)107-02:2021 I | 0873
Moldova _|108-03-2021[128:03-2021) 0873
Moldova _|122:03-2021/111-04-2021 0873
Kazakhstan || 15:02-2021]107-03-2021 0.599
[Moldova | 45:02:2021|107-03-2021 0873
Moldova |1 44-04:2021/131:04:2021 0T | 0.409
Moldova | /01-03-2021 1 21-03-2021 0873
Egypt 01022021/ 21022021
Macedonia |122:02:2021/114:03-2021
Kazakhstan |126:04:2021| 16:05-2021
Lebanon _|107-09-202027-09-2020 MM
Macedonia | 07-09-2020(127-09-2020
Tajikistan _|120:03-2021/18-04-2021
Belarus

0.398
0.360]
0.461
0873
073
0316
0873
Estonia 0.517|
[Russia I 0.518
Kyrgyzstan || 10-08-2020]] 30-08-2020, [ElE 0,697
[Tajikistan |1 17-08-2020/1 06-09-2020 NI N M NN 1 0.616

12-04-2021 02-05-2021

Figure 8: A selected subset of episodes where topic 7 has the high-
est weight and the pattern of attribute ‘home’is aaaaa. The rows of
the table are arranged in the increasing order of the patterns of the
attribute ‘retail’.

count | Retail pattern | Grocery pattem Parks pattern Transit pattemn Work pattem Home pattem

7 334

221
I e O | | O O O O O

Figure 9: The mobility patterns in the groups of episodes with dif-
ferent dominant topics are shown in an aggregated way by seg-
mented bars.

may be biased and require caution in interpreting analysis results
and making inferences.

To verify and, if appropriate, refine the interpretations of the top-
ics, it is useful to consider the groups of episodes with different
dominant topics (i.e. having the highest weight) and the attribute
patterns occurring in these groups of episodes. Since the episodes
are numerous, the patterns need to be represented in an aggregated
way. A possible way of aggregated representation of SAX patterns
is demonstrated in Figure 9. The patterns of one attribute are ag-
gregated by counting the occurrences of each symbol {a, b, c, d, e}
on each position from 1 to 5. The result is represented by a seg-
mented bar chart where each bar corresponds to one position of a
pattern and its segments represent the proportions of occurrences of
the symbols {a, b, c, d, e} in this position. The segments are painted
in the colours that have been assigned to the symbols.

The display in Figure 9 confirms the interpretations of the top-
ics and topic groups. Thus, the bar charts of the groups of episodes
with dominant topics 1, 3, and 4 have large proportions of red (repre-
senting high values) for all place categories except home, which has
large proportions of blue. The bars for the groups of episodes with
dominant topics 6 and 8, on the opposite, have high amounts of blue
for all places except home and high amounts of red for home. We
also see differences between the topics within the groups in terms
of the proportions of different colours; however, these differences
can be treated as inessential for the interpretation.

-
-
-
—_— — S
| —
—
-

Figure 10: The episodes are arranged in a matrix space with the
rows corresponding to the countries and columns to the starting
times of the episodes. The background colouring of the matrix rep-
resents the distribution of the average daily counts of the deaths due
to COVID-19 (Source of the data: [Goo22]).

4.1.3. Step 3: Understanding the distribution of the
multi-attribute patterns

After obtaining and interpreting the topics, we want to investigate
the contexts in which they occur. This includes the distribution of
the topics over the set of countries and the time and their relation-
ships to the pandemic spread indicators, such as the mortality due
to COVID-19. To obtain a convenient visual representation of the
context, we create an artificial matrix space (Figure 10) where the
rows correspond to the countries and the columns to the start times
of the episodes. To put the countries in a linear order, we apply the
principal component method to the spatial positions of the coun-
try capitals and take the ordering based on the first component, as
suggested by Wulms et al. [WBM*21]. With this approach, close
spatial positions tend to receive close positions in the linear order.
The episodes referring to each country are arranged chronologically
in the corresponding row. The vertical line in Figure 10 approxi-
mately marks the time of Christmas. It is impossible to mark any
date in this view precisely because the horizontal positions corre-
spond not to individual days but to temporally overlapping episodes
of 21 days length.

In this matrix space, we visualize the pandemic-caused mortality
rates by shading from white for zero to dark brown for the highest
values. The display in Figure 10 reveals prominent spatio-temporal
patterns in the variation of the mortality rates. Thus, we observe high
mortality rates in several countries of Europe (Ireland, Spain, UK,
Belgium, Italy, and Sweden) in March and April 2020, relatively low
values in the summer of 2020 and an increase of the deaths rates in
many countries starting from October 2020.

Now we need to visualize the distribution of the topics in this
context space. One possible approach is to use pie charts with sec-
tor sizes representing the topic weights for the episodes. Figure 11
shows a fragment of such a display. Please note that the topics have
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Figure 11: A fragment of the matrix display with topic weights represented by pie charts.
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Figure 12: A fragment of the matrix display with pie charts representing the weights of aggregated topics.

been assigned distinct colours, which are shown in the caption of the
table display in Figure 7. These colours are used for painting the cor-
responding sectors of the pies. The purpose of this representation is
not to enable accurate perception of individual topic weights or es-
timation of the weight proportions (pie charts are commonly judged
as poorly suited for these tasks [CM84]) but to provide an overall
view of the distribution of the topic colours. To gain an overview, it
is best to look at the display from a distance without paying much
attention to the individual diagrams but instead perceiving the pat-
terns of the overall colour distribution. This is possible due to the
associative property of the visual variable ‘colour’ [Ber83].

Thus, we notice display areas with high amounts of lilac repre-
senting topic 6, which is interpreted as strict ‘stay at home’ regime.
This topic prevails in the spring of 2020 and re-occurs in some coun-
tries in the winter and spring of 2021 when the death rates increase.
The blue colour of topic 8, which is also interpreted as strict staying
athome, occurs in the same periods as the lilac of topic 6, sometimes
as sectors of the same pies. Topics 2 and 5 (red and magenta), both
interpreted as decreased mobility and increased staying at home,
often occur close in time to topics 6 and 8. High amounts of cyan
representing topic 1 (average to high mobility and reduced staying
at home) are observed in the summer of 2020 and also in the sum-
mer of 2021. The light green of topic 4 and brown of topic 3 also
frequently occur in the same periods as topic 1.

Generally, we observe that topics with similar interpretations tend
to have close positions in the matrix space, which reinforces our
confidence that the topics are semantically close. This gives us a

ground to aggregate semantically close topics, namely, unite the
groups of topics {1, 3, 4}, {2, 5}, and {6, 7, 8}. Technically, the ag-
gregation is done by summing up the weights of the topics of each
group for each episode. Figure 12 demonstrates the appearance of
the matrix display with pies after the aggregation. Here, the colours
of the topics 1, 2, and 6 are assigned to the aggregates in which these
topics are included.

The aggregation simplifies the perception of the patterns of colour
distribution across the display. Nevertheless, to see the distributions
of the individual (original or aggregated) topics more clearly, it may
be beneficial to use a small multiple display as shown in Figure 13.
For each topic, there is a separate matrix where the topic weights for
the episodes are represented by proportional sizes of circle symbols.

Again, this view is meant not for estimation of individual values
but for perceiving all circles in a matrix at once, in one instance of
sight, that is as a single image [Ber83]. In so doing, we can see very
prominently that the combined topics 1 4+ 3 + 4 (increased mobil-
ity) and 6 + 7 4 8 (increased staying at home) have complemen-
tary distribution patterns. The former occurs where and when the
mortality rates are low, except for the early period of the pandemic
spread (starting from mid-March), when lockdown regimes were in-
troduced even in the countries whose local death rates had not yet
significantly increased; see https://en.wikipedia.org/wiki/COVID-
19_pandemic_in_Europe. The combined topic 6 + 7 + 8, on the op-
posite, occurs almost everywhere in the period starting from mid-
March and re-occurs after the summer of 2020 when the death rates
increase in the majority of the countries. For the topics 0 and 2 + 5,
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Figure 13: A small multiple display where each matrix represents
the distribution of the weights of one original or aggregated topic
by proportional circle sizes.

the small multiples display does not reveal obviously interpretable
patterns. To understand the distribution of these topics, it is better
to use the pie chart display (Figure 12). It shows that these topics
tend to have intermediate positions between the periods of staying
at home and periods of high mobility.

4.1.4. Lessons learnt

This investigation showed us that symbolic encoding of numeric
time series, which involves division of the value range into bins,
requires attention and, preferably, control from a human analyst.
While there exists a sound rationale for dividing values into equal-
frequency intervals [LKWLO7], the analyst should examine results
of automatic division to be able to interpret the codes correctly. In
our case study, the middle value interval represented by the symbol
¢ could be wrongly interpreted as values around zero, that is close
to the pre-pandemic levels. In reality, this interval includes values
around the median, which may significantly differ from zero. The
meaning of the symbol ¢ is defined by the interval breaks shown in
the columns 2 and 3 of Table Al. While this division was suitable
for our experimental study, there may be applications requiring in-
volvement of domain knowledge and/or adopted conventions in the
discretization of attribute value ranges. This can be enabled by in-
teraction techniques that allow the effects of different divisions on
the resulting symbolic patterns to be observed.

Another important lesson is that semantically close symbolic pat-
terns are treated as completely different and unrelated by a topic
modelling algorithm, which leads to generation of multiple top-
ics with similar meanings from a human perspective. This reveals
a need in interactive post-processing of topic modelling results,
which includes merging of semantically close topics, as we did in
Figure 12. It may also be appropriate to edit some topics to make
their meanings clearer by modifying the weights of specific patterns.

N. Andrienko et al. / Episodes and Topics in Multivariate Temporal Data

In our case, topic 7 could be edited by setting the weight of the pat-
tern aaaaa for ‘home’ to zero (the weights of the remaining patterns
should in this case be adjusted to make 1 in total). After such editing,
the topic weights for the episodes need to be re-calculated.

4.2. Case study 2: Team behaviours in football

In this case study, we used tracking data from two football games of
the German Bundesliga season 2019-2020, such that the same home
team played against different guest teams. We used the original data,
which included the players’ and ball’s trajectories, to derive time
series of the following attributes that are used by FIFA to indicate
team performance during a game [FIF22]:

 pressure of the defending players on the ball [AAB*17];

« pressure of the defending players on the attackers;

» percent of the attacking players in the final third of the pitch;

* depth and width of the home and guest teams on the pitch;

 stretch index of the home and guest teams;

¢ mean and minimal distance of the attacking players to the oppo-
nents’ goal;

* minimal X-distance (i.e. distance along the pitch) of the defend-
ing players to their own goal.

The time resolution of the data is 25 steps per second, that is the
time interval between consecutive time steps is 40 ms.

After excluding the time intervals when the ball was out of play
from the time series, we extracted episodes of the length (duration)
of 10 s starting at the moment of ball possession change as well as
episodes starting 10 s before the ball possession change, that is the
first and last 10 s on one team’s ball possession. We skipped the
time intervals where the ball possession of one team lasted for less
than 9 s; however, intervals of very short ball possession (less than
1 s) were treated as parts of longer episodes of ball possession of
the opponent team.

In the result, we got 250 episodes of possession start and 249
episodes of possession end, 499 episodes in total. Due to the way of
episode extraction, episodes from the two categories may be over-
lapping or even coinciding in time. Thus, there are 21 duplicated
episodes belonging to both categories. Overlapping of episode times
and duplication of episodes are acceptable for our analysis, where
we want to reveal differences (if any) between team behaviours at
the beginning and at the end of one team’s ball possession. Particu-
larly, we want to see how teams begin their attacks, how defenders
behave in response to that, and what is happening before defend-
ers re-gain the ball. Still, we exclude the second instances of the
21 duplicated episodes from the further consideration to avoid their
excessive impact on the results of topic modelling.

4.2.1. Step 1: Generating single-attribute patterns

In the episodes, we transform the time series of the attributes speci-
fying team extents (depth, width, and stretch index) and distances to
the goals into time series of changes (i.e. differences) with respect to
the values at the beginning of the episodes. Then we generate SAX
patterns of length 4 using the same alphabet as in the first use case.
Table A2 shows the breaks of the attribute value ranges that were
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Figure 14: A fragment of a table showing colour-coded SAX patterns of the football episodes. The patterns of length 4 were generated using

the same alphabet as in the first case study.
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Figure 15: Topics extracted from the football episodes by means of LDA (left) and NMF (right).

applied for encoding the values by the symbols. A sample of the
patterns can be seen in Figure 14. As in the previous case study, we
construct strings including the patterns of all 13 attributes preceded
by abbreviated attribute names.

4.2.2. Step 2: Obtaining multi-attribute patterns

In this case study, we compared the work of two topic modelling al-
gorithms: Latent Dirichlet Allocation (LDA) and Non-negative Ma-
trix Factorisation (NMF). We ran each of the methods with the same
value of the parameter k£ (number of topics). Figure 15 shows the
topics constructed by LDA and NMF for k = 8. The topics are rep-
resented by combinations of patterns having high weights.

It can be seen in Figure 15 that the topics produced by LDA (left
table) are less clear than the topics resulting from NMF (right table).
Thus, many cells in the left table contain both patterns of value in-

crease (represented by shades of red) and patterns of value decrease
(represented by shades of blue). This complicates interpretation of
the topics. We also see that LDA did not give significant weights to
the patterns of the attribute ‘pressure on the ball’, which mismatches
our knowledge that exerting pressure on the ball is an important de-
fensive tactics in football. The NMF topics, in contrast, are differ-
entiated in terms of the pressure on the ball: topics 2, 3, and 6 are
characterized by low pressure, topic O by moderate pressure, topic
4 by high pressure, and topics 1 and 7 by increasing pressure.

‘What concerns the patterns of the other attributes, we see a vari-
ety of attacking and defensive tactics. Thus, attackers may increase
or decrease the team’s depth and width on the pitch, and defend-
ers tend to behave similarly. There are topics (0, 3, and 6) in which
the ball moves away from the goal of the defending team and the
attackers do not approach the opponents’ goal and do not increase
their presence in the final third of the pitch. The other topics rep-
resent more active attacks and corresponding defensive behaviours,
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Figure 16: The weights of the topics for the football episodes are represented on small multiple maps where each map shows the weights of
one topic. The background of each map represents the football pitch. The episodes are represented by vectors (directed lines) connecting the
initial and final positions of the ball. The line widths and opacity levels are proportional to the topic weights. The colours correspond to the
types of the episodes. The images on the left and right show the weights of the LDA and NMF topics, respectively.

including increased pressure on the ball and attackers when they
approach the goal of the defending team. However, to understand
better the behaviours represented by the topics, we need to see them
in the context of the pitch in connection to the episodes.

4.2.3. Step 3: Understanding the circumstances of the
multi-attribute patterns

The data we analyse require a domain-specific representation of the
episodes and their topic weights. For this purpose, we use maps with
the background representing the football pitch. The data have been
transformed so that the goal of the home team is always on the left
and the goal of the guest team on the right. We represent the episodes
on the maps by vectors (directed lines) connecting the first and last
positions of the ball, as can be seen in Figure 16. We apply colour
coding to show which team possesses the ball in the episode and
whether it is at the start or at the end of the ball possession; see
the legend at the bottom of Figure 16. The weights of the topics
are represented by proportional widths and, simultaneously, opacity

levels of the vector lines. The redundant encoding of the weights
improves the perception.

The position, orientation, and length of a vector not only show the
overall relocation of the ball but also give some hints about the char-
acter of the episode: whether it was a swift attack along the pitch,
or seeking a possibility for an attack while passing the ball across
the pitch, or maintaining the ball possession while staying close to
own goal, or offensive activities near the opponents’ goal. We want
to see whether these types of episodes would be distinguishable in
terms of the topic weights.

Figure 16 contains two sets of small multiple maps. Each map
represents the weights of one topic (represented by the background
colour of the map caption) by line widths and opacity levels. The
eight maps on the left correspond to the LDA-generated topics and
the eight maps on the right to the NMF topics. The two sets of maps
look very different. On the left, all vectors seem to have the same
width. Indeed, for more than 76% of the episodes, the dominant
LDA topic has the same weight 0.9375. Also for each of the re-
maining episodes, there is one LDA topic with a very high weight
while the weights of the other LDA topics are close to zero. The
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maps showing the weights of the LDA topics look very chaotic. We
do not see any clear patterns in terms of the types and characteris-
tics of the episodes. Each map shows a disorderly looking mixture
of vectors of different origins, lengths, and orientations.

Different from what we see on the left, the brighter and thicker
vectors in each map on the right have some features in common.
In the map for topic 0, the vectors originate from a common point
in the centre of the pitch. Many of them represent ball movements
away from the defended goal, and this is consistent with the repre-
sentation of topic O in the topic table in Figure 15, bottom. In con-
trast, the map for topic 1 highlights episodes (mostly at the end of
ball possession, as signified by the line colours) with great advance-
ments of the ball towards the target, which agrees with the patterns
of the change of the ball and attackers distances to the goal shown
in the topic table. The table also says that these episodes are charac-
terized by the attackers increasing their presence in the opponents’
third of the pitch, the defenders increasing their pressure on the ball
and attackers, and both teams increasing their depth and decreasing
widths. Similar behavioural patterns are observed in topics 5 and 7,
and the vectors that are prominent in the corresponding maps also
look similar to those in the map for topic 1.

Topic 3 expresses behaviours that are opposite to topics 1, 5, and
7. They are represented on the map by vectors oriented across the
pitch and painted in the colours corresponding to the beginnings of
ball possession. Topic 2 characterizes episodes in which teams’ ball
possession begins close to their own goals. They slowly move to-
wards the opponents’ goal stretching across the pitch while the op-
ponents make their team more compact preparing to defend. Topic
4, in contrast, characterizes the behaviours of the teams in dramatic
situations when the ball is close to the target. Both teams get more
compact, and the defenders exert high pressure on the ball and at-
tackers. Topic 6 reflects somewhat relaxed behaviours when ball
possession begins close to the pitch centre, and the possessing teams
move the ball closer to their own goal while stretching in width. In
response, the defenders decrease their pressure on the ball while fol-
lowing the attackers’ retreat and making their team more compact.

The maps in Figure 16 do not show clearly whether any topics
prevail more for the home team or for the guest team. We would
also like to compare the team behaviours in the two games for which
we have data. We remind that the home team (Borussia Dortmund)
was the same in both games. The guest team in the first game was
FC Nuremberg and in the second game Bayern Munich. Assuming
that the dominant topics of the episodes represent the main features
of the teams’ behaviours, we create a display of the co-occurrences
of the dominant topics and the episode types; see Figure 17. On the
top, the display shows the co-occurrences in both games, and the two
screenshots below show the co-occurrences in the first and second
games. The display consists of eight bar charts (for the eight topics)
with horizontal bars oriented from right to left. The upper bar in a
bar chart shows in how many episodes in total the corresponding
topic was dominant. The following six bars show the frequencies of
the dominance of this topic for the six types of episodes.

From the three instances of the co-occurrence display visible in
Figure 17, we learn that topic O was rarely dominant in the episodes
with the home team’s possession. We also observe differences be-
tween the two games, especially in the episodes with the guest

© home possession starts
© home possession s+e
7| © home possession ends
10/ © guestpossession starts
O guestpossession s+e
7| © guestpossession ends

© home possession s+e
3 © home possession ends
7| © guestpossession starts
© guestpossession sve

4| © guestpossession ends

© home possession starts
© home possession s+e
4 © home possession ends
3 © guestpossession starts
© guestpossession sve
3| © guestpossession ends

Figure 17: Distribution of the dominant topics for the episode types
in the whole dataset (top), data from game 1 (middle), and data from
game 2 (bottom).

team’s possession. Under the guests’ possession, the topics from
3 to 7 were dominant much more frequently in the second game
than in the first. This may mean that the guest team of the first game
did not vary its attacking behaviour as much as the guest team of
the second game. It can also be noticed that topic 4 (green), which
we interpreted as fighting close to the target, was very rarely domi-
nant under the guest team’s possession in the first game, whereas in
the second game it prevailed much more frequently in the episodes
with the guest team’s possession than under the possession of the
home team. Hence, Bayern Munich quite frequently created dan-
gerous episodes at the goal of Borussia Dortmund. Similar whilst
not so striking differences exist for topic 5 (light blue) characterized
by the ball and the attackers approaching the target. This behaviour
was more frequent under the home team’s possession in game 1 and
under the guest team’s possession in game 2.

4.2.4. Lessons learnt

This experiment showed us that different methods of topic mod-
elling may produce very different results and that some results may
not be very useful. It is questionable whether the success or failure of
a given algorithm for a given dataset can be predicted. There have
been comparative studies of the efficacy of LDA and NMF in ap-
plication to short texts, such as tweets. In some studies, the results
of the methods were assessed as equally good [AYB20], whereas
other researchers found that topics produced by NMF were more in
line with human judgment [EY22]. However, whatever results may
be obtained for text data, they are not necessarily transferable to
non-textual applications of topic modelling. Therefore, if the cho-
sen method does not produce an acceptable result, it may be worth
trying another method.

Another useful lesson concerns preparation of the data. As we
mentioned in Section 4.2.1, we transformed the original values of
some of the attributes into differences from the values at the be-
ginnings of the episodes and used the time series of the differences
to generate the SAX patterns. We applied this transformation after
an unsuccessful attempt to use the original time series. The result-
ing topics were trivial, mainly distinguishing the episodes based on
the players’ distances from the goals and not revealing differences
in team behaviours. Therefore, transforming absolute values into
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changes can be crucial in analysing behaviours. It is worth noting
that the attribute values we had in the first case study were already
provided as differences from the baseline values, which allowed us
to analyse behaviour changes with respect to the pre-pandemic pe-
riod.

5. Discussion
5.1. Application of the pattern theory

In this work, we aimed to find a way to derive a general under-
standing of a phenomenon reflected in episode-based data, which
consist of multivariate time series encapsulated in episodes. To ob-
tain an overall view of the phenomenon as a whole from elementary
data (i.e. attribute values and time references), high abstraction is
required. We applied the pattern theory [AAM*21], which posits
that abstraction in data analysis is achieved through the discovery
of patterns formed by relationships between data items. We devel-
oped an approach to analysis that incrementally increases the level
of abstraction, beginning with the relationships between elementary
data items (i.e. attribute values and time references) that form tem-
poral variation patterns of individual attributes. To achieve the next
level of abstraction, these patterns are treated as elements, and re-
lationships between them (specifically, co-occurrence) are consid-
ered. We represented single-attribute patterns as tokens and used
techniques such as topic modelling to discover patterns of token co-
occurrence. However, to gain an overall understanding, the level of
abstraction needs to be further increased by discovering patterns in
the distribution of these token co-occurrence patterns over time and
in relevant contexts.

Using the pattern theory, we devised an abstract analysis work-
flow that includes three steps of abstraction (Figure 2). We defined
the types of patterns to be discovered in each step and the types of
relationships that are involved in these patterns. This abstract work-
flow is transformed into a concrete work plan by choosing methods
that will be used to implement each abstract operation. We chose
the SAX pattern method [LKWLO7] for the first step of the analysis
workflow, topic modelling [VK20] for the second step, and interac-
tive visualizations of topic distributions for the third step. We im-
plemented this work plan for two different datasets reflecting phe-
nomena of distinct nature and scale and found the approach to be
effective. However, it is important to note that other implementa-
tions of the abstract workflow may be possible, as discussed below.

5.2. Design space in implementing the abstract workflow

Step 0: Data pre-processing. If the original data have the form of
continuous time series rather than episodes, they need to be trans-
formed to episodes. This can be done using any of the existing ap-
proaches, for example one of those mentioned in Section 3.2. We
applied the sliding window approach in the first case study and
event-based definition of episodes in the second. Domain knowl-
edge may be involved in defining episodes, for example to ignore
irrelevant weekly fluctuations, as in the first study, or out-of-play
times, as in the second study. Besides division into episodes, data
pre-processing may include data cleaning, missing value imputa-

N. Andrienko et al. / Episodes and Topics in Multivariate Temporal Data

tion, smoothing, transforming absolute values to relative, aggrega-
tion, re-sampling, and so on.

Step 1: Deriving single-attribute patterns. In this step, the task
is to transform each temporal sequence of attribute values into
an object that can be represented both visually, to enable human
interpretation, and as a symbolic token or word, to enable com-
putational processing in the second step. Apart from the SAX
method [LKWLO07] that we used in our studies, a variety of pos-
sibilities exist. One of them is to detect predefined shapes [HO2,
SAA23] and represent them visually as shapes and symbolically by
words ‘increase’, ‘decrease’, ‘peak’, etc. Another possibility is to
transform the original values to changes with respect to the previ-
ous or initial value apply the SAX method to the transformed data
[SAA21]. Domain-specific rules [CC99, AMM*08] or a domain on-
tology [Sha97] can be employed to assign human-understandable
labels to time series, and these labels can represent the patterns in the
following analysis. Generally, any approach producing interpretable
codes or meaningful labels is suitable for this step.

Step 2: Deriving multi-attribute patterns. Here, the symbolic
representations of single-attribute patterns serve as an input to a
method capable to detect repeated co-occurrences of the patterns
within episodes. Topic modelling methods, namely, LDA [BNJ03]
and NMF [LNC*17], proved to be suitable for this purpose. While
these methods are the most popular, there are many other topic mod-
elling methods that can be potentially applied. Multiple surveys
[KB18, VK20, AEG*23] discuss properties and capabilities of dif-
ferent methods, so that an analyst can make an informed choice.
Apart from topic modelling, re-occurring combinations of single-
attribute patterns represented by labels can be detected using var-
ious algorithms designed for frequent item set mining [HCXYO07,
LEFVV19]. It should be noted, however, that these algorithms tend
to produce an excessive number of patterns, which may be very chal-
lenging for the following exploration.

It may be interesting to try network analysis, specifically, com-
munity detection methods [JYL*18]. The input may be a graph with
vertices corresponding to the single-attribute patterns and weighted
edges connecting patterns that occurred together, the weights being
the counts of the joint occurrences. Network analysis, however, pro-
vides a different kind of information than we obtained using topic
modelling. It reveals strong pairwise associations, but existence of
a community including three or more patterns does not necessarily
mean that all these patterns often occur together.

Due to these limitations and inconveniences of the network anal-
ysis and item set mining methods, we consider topic modelling to
be a better tool for fulfilling the second step of data abstraction.

Step 3: Finding patterns of distribution of multi-attribute pat-
terns. Implementation of this step is data- and domain-specific. We
propose to support this step by visualizations designed according to
the nature of the data and analysis goals. The key idea is to colour-
code the second-level patterns and use these colours to represent
the patterns in visual displays. If the analysis goals require consid-
ering the distribution of the patterns over time, the task can be sup-
ported by variants of a time line display, as we did in our first study.
The episodes are positioned along the time axis according to their
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existence times. Since several patterns may be associated with one
episode, the combination of these pattern can be represented by a di-
agram or glyph consisting of elements painted in the colours of the
patterns. This can be considered as a basic design for exploring the
temporal distribution of patterns. Our visualizations provide exam-
ples of using the second display dimension to represent a relevant
aspect of the context in which the episodes occur. In our case, it is
spatial location (country), but it is also possible to represent other
kinds of context information. When the distribution of the patterns
with respect to temporal cycles is of interest, polar coordinates can
be used instead of Cartesian.

In our second study, the distribution of the patterns over time was
not important for the analysis. We wanted to see how the second-
level patterns, i.e., the topics, are related to spatial properties of the
episodes, which was the relevant type of contextual information.
We used a small multiples display with one panel for each topic.
Within the panels, we visualized the relevant properties (namely,
the ball possession and displacement vector) of the episodes signif-
icantly associated with the corresponding topics. The small multi-
ples is a general design that can be applied to different types of data,
while the visualizations within the panels depends on the nature of
the episodes and analysis goals. The topic weights for the episodes
shown in the panels can be represented by a suitable visual variable;
we used line widths.

Hence, the general design recommendations for visually sup-
porting the third step of abstraction include (a) timeline display of
episodes, possibly, with an additional dimension representing some
aspect of the context; (b) circular display with polar coordinates
representing temporal positions of episodes; (c) diagrams or glyphs
showing topic composition for the episodes; (d) small multiples
display with panels corresponding to topics and application-
specific representation of properties of the episodes associated with
the topics.

5.3. Technical aspects of computational methods

In the following section, we will discuss the methods we have used
in our implementation of the abstract workflow.

5.3.1. SAX encoding

The Symbolic Aggregate approXimation (SAX) method
[LKWLO7] divides the time series into equal segments and
computes a single numeric value for each segment. This requires
deciding how many parts to select and which aggregation function
to use. The number of parts is selected according to the desired
level of detail in representing a time series. In our first use case,
we divided the time series into five segments, resulting in one
aggregated value representing three original daily values (we
remind that we took episodes consisting of the weekdays of three
consecutive weeks, i.e. 15 days in total). In the second use case, we
used 4 segments to represent attribute dynamics over 10 s.

The SAX method typically uses either the mean or median as
the aggregation function, but different application domains may re-
quire different approaches. For example, in Schreck et al.’s work on
financial time series analysis [STKFO07], the raw data included stock
sell transactions with amounts and prices. The transactions for each

stock have been aggregated by daily intervals into the average price
and total volume. Domain experts may suggest other aggregation
methods such as opening and closing prices, minimum and maxi-
mum prices for the day, or the difference/ratio between opening and
closing prices or between maximum and minimum values. Some of
these aggregates were used by Shirato et al. [SAA21] to represent
trends over parts of time series data.

After aggregating the values, the next step in the SAX method
is to symbolically encode the aggregate values based on their fre-
quency distribution. Two decisions must be made at this stage: the
size of the alphabet (i.e. the number of bins to divide the distribution
into) and the breaks in the range of aggregate values that determine
how the distribution is divided into bins. The number of bins af-
fects the level of detail in the resulting representation. In our case
studies, we used five bins to represent values around the average,
values moderately lower and moderately higher than the average,
and values much lower and much higher. The classical SAX method
uses equal-frequency breaks, but it may be useful to consider other
options based on domain knowledge and the semantics of the at-
tributes, as we discussed in connection with our first case study.

5.3.2. Topic modelling

There are two key questions to consider when using a topic model-
ing method: which method to choose and how to set its parameters.
A detailed review of available methods can be found in [VK20].
It is worth noting that Non-Negative Matrix Factorization (NMF)
has been found to be more effective than Latent Dirichlet Alloca-
tion (LDA) for short texts [AYB20, EY22], but it is unclear if this
applies to non-textual data. In our case studies, LDA worked well
in the first study and poorly in the second, even though the ‘texts’
(i.e. symbolic descriptions of the episodes) were longer in the sec-
ond study. It is worth keeping in mind that LDA is a probabilistic
method. It works better with large amounts of ‘texts’ (i.e. large num-
ber of episodes), so that term probabilities could be more reliably es-
timated. The number of episodes was quite low in our second study,
which may be the reason of the failure of the LDA method. To deter-
mine the target number of topics, we used the approach proposed by
Chen et al. [CAA*20]: running the selected method with different
parameters, projecting the topics generated in the different runs into
a single embedding space using a dimensionality reduction method,
and exploring the topic distribution in this space, which is expected
to reflect the similarities and differences between the topics. The
number of visible distinct clusters in the projection suggests the po-
tentially suitable number of topics. However, the main criterion is
interpretability of the topics by a human. As it cannot be formally
evaluated, we do not see a feasible way to fully automate the selec-
tion of the suitable number of topics.

5.3.3. Visualization techniques

The abstract analytical workflow (shown in Figure 2) is designed
for a human analyst to gain insights into the behaviour of a phe-
nomenon. All steps in the workflow require human reasoning, which
should be supported by appropriate visualizations of relevant infor-
mation. As the workflow is defined abstractly, it does not specify
which visualizations should be used, but it suggests the types of
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information that need to be visualized: (1) single-attribute variation
patterns, (2) multi-attribute combination patterns, and (3) the distri-
bution of multi-attribute combination patterns over a set of episodes.

In our example implementation, we chose to use colour encod-
ing for the SAX representation of the single-attribute patterns be-
cause the visual variable ‘colour’ has a strong association capac-
ity [Ber83], allowing multiple coloured stripes drawn close together
to be efficiently perceived as a single image. This helps with the ef-
fective perception of tables displaying multiple SAX patterns, in-
cluding tables of episodes (Figures 6, 8, 14) and tables of topics
(Figures 7, 15). In contrast, the visual variable ‘shape’ is not associa-
tive [Ber83], so representing patterns by shapes instead of coloured
stripes would require inefficient scanning and memorization of in-
dividual shapes, making it more difficult to interpret the overall dis-
play. Another advantage of using colour-coding is the ability to rep-
resent SAX patterns summarized by groups of episodes in the form
of segmented bars, as shown in Figure 9.

We also chose to use the visual variable ‘colour’ to represent top-
ics, with each topic being encoded by a distinct colour. This allows
us to use charts with coloured segments to represent topic mixtures.
Specifically, we used pie charts, which are compact, easily perceived
as units rather than conglomerates of distinct elements, and enable
the estimation of relative weights of the topics. We used the selec-
tive power of the visual variable ‘colour’[Ber83] to differentiate the
topics and the associative power of this variable to support the per-
ception of topic distribution patterns from displays with multiple pie
charts, as shown in Figures 11 and 12.

The ways to visualize the distribution of topics over episodes de-
pend on the organization of the set of episodes and the patterns that
can be expected based on domain knowledge. In our first case study,
the episodes refer to different times over a long period and to dif-
ferent entities (countries). To visualize the distribution, we created
a matrix with columns and rows corresponding to the times and en-
tities and placed pie charts in the cells. We also used background
shading of the cells to represent some aspect of the relevant con-
text, enabling the investigation of the distribution in relation to the
context. This kind of visualization would not be useful in the second
case study, where team tactics constantly vary during a game and no
meaningful temporal patterns of topic distribution can be expected.
Instead, it is more appropriate to investigate how the topics are re-
lated to spatial properties of the episodes. This motivated the visual-
ization of the episodes in the space of the football pitch. We created
a small multiple display to show the distribution of the weights of
each topic over the episodes (Figure 16). We also found small multi-
ple displays to be useful in the first case study (Figure 13). As stated
in Section 5.2, timeline and small multiples are basic designs that
can be used for episodes of various kinds.

A limitation of all displays we used is low scalability regarding
the number of topics. However, a large number of topics may also
be problematic for human interpretation and analysis; therefore, an
analyst should strive to generate the minimal number of topics that
are easily distinguished and well understood. Another problem may
be a large number of episodes, which are hard to visualize with-
out display clutter. A possible approach to alleviate this problem is
aggregation of episodes and increasing the level of detail when the
user zooms in or filters the data.

N. Andrienko et al. / Episodes and Topics in Multivariate Temporal Data

5.3.4. Software implementation

For our studies, we utilized the implementation of the topic mod-
elling methods from the scikit-learn 1.3.1 [PVG*11] Python library.
For the data processing and visualization, we used our in-house
system V-Analytics [AAB*13], which has been developed by the
authors over many years. Researchers interested in the latest ver-
sion of V-Analytics are welcome to contact the authors; however,
there are also state-of-the-art libraries available, such as Moving-
Pandas [Gral9], that offer similar processing capabilities. For vi-
sualizations, Python libraries like Plotly and Bokeh, as well as the
JavaScript library D3 [BOH11], can be utilized. The specific details
of our software go beyond the scope of this paper, as our primary fo-
cus is on presenting the abstract workflow and providing examples
of its implementation.

6. Conclusion

In our work, we applied a theoretical model [AAM*21] to develop
an abstract general approach to analysing the type of data in which a
set of episodes is characterized by multiple time-variant attributes.
This approach involves incrementally increasing the level of data
abstraction by merging multiple elements into patterns. We imple-
mented this approach by selecting specific methods for each step
and tested the resulting workflow in two case studies. In particular,
we evaluated the usefulness of topic modelling methods for deriving
multi-attribute combination patterns from patterns of temporal vari-
ation of individual attributes. Topic modelling has proved to be use-
ful in two distinct case studies and can therefore be recommended
for this kind of tasks.

At a broader level, our work demonstrates the feasibility and
value of a theory-based approach for devising data analysis work-
flows and choosing appropriate methods to implement them. In the
future, we plan to continue applying theoretical models proposed for
visual analytics, such as theories of data patterns [AAM*21], knowl-
edge generation [SSS*14], model building [ALA*18], and qualita-
tive analysis [KHL21], to different types of data. Our goal is not
only to find effective ways to analyse data, but also to identify and
demonstrate the prescriptive potential of these primarily descriptive
theoretical models.
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Table A2: Breaks in the division of the attribute value ranges into bins in the football case study
Attribute 0 (min) 1 2 3 4 5 (max)
Pressure on ball 0.000 1.699 11.550 23.672 40.572 173.684
Pressure on attackers 5.196 117.818 156.291 188.216 233.835 487.682
Percent attackers in opp. third 0.000 0.000 0.000 20.000 47.302 100.000
Change of ball distance to defense goal —71.930 —20.194 —7.406 —0.630 8.139 48.713
Change of depth of attackers —29.193 —3.138 —0.600 1.140 4.478 26.445
Change of width of attackers —36.476 —1.985 0.734 3.283 8.365 33.848
Change of stretch of attackers —17.953 —0.653 0.147 0.861 2421 10.193
Change of min distance of attackers to opp. goal —54.045 —7.787 —1.880 0.408 3.286 22.679
Change of mean distance of attackers to opp. goal —49.126 —7.222 —2.161 —0.047 1.946 23.352
Change of depth of defenders —28.273 —4.085 —1.088 1.054 4.694 25.950
Change of width of defenders —28.794 —5.664 —1.711 0.347 2.893 17.345
Change of stretch of defenders —9.494 —1.635 —-0.476 0.186 1.160 6.928
Change of min X-distance of defenders from own goal —44.849 —6.321 —1.207 0.854 3.822 25.177
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