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A B S T R A C T

In modern multiservice networks, with terminals equipped with multiple network interfaces, there is a clear
trend to move from the dominating single path transport towards multipath. There are obvious benefits of the
multipath service delivery – these include better resilience and improved throughput – and the standardization
of multipath transport protocols MP-TCP, MP-DCCP, MP-QUIC and their usage in the 3GPP rel. 16 5G ATSSS
(Access Traffic Splitting, Steering and Switching) multipath framework pave the way for broad implementation.
While the field of traffic distribution algorithms for multipath transport is subject of extensive research, this
paper addresses the challenge of cost-based optimization of scheduling in the multipath 3GPP ATSSS context.
The paper demonstrates that there is a major conflict for the Video-on-Demand (VoD) traffic between the
achievable QoE and the consumed multipath resources when a simple path prioritization algorithm – e.g. the
Cheapest-Path-First (CPF) – is used to direct traffic. Using real network and testbed trials, this paper shows that
for VoD in multipath up to 90% of the expensive path resources are consumed while QoE does not take any
advantage from this, primarily because of the natural burstiness of the VoD traffic. The paper then proposes a
novel service transparent and lightweight Cost-Optimized-Multipath (COM) traffic scheduling algorithm. Using
extensive measurement of YouTube video streams and a MP-TCP implementation of the COM scheduler,
this work demonstrates that – by finding the right balance between the QoE and the incurred costs – the
new scheduler can provide better QoE compared to the single path transport, while eliminating the spurious
resource consumption on the expensive path.
1. Introduction

While the Internet connectivity today is mainly provided over a
single access network, the last decade has seen deployments which
have demonstrated that multi-connectivity – simultaneous usage of
more than one access technology – is able to offer better Quality of
Experience for a range of applications [1–3]. Multi-connectivity enables
a cost-efficient utilization of network resources, while at the same
time improving connection resilience and overcoming shortcomings of
the single access technology. Aggregated capacities of multiple access
paths are made available, providing a platform for the users of multi-
connectivity not to be affected by the interrupting handovers between
access technologies or limiting throughput capabilities of the single
access.

The cost efficiency of multi-connectivity solutions is one of the
dominant requirements from the network operators’ point of view. As
a rule, the transmission costs per bit in 4G or 5G mobile networks are
higher than for fixed-network connections, resulting in one cheap and
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one expensive transmission path when a device can choose between
the two types of access. In [4], an economic benefit for customers
and operators of mobile networks is identified if traffic can be shifted
to Wi-Fi. Similar is confirmed in [5] where different Wi-Fi offloading
strategies are discussed. For 5G networks [6] and 5G based Fixed
Wireless Access [7] it is shown that the cost per bit goes down due
to better spectral efficiency. Due to the higher operating costs of
mobile networks and their limited capacity, especially in rural areas,
the balance still swings in favor of fixed access in most scenarios.
One of the first large commercial deployments of multi-connectivity,
known as Hybrid Access (HA) [8] (based on GRE protocol [9], and
introduced in Germany in 2014), made use of the cheapest-path-first
(CPF) scheduling principle to utilize to the maximum the fixed access
pipe for traffic delivery, switching to the more expensive cellular access
only when the fixed access pipe became saturated.

In the networks of today, the limitations of the GRE approach in esti-
mating volatile links, e.g., multiple radio links, mean that more mature
vailable online 1 February 2024
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Fig. 1. Components of a multipath system with path estimation and scheduler, multipath transport protocol and sequencing for re-ordering.
nd scalable support for multi-connectivity, provided by Multipath TCP
MPTCP [10]), is required. The inherent path measurement of MPTCP
ffers efficient service to multipath traffic management in 5G networks,
eading to standardization developments within the 3GPP Access Traffic
teering, Switching and Splitting (ATSSS), specified first in the 3GPP
el. 16 [11]. The 5G ATSSS is a multi-connectivity framework for
obile user equipment such as smartphones, but it has also been

dopted in the meantime for Hybrid Access [12], substituting GRE.
imilar to Hybrid Access, 5G ATSSS multi-connectivity is terminated in
he network operators core at a Proxy. The Proxy ensures transparent
onversion between the multi-connectivity and traditional single-path
ransport towards the final destination without requiring service adap-
ation. MPTCP’s obvious limitation to TCP services has recently been
omplemented by the standardization work on MP-DCCP [13] and MP-
UIC [14] to support the non-TCP services. This is currently being
iscussed to be integrated into the enhanced ATSSS [15].

The basic components of a multipath system for simultaneous path
sage are depicted in Fig. 1. The transmission over at least two paths
etween a Sender and a Receiver requires a sender-side traffic dis-
ribution logic — a Scheduler [16]. To avoid overloading individual
ath capacities, timely information about the available path capacity –
rovided by a path estimation entity – must be known to the sched-
ler. This is typically done based on measurement (e.g. congestion
ontrol in MP-TCP/DCCP/QUIC), or in static setups using e.g. the
SL synchronization rate. Typically the scheduler is agnostic to the
ther components of a multipath system as long as the required input
arameters can be provided for the selected scheduling logic.

At the receiver side, an almost mandatory feature is the re-assembly
f the transmitted data unless out-of-order delivery can be excluded
n the system or the carried service is known to be robust against.
imultaneous transfer over different paths typically leads to scrambling
f the original packet order, requiring the use of a re-ordering module,
hich takes care of that based on the sequencing information. In
PTCP, this follows the TCP inherited principle of strict in-order de-

ivery using re-transmission. For the GRE-based Hybrid Access without
e-transmission, re-ordering is time- or buffer-clocked and therefore not
trictly delivering packets in order. A multipath network protocol takes
are of the transmission, but can also provide sequencing, re-ordering
nd path estimation, like MPTCP does.

Clearly, the transmission cost in a multipath system is dominated by
he decision of the scheduler how often traffic is sent over an expensive
ath (e.g., cellular) instead of using a cheaper path (e.g., using Wi-Fi or
ixed access). For example, the Cheapest-Path-First (CPF) scheduling as
sed in the Hybrid Access scenarios should optimize the transmission
ost as it first saturates the cheap fixed access path before overflowing
nto the expensive cellular access path.

However, what sounds like a simple solution to keep cost under
ontrol, fails in reality in the presence of significant amount of Video-
n-Demand traffic. In Fig. 2 a measurement of a commercially deployed
RE based Hybrid Access in Germany, operated by a Tier 1 ISP and
sing Cheapest-Path-First scheduling, is shown. Two measurements
2

ere performed with a typical hybrid access connection with 16 Mbit/s
DSL and up to 50 Mbit/s LTE, transmitting a Video-on-Demand (VoD)
service (purple line) on the one hand and a linear TV service (magenta
line) on the other. Video-on-Demand traffic significantly consumes
cellular network resource due to its bursty nature which generates short
but significant throughput demands. Contrary to this, a ‘‘flat’’ demand
like linear TV, file downloads etc. is typically kept in the fixed access.

Considering the dominance of VoD in today’s Internet (estimated by
Cisco in 2021 [17] at 80% of all traffic, and confirmed by more recent
studies such as [18,19]), the challenge of adopting multi-connectivity
standards and solutions to the features of video-on-demand traffic
stands out. In this paper we offer a new scheduling solution, designed
especially for Video-on-Demand traffic, and demonstrate using exten-
sive tests that this new cost-optimized multipath (COM) scheduling can
make a significant difference in comparison to CPF. As an extension
of the Cheapest-Path-First principle, COM identifies bursty traffic as
generated by VoD if the transmission path provides a higher capacity
than the required video playback rate and suppresses aggregation of a
higher cost access path as long as QoE is not compromised. In typical
Hybrid Access scenarios, this most often eliminates or at least reduces
by a quarter the consumption of cellular resources, which is otherwise
20% to 90% for 1080p videos as the comparison between the COM
scheduler and the CPF scheduler in Section 5 shows.

The paper firstly analyzes the existing multipath schedulers and
their relationship to VoD and cost in Section 2. Section 3 provides
the multipath system model and identifies the basic conflict between
VoD transmission and cost based multipath scheduling. This is used
to formulate the algorithm design goals, present the new algorithm,
and discuss its integration in the current 3GPP ATSSS framework. The
controlled and real-world testbeds used to evaluate the new algorithm
are introduced in Section 4, and Section 5 presents in detail the testbed
results, outlining the benefit of the new approach and demonstrate its
usability in terms of cost and QoE in the field. Also possible interference
with handling of services without VoD transmission characteristic is
subject of investigation. Finally the conclusion recommends the usage
of the new algorithm as extension to the Cheapest-Path-First principle
for network operators of Hybrid Access or ATSSS where transmission
cost and QoE are equally important.

2. Related work

The literature research shows a significant body of work in multi-
path. While most of the research and standardization efforts are focused
on the multipath transport layer protocols, significant work exists in the
area of multipath scheduler optimization for a wide range of use cases.
The development of MP-TCP during the last decade has motivated
most of these works, as MP-TCP’s congestion control mechanisms of-
fer path characteristic measurements. Hence, multipath transport over
heterogeneous and volatile networks can be managed and optimized
by feeding the path characteristics into the multipath scheduler logic.
At the same time, the video streaming use case spawned multipath
scheduling considerations, either in conjunction with MPTCP but also
in conjunction with protocols in other layers or directly integrated into
the video application.
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Fig. 2. Cost contradicting Video-on-Demand traffic in Hybrid Access with preferred DSL line over LTE access.
Table 1
Genesis of multipath concepts across the OSI-Layers and their path estimation and re-ordering capabilities.
Concept Published OSI layer Path estimation Re-ordering considered

LACP [20] 2008 2 ✓

PPP-MP [21] 1995 2 ✓

LWA [22] 2016 2 ✓ ✓

LWIP [22] 2016 2 ✓

GRE bonding [9] 2015 3 Sync rate ✓

ILNP [23] 2012 3
ILA [24] 2015 3
Shim6 [25] 2005 3
PMIPv6 [26] 2006 3
LISP-HA [27] 2015 3 ✓ ✓

HIP SIMA [28,29] 2007 3 ✓ Sender predistorted
DIME [30] 2017 3
ECCP [31] 2012 3
Multilink proxy [32] 2009 3 ✓ Delay equalization
MP-Bonding [33] 2016 3 ✓ ✓

MPT [34,35] 2017 3 ✓

CMT-SCTP [36,37] 2006 4 ✓ ✓

ETOM [38] 2012 4 ✓ ✓

MPTCP [10,39] 2008 4 ✓ ✓

MP-DCCP [13,40] 2019 4 ✓ ✓ Part of ref. impl.
MP-QUIC [14,41] 2017 4 (5) ✓ ✓ STREAM mode

MPRTP [42,43] 2010 >4 ✓ ✓

HTTP-RR [44] 2014 >4 ✓
This section aims to answer three central questions: First, are there
xisting multipath concepts that discuss or even solve the problem of
nwanted demand on expensive access paths described in the motiva-
ion of this work (Section 1)? Second, which existing concept is best
uited to develop, implement and evaluate a solution to demonstrate
ts usefulness for ATSSS and Hybrid Access? Third, in the event that the
irst question does not provide a solution: What multipath scheduling
trategies are known and what are their dependencies?

Developing multipath traffic delivery solutions for modern networks
as a long history, dating back almost three decades. Table 1 gives
glimpse into the development of those solutions across the OSI

ayers and compares their suitability for heterogeneous environments
ith volatile path characteristics by means of path estimation and

e-ordering capabilities. In order for multipath solutions to persist
n environments such as 5G ATSSS, path estimation is necessary for
fficient scheduling – as analyzed extensively in this paper – and re-
rdering is required to compensate for the different characteristics of
he paths.
3

Most of the layer 2, 3 and >4 concepts in Table 1 have not prevailed.
They have only been tested or used in limited scenarios or have failed
to provide the basis for heterogeneous multipath environments. The
search for a solution in these multipath concepts for the problem
presented in the motivation of this work was therefore not successful.
Even the special MPRTP for real-time multipath transmission of media
content does not offer a solution for cost-efficient scheduling strategies.

Interesting development can be found in the area of layer 4 proto-
cols as also confirmed by the analysis of multipath transport protocols
for ATSSS in [45]. Candidates for broader deployments in the future
include MPTCP, MP-DCCP and MP-QUIC. These protocols share some of
the functionality with reference to Fig. 1: sequencing, path estimation
using congestion control and means for re-ordering. What makes them
interesting is that all three protocols are specified to be part of 5G
ATSSS [11] (MPTCP) or are discussed in this context [15] (MP-DCCP,
MP-QUIC). MPTCP is an enhancement of TCP and provides multipath
capabilities to TCP services transparently. In contrast to MPTCP, which
inherits the strict in-order delivery of TCP, MP-DCCP is a protocol
for providing multipath transport for latency sensitive services and/or
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services with no or less demand on reliable delivery. Especially, when
used in an encapsulation framework [46] it enables multipath transport
for Layer 2 and 3 traffic. Something similar can be achieved by com-
bining various QUIC functions, such as the multipath function and the
DATAGRAM mode, although the re-ordering considerations are not yet
at an advanced stage.

For the concepts listed in Table 1, typically the scheduling algo-
rithms are implementation specific (not standardized). However, if
the goal is to develop and evaluate a new scheduling algorithm an
implementation is required, and the available research demonstrates
that layer 4 protocols are able to provide the scheduling required path
information from their available Congestion Control algorithms.

Congestion Control (CC) as input for scheduling decision has a
huge impact on the performance as it controls path usage. For the
use of multipath transmission, there are special CC algorithms such
as wVegas [47] or other coupled CC algorithms LIA [48], OLIA [49]
and BALIA [50]. The purpose of these methods is to ensure fairness
to traffic on a single path in a shared bottleneck scenario. Apart from
experimental uses, there is no known use beyond that. Moreover, the
operator-controlled environments of ATSSS and Hybrid Access do not
correspond to the optimization scenario for which such CC algorithms
are intended as also stated in [45]. In contrast the CC algorithms
Cubic – default in Linux/Mac OS/Windows [51–53] – and BBR –
default for Youtube, Google search engine and Alphabet data center
communication [54,55] – are used for the majority of Internet traffic
and work also in multipath environments. Information provided by the
CC – e.g. path availability based on congestion window and latency –
can be used by multipath schedulers to identify paths which fits best to
an implemented scheduling strategy. Inaccurate information from CC
will lead either to underutilization or overconsumption of paths. Both
have a direct impact to the multipath aggregation performance. For
the purpose of this work the detailed analysis of the CC ↔ scheduler
interplay is out of scope, even though concepts demonstrates another
optimization potential like in [56] which presents a specialized CC for
VoD transmission or in [57] which implements a combined multipath
scheduling and CC scheme for maximum bandwidth utilization.

After analyzing existing multipath concepts, which only helped to
understand how they work and how they relate to ATSSS and HA,
several multipath scheduling strategies are now identified and analyzed
in search of a solution to mitigate the observed inefficiency of addi-
tional path costs in the transmission of VoD traffic. With focus on the
cost optimized multipath video streaming objective of this work, five
groups of schedulers were of special interest: Basic, Reduced Head-of-line
blocking, Video optimized, Cost optimized and Cost & Video optimized.

Basic schedulers using round-robin method [58,59] or load balanc-
ing [60] fail to respect cost policies which strictly prioritize path against
each other.

For schedulers aiming to reduce head-of-line (HoL) blocking the
foremost goal is to ensure a continuing traffic flow, overcoming any
interruptions caused by disjoint path latencies. As [58] points out,
opportunistic re-transmission is a general method to improve the re-
sponsiveness in a multipath system when it comes to packet loss.
Schedulers with different strategies – minimizing the out-of-order deliv-
ery, the overall completion time, the shortest delivery or a combination
thereof – to reduce HoL blocking are Lowest-RTT-first [16], ECF [61],
DAPS [62], Blest [63], OTIAS [64] and STTF [65]. More information
about their individual strengths and the path parameters taken into
account for optimization can be found in [66]. Peekabo [67] claims
to outperform the other schedulers using deterministic and stochastic
methods for faster and more accurate decisions in heterogeneous and
volatile environments. Another method to resolve HoL blocking, is
the usage of different forms of redundant transmission [68]. With the
clear goal of maximizing the experience of latency sensitive services,
HoL blocking optimized scheduling, however, follows an arbitrary and
4

therefore non-deterministic logic from a path cost point of view.
While some of the above HoL blocking sensitive schedulers have
also proven to be efficient for video streaming, there are specific sched-
ulers focusing on video optimized scheduling. PO-MPTCP [69] enhances
Lowest-RTT-first scheduling by prioritizing video data over non-video
one. Other approaches extend this idea to model the multipath system
and consider path parameters like throughput, latency, buffering and
loss rate. Using this information helps to design scheduling logic which
can dispatch video data to ensure arrival pattern necessary for smooth
decoding of video at the receiving end. Such schedulers are known to
work optimally when the multipath system model is accurate. [70,71]
demonstrate this for Scalable Video Coding (SVC), while [72] favors a
cross layer approach using MPTCP for gathering path characteristics.
Along this line, [73] resembles the idea from [72] and elaborates
a coupling of MPTCP information with DASH, the commonly used
method for VoD transmission in the Internet. A video coding scheme
designed from ground up for path diversity is Multiple Description
Coding (MDC) [74]. MDC encodes complementary descriptions from
a media stream to built redundancy and therefore resilience to losses
when it is requested over diverse paths. [75] states that MDC is suit-
able for scenarios in which no feedback loop is possible, but under
conditions of limited path heterogeneity. This is where [76] provides
a solution and combines MDC with a multipath model for optimized
scheduling of high-weighted data, similar to the concept outlined in
the beginning of this paragraph. Different to the approaches which
integrate scheduling with the video application or the video coding, the
decoupled solutions tend to optimize multipath scheduling for video-
streaming independently. In that sense, [77] focuses on two different
scheduling strategies for MPTCP which either prefer the path with
the largest congestion window (CWND) or the one with the largest
estimated throughput. In comparison to the Lowest-RTT-first scheduler,
the results vary across the scenarios, with a strong dependency on
the congestion control in use. [78] goes a different way and monitors
the total and the per-path throughput to detect if a particular path
contributes efficiently or if it is beneficial for the total throughput to
stop transmission over this particular path. Similar to the HoL blocking
scheduler, the video optimized schedulers does not use any path cost
metric.

The task of a cost optimized scheduler is then to distribute traffic
according to the given path costs. [16] describes the Strict Priority
scheduler which consumes the available – non-blocked – paths in the
order of cost. This corresponds to the default scheduler in the GRE
based HA [9], denoted there as Cheapest-Path-First (CPF). Even if
better QoE is possible, the impact of VoD over MPTCP with CPF logic
was negatively evaluated in [79]. Due to the bursty nature of the
VoD traffic, CPF is unnecessarily triggered to overflow into high cost
path generating spurious demand without QoE benefit. This is also
not changed by ACPF [80] which extends CPF to optimize aggrega-
tion performance when the multipath systems encapsulate congestion
controlled end-to-end traffic.

A set of scheduler solutions which aim to combine both the cost
efficiency and the optimized video transmission are the cost & video
optimized ones. Authors of [81] proposed a multipath extension of
DASH with a scheduler which favors the low-cost path over the high-
cost path as the primary goal. This broadly follows the CPF logic, but is
not as strict, as adjustments are made if the deadline for video chunks
cannot be met. For implementation, the idea of [72] is resembled, using
a cross-layer approach with tight integrated MPTCP and DASH video
client. The concept demonstrates high levels of QoE as it profits from
the delay-tolerance of VoD chunks as it is needed to cope with the delay
dispersion imposed by the typical Internet connectivity. Different to
DASH, which uses Advanced Video Coding (AVC) for adaptive bitrate
streaming, an alternative exists. Scalable Video Coding (SVC) promises
to reduce stall events by encoding chunks in ordered layers. Hence,
with the reception of the basis layer it is already possible to playback
the video and with requesting and receiving higher layers, video quality

will be enhanced. SVC is used in [82] to demonstrate an optimal
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solution for retaining QoE while keeping the best possible defined link
preference. In that the multipath scheduling tightly coupled with SVC
in [82] is similar to [70,71], but path costs are taken into account.
The authors force an application-integrated implementation over a
cross-layer approach, even if a combination with MPTCP is considered
possible. The disadvantage of this approach is that it requires access
to video coding information and complex algorithms to demonstrate
the lowest consumption of non-preferred paths, while providing highest
video quality levels without any stall events.

Following the analysis of the schedulers presented above, we can see
that the best decision capabilities for video optimized scheduling exist
when complete and accurate information about video coding, packet
delivery deadlines, playback buffer, RTT, available throughput, and
other network information is available. This is also confirmed by [83].
While the schedulers which aim to reduce HoL blocking cannot provide
this, at least they help to understand how to overcome certain HoL
blocking scenarios, e.g., by using opportunistic re-transmission [58].
For the wide-spread video-streaming protocols based on HTTP, DASH
and HLS, this is useful, as they can expect a re-transmission based and
therefore reliable network transport.

In the context of our work, we can then conclude from the literature
research presented in this section that schedulers for video optimized
and even cost optimized transmission exist, and can be categorized as:

• Application integrated — Multipath scheduling within the video
service

• Hybrid — Cross-Layer approach with interfaces between video
service and scheduler

• De-coupled — Video service independent scheduler

The schedulers falling into the first two categories have full access
to the parameters mentioned above for video optimized scheduling de-
cision capabilities. On the other hand, due to their service dependency,
this does not allow quick changes of the algorithm if required and
moreover exclude support of intermediate multipath architectures like
HA or 5G ATSSS which claim to be service transparent. Respecting this
also excludes Hybrid solutions analyzing the video traffic and meta-
data to gain insights into the video-transmission characteristics, which
is rendered impossible if for example HTTP-based video deployments
change to use HTTP/3 over QUIC. Thus, solutions in the context of this
work has to be searched in the area of the De-coupled approaches.

Our research, however, concludes that no de-coupled – transparent
o the video service – solution is available for multipath scheduling
f bursty data such as VoD which optimizes both QoE and cost. The
elevance of our work is well founded by the existing Hybrid Access
eployments and the upcoming 5G ATSSS, which are both limited due
o usage of the CPF principle for cost optimization. We will therefore
ocus in the next section on better understanding of the root cause of the
bserved QoE and cost mismatch and will develop countermeasures.

. System model and algorithm description

.1. System model

We observe a general case of multipath access network as depicted
n Fig. 3. The network model consists of two termination points and

distinct paths denoted 𝑝𝑖, where 𝑖 = 1,… , 𝑁 , with 𝑖 denoting the
ndividual path in the range of available paths 𝑁 {𝑖,𝑁 ∈ N|𝑁 ≥ 2}.

A system with the minimum number of paths therefore consists of 𝑝1
and 𝑝2. All paths together form a composite multipath connection 𝑚𝑐.
The data, as a stream of Packet Data Units (PDUs), enter the 𝑚𝑐 and
is split at the first termination point into multiple paths 𝑝𝑖, according
to a scheduling logic. At the other termination point, the split traffic
from the paths 𝑝𝑖 is aggregated again and forwarded. The multipath
system is characterized by giving access to the paths 𝑝𝑖 simultaneously.
This allows fine granular scheduling on the PDU level and is therefore
5

suitable to provide an aggregated experience of the individual path
characteristics within the 𝑚𝑐.

The typical path transmission characteristics include: the amount
of data 𝐵, which can be transmitted according to the path throughput,
the path latency 𝐿 including any buffering on the transmission path,
the latency variation – Jitter – 𝐽 and the loss-rate of data units 𝑅.
While this definition of transmission characteristics applies to both the
individual 𝑝𝑖 and the composite 𝑚𝑐, a resource efficient path selection
process for traffic splitting (scheduling) is dependent on an additional
characteristic, the path cost 𝐶.

In a resource efficient multipath system, 𝐶𝑖 assigns therefore a cost
value to each 𝑝𝑖 with an increasing 𝐶 indicating a higher cost. The
determination of the path cost feature could be for example based on
the actual monetary cost or on some latency-related criteria.

We can then characterize the individual paths as a function F() of
the above parameters, including the cost feature. F() is used throughout
this section as generic expression to denote all possible functions.

𝑝𝑖 = F(𝐵𝑖, 𝐿𝑖, 𝑅𝑖, 𝐽𝑖, 𝐶𝑖) (1)

whereas for the composite path, the transmission characterization is
derived from the set of multiple 𝑝𝑖.

𝑚𝑐 = F(𝐵𝑚𝑐 , 𝐿𝑚𝑐 , 𝑅𝑚𝑐 , 𝐽𝑚𝑐 , 𝐶𝑚𝑐 ) (2)

As an example, in a two-path system with cost parameters 𝑝1, 𝐶1 = 0
and 𝑝2, 𝐶2 = 1 a focus would be on cost efficiency, and would result in
a scheduling logic that enforces usage of path 𝑝1, with path 𝑝2 (the
secondary path) used only when the demand exceeds the first path
capabilities. For this it is necessary to obtain path congestion status
under operation, in particular for volatile environments.

From an aggregated 𝑚𝑐 perspective, the individual path charac-
teristics contribute differently. For example, the maximum achievable
throughput 𝐵𝑚𝑐 calculates as

𝐵𝑚𝑐 = F(𝐵1, ... , 𝐵𝑖) =
𝑁
∑

𝑖
𝐵𝑖 (3)

and the overall cost 𝐶𝑚𝑐 is proportional to the utilized 𝐵𝑖 and 𝐵𝑚𝑐
denoted as 𝐵𝑈𝑖 and 𝐵𝑈𝑚𝑐

𝐶𝑚𝑐 = F([𝐶1, 𝐵𝑈1], [...,…] , [𝐶𝑖, 𝐵𝑈𝑖]) =
𝑁
∑

𝑖

𝐵𝑈𝑖
𝐵𝑈𝑚𝑐

𝐶𝑖 (4)

On the other hand, the composite latency 𝐿𝑚𝑐 , loss-rate 𝑅𝑚𝑐 and
jitter 𝐽𝑚𝑐 cannot be determined by simple addition, but by a non-linear
function, as they depend on multiple factors. Section 3.2 and Section 4
discuss that the parameters leading to non-linear dependencies play a
negligible role due to the VoD design with playout buffers which is
able to compensate typical access latencies and it will become clear
that Eq. (3) is relevant for the QoE of VoD transmission and Eq. (4)
to assess its cost. Using this general model, we can then define the
optimization objective of any scheduling algorithm. In the case of
cost-effective multipath scheduling, the optimization objective can be
defined as: design a scheduling function to distribute PDUs on available
paths to minimize the overall cost 𝐶𝑚𝑐 . As this is a complex multi-
variable optimization problem, in the rest of this section we will present
a heuristic solution designed based on measurements and empirical
observations, and will then analyze in detail its performance.

3.2. Limitation of CPF and new algorithm description

This section investigates the challenges Cheapest-Path-First (CPF)
scheduling faces when VoD traffic is present, develops countermeasures
and describes the novel COM scheduler, which is able to alleviate the
shortcomings of CPF scheduling.

To understand better how a cost metric can be considered in a
multipath system, we performed some measurements to assess the

performance of the CPF scheduling logic in the presence of VoD traffic.
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Fig. 3. Network model of a multipath-system.
e modified the MPTCP default scheduler decision logic1 to follow a
simple linear traversal logic shown in Algorithm 2, which identifies
the path 𝑝𝑖 with the lowest cost 𝐶𝑖 available – the non-exhausted send
window – for the dispatch of a data segment. This implementation of
a CPF scheduler also extends the Linux file system to store a cost indi-
cator along with the network interfaces. From this, the CPF scheduler
evaluates the cost of the paths provided by the MPTCP path manager
along with the send window (SWND) information derived from the
congestion control algorithm to verify the least cost path. We use the
MPTCP open source prototype with its cross-version stable scheduler
implementation in this work because of the protocol’s maturity (as
described in Section 2) and practical relevance in the 5G ATSSS context.
Because of MP-TCP’s strict in-order delivery inherited by TCP, focus
can be put solely on exploration of scheduling without the impact of
re-ordering, as long as buffer dimensioning follows [84] and it can
be assumed that the application can sustain some latency which is
typically the case if TCP is the selected transport protocol. In the same
way, the CPF scheduler could be used for other congestion control
based multipath protocols such as MP-DCCP and MP-QUIC. Even for the
GRE-based hybrid access solution, CPF could be used if the remaining
bandwidth of the fixed access path is monitored using the negotiated
fixed access speed information instead of the SWND information.
Algorithm 1: CPF scheduler logic to return the least cost path for each
dispatch of a data segment.
1: Initialization:
2: 𝑝𝑎𝑡ℎ𝑠[] ← [[𝑝1, 𝐶1], ..., [𝑝𝑖, 𝐶𝑖]], 𝑚𝑖𝑛𝑐𝑜𝑠𝑡 ← 𝑚𝑎𝑥
3:
4: for 𝑒 ∈ 𝑝𝑎𝑡ℎ𝑠 do
5: if (𝑒.𝐶 < 𝑚𝑖𝑛𝑐𝑜𝑠𝑡) AND (𝑆𝑊𝑁𝐷(𝑒.𝑝) > 0) then
6: 𝑏𝑒𝑠𝑡𝑝𝑎𝑡ℎ ← 𝑒.𝑝
7: 𝑚𝑖𝑛𝑐𝑜𝑠𝑡 ← 𝑒.𝐶
8:
9: return 𝑏𝑒𝑠𝑡𝑝𝑎𝑡ℎ

A measurement conducted using this implementation confirmed the
uspicion expressed already in Section 1 that bursty traffic produced
y Internet dominating VoD services presents a major challenge for the
PF scheduling logic. In a setup similar to Hybrid Access, a MPTCP
nabled home gateway and a MPTCP termination point, both running
PTCP Proxy, were connected using a commercial 6 Mbps DSL and a

ommercial cellular LTE connection. This setup is also the one used
or demonstrating the purpose of this work and is further described
n Section 4. During the transmission of a 1080p VoD stream from an
nternet VoD provider, 90% of the video was forwarded over LTE even
f priority was on DSL, Fig. 4. Compared to a single path transmission
ver DSL only, no benefit in terms of QoE was measurable as in both
cenarios the video ran smoothly. Hence, the indication provided in
ig. 2 is not misleading. We ask therefore: How can spurious demand
e avoided if apparently no impact on the service delivery can be
onitored?

1 https://github.com/multipath-tcp/mptcp/blob/mptcp_v0.93/net/mptcp/
ptcp_sched.c#L175-L184
6

Fig. 4. Traffic share for smooth HTTP VoD streaming with 1920x1080 H.264 over
10 min comparing single path DSL and multipath DSL + LTE with MPTCP and CPF
scheduler.

These results demonstrate that a re-design of the CPF scheduling
logic is required to cope with the bursty nature of the VoD traffic.
Ideally, the scheduler should avoid the usage of the high-cost path if
the QoE for the user of a VoD application cannot be improved.

To define the design goals of the new algorithm, we should take a
look at the nature of traffic bursts in multipath scenarios, depicted in
Fig. 5. We can note that:

1. The overflowing part requires a costly transmission using the
expensive path, and as such should be avoided.

2. There is a ‘‘valley’’ between the throughput bursts, leaving avail-
able capacity on the cheaper path unused.

Additionally, we know from the research in Section 2 that VoD
within the scope of its receiver playout buffer capacity is delay tolerant.

With this in mind, we can define design goals for the new algorithm
as:

• the algorithm needs to be able to detect traffic bursts causing
spurious demand in multi-connectivity scenarios

• the traffic needs to be scheduled as much as possible on the
cheaper resources, according to the real application and customer
needs.

• the algorithm needs to be generic, simple, and service-agnostic,
requiring no service-specific support

• the algorithm must not decrease the user QoE compared to single
path transport but should result in a QoE similar to CPF.

If we follow Fig. 5 and use 𝐵𝑐ℎ𝑒𝑎𝑝 to denote the capacity of the
cheaper resource and 𝐵𝑑𝑒𝑚𝑎𝑛𝑑 to denote the total bandwidth demand,
we can derive the following design principle for the new scheduling
algorithm:

If Eq. (5) is true, then prevent access to the expensive pipe.

∫

𝑡

0
𝐵𝑐ℎ𝑒𝑎𝑝 ≥ ∫

𝑡

0
𝐵𝑑𝑒𝑚𝑎𝑛𝑑 (5)

We will call this new scheduler the Cost Optimized Multipath (COM).
While Eq. (5) provides many challenges to overcome, including dimen-
sioning the time interval 𝑡, determining 𝐵 and monitoring 𝐵 ,
𝑐ℎ𝑒𝑎𝑝 𝑑𝑒𝑚𝑎𝑛𝑑

https://github.com/multipath-tcp/mptcp/blob/mptcp_v0.93/net/mptcp/mptcp_sched.c#L175-L184
https://github.com/multipath-tcp/mptcp/blob/mptcp_v0.93/net/mptcp/mptcp_sched.c#L175-L184
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Fig. 5. Unwanted multipath operation when traffic burst overflow into costly paths.
Fig. 6. COM — Practical idea to detect unsaturated link capacity based on the gap time 𝑇𝐺𝐴𝑃 and 𝑇𝐷𝑒𝑙𝑎𝑦 as measure to prevent spurious costly demand. 𝑇𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 , 𝑇𝑉 𝑜𝑙𝑢𝑚𝑒,𝑚𝑎𝑥 allow
fine tuning of the gap detection, while 𝑇𝑆𝑡𝑎𝑟𝑡𝐷𝑒𝑙𝑎𝑦 optimizes the initial behavior.
an idea presented in Fig. 6 can be used to design a working solution.
Instead of monitoring capacities and demands, the 𝑇𝐺𝐴𝑃 size can be
used to identify the saturation information. To do this, the time gap
𝑇𝐺𝐴𝑃 between consecutive packets can be measured and compared
against a threshold value 𝑇𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ. If the condition given in Eq. (6) is
true, access to the expensive path is prevented for a time span of 𝑇𝐷𝑒𝑙𝑎𝑦,
with the multipath scheduler sending the packets to the cheaper path
only. As a consequence of this, bursts will be stretched over time using
a larger share of the cheaper pipe. A clear advantage is that COM does
not require any further measurements besides 𝑇𝐺𝐴𝑃 .

𝑇𝐺𝐴𝑃 ≥ 𝑇𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ (6)

In Algorithm 2 this principle is included and together with the CPF
logic of Algorithm 2 forms the COM scheduler. Whenever the CPF
scheduler foresees to send traffic over the low-cost path, the code from
Algorithm 2 calculates 𝑇𝐺𝐴𝑃 and blocks after verification of Eq. (6) the
expensive path or releases the path after the time 𝑇𝐷𝑒𝑙𝑎𝑦. During the
phase where the expensive path is blocked, the CPF scheduler cannot
select this path for dispatching data. This principle, with measuring
the burst gap size, applies always to the path where traffic is currently
scheduled to. In case a first low-cost path is saturated, COM will give
access to a secondary mid-cost path. Providing a third high-cost path
will be touched, if a saturation on the mid-cost path is measured,
otherwise not. In a further logic not shown, the path blocking is also
lifted when the low-cost path is no longer responsive due to a broken
link. The variables that require preassigned values for the function of
COM are listed in Table 2 and are initialized when the scheduler is
engaged first in a TCP session.

As long as the achieved stretch of a burst does not let the VoD
client’s buffer run out of data, no additional access resources need to
7

Algorithm 2: COM — Generic code logic for gap detection and
overflow prevention into expensive path executed for each data to be
sent on the low-cost path.
1: Initialization:
2: 𝑇𝑛𝑜𝑤 ← 𝑛𝑜𝑤, 𝑇𝐺𝐴𝑃 ← 𝑇𝑛𝑜𝑤 − 𝑇𝑙𝑎𝑠𝑡𝑑𝑎𝑡𝑎
3:
4: if 𝑇𝐺𝐴𝑃 ≥ 𝑇𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ then
5: set_block_flag(𝑒𝑥𝑝𝑒𝑛𝑠𝑖𝑣𝑒 𝑝𝑎𝑡ℎ)
6: 𝑇𝑏𝑙𝑜𝑐𝑘 ← 𝑇𝑛𝑜𝑤
7: else if 𝑇𝐷𝑒𝑙𝑎𝑦 > (𝑇𝑛𝑜𝑤 − 𝑇𝑏𝑙𝑜𝑐𝑘) then
8: release_block_flag(𝑒𝑥𝑝𝑒𝑛𝑠𝑖𝑣𝑒 𝑝𝑎𝑡ℎ)
9:

10: 𝑇𝑙𝑎𝑠𝑡𝑑𝑎𝑡𝑎 ← 𝑇𝑛𝑜𝑤

Table 2
Configurable parameters to be initialized at the start of COM.

Variable Initial value Description

𝑇𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ e.g., 600 ms Time threshold for detection of burstiness if time
distance between consecutive packets – 𝑇𝐺𝐴𝑃 – is
greater or equal

𝑇𝐷𝑒𝑙𝑎𝑦 e.g., 1000 ms Time how long the expensive path is blocked in
case of burstiness

𝑇𝑙𝑎𝑠𝑡𝑑𝑎𝑡𝑎 Current time Helper variable keeping the time of execution
𝑇𝑏𝑙𝑜𝑐𝑘 0 Time of last block event

be used. The presence of 𝑇𝐺𝐴𝑃 is an unmistakable sign that the buffer
sufficiently re-fills, assuming that paths present in the multipath system
have a bandwidth-delay product (BDP) including a safety margin for re-
transmissions covered by the VoD client playout buffer. Typically, the
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BDP is not an issue in commercial networks, as services like Youtube or
others smoothly run over DSL or LTE. Therefore COM is a self-regulated
algorithm when it restricts access based on Eq. (6). If an access path
provides a BDP that leads to the delivery of unusable – outdated –
data, a mechanism is required to remove such paths from the multi-path
scheduling. Since this is a general multipath problem that also affects
CPF, it is implicitly taken into account when CPF and COM are later
compared in the same access environments.

The basic COM algorithm is as simple as maintaining three main
variables namely the measured 𝑇𝐺𝐴𝑃 and the configurable 𝑇𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ
nd 𝑇𝐷𝑒𝑙𝑎𝑦. Fig. 6, however, shows also the optional definition of
𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 , 𝑇𝑉 𝑜𝑙𝑢𝑚𝑒,𝑚𝑎𝑥 and 𝑇𝑆𝑡𝑎𝑟𝑡𝐷𝑒𝑙𝑎𝑦. With 𝑇𝑆𝑡𝑎𝑟𝑡𝐷𝑒𝑙𝑎𝑦 the first burst in
connection can be ‘flattened’ even if no 𝑇𝐺𝐴𝑃 calculation could be

carried out before. This might be useful to further optimize cost, but
should be used carefully to prevent unwanted QoE degradation. Ac-
cording to the target traffic characteristic in Fig. 5 the 𝑇𝐺𝐴𝑃 calculation
is in principle a good measure to detect spurious demand of VoD
services, but any exchange of smaller amounts of data between bursts,
e.g. control information or statistics between client and server, resets
the calculation and makes COM assume high demand again. This type
of exchange can be easily observed if, for example, a YouTube or Netflix
video is paused during playback and a continuous exchange of data
with URLs containing ‘‘stats’’ or ‘‘log’’ continues to take place. With
the definition of 𝑇𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 and 𝑇𝑉 𝑜𝑙𝑢𝑚𝑒,𝑚𝑎𝑥, 𝑇𝐺𝐴𝑃 is split and becomes
therefore more fine tuned. 𝑇𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 is the time span in which any
traffic will reset the gap calculation and corresponds in the absence
of 𝑇𝑉 𝑜𝑙𝑢𝑚𝑒,𝑚𝑎𝑥 to the former 𝑇𝐺𝐴𝑃 , otherwise 𝑇𝐺𝐴𝑃 is represented by
the sum of both and becomes less sensitive to smaller data exchange
between bursts. This is achieved by allowing a certain amount of data
within the time span of 𝑇𝑉 𝑜𝑙𝑢𝑚𝑒,𝑚𝑎𝑥 specified by the parameter 𝑉𝑚𝑎𝑥. Any
data in the period of 𝑇𝑉 𝑜𝑙𝑢𝑚𝑒,𝑚𝑎𝑥 below the threshold of 𝑉𝑚𝑎𝑥 does not
lead to a reset of the gap calculation. For this, the algorithm remains
able to distinguish between the VoD bursts without being confused by
interfering data.

This enhanced logic of COM scheduler is shown in Algorithm 3 and
aims to replace the code of Algorithm 2. In addition to the variables
defined in Tables 2 and 3 lists the new variables for the finer gran-
ular gap detection. Also it defines the 𝑇𝑆𝑡𝑎𝑟𝑡𝐷𝑒𝑙𝑎𝑦 from Fig. 6, which
executes set_block_flag(expensive_path) and T_block =
T_now once after COM is initialized within a TCP session. For the
presented code of the enhanced COM, 𝑉𝑚𝑎𝑥 stands for the number of
packets, but could also be used to define a volume if the calculation of
𝑉𝑠𝑢𝑚 takes into account the size of the data for scheduling.
Algorithm 3: Enhanced COM — Generic code logic for tolerant gap
detection and overflow prevention into expensive path executed for
each data to be sent on the low-cost path.
1: Initialization:
2: 𝑇𝑛𝑜𝑤 ← 𝑛𝑜𝑤, 𝑇𝐺𝐴𝑃 ← 𝑇𝑛𝑜𝑤 − 𝑇𝑙𝑎𝑠𝑡𝑑𝑎𝑡𝑎
3:
4: if 𝑇𝐷𝑒𝑙𝑎𝑦 > (𝑇𝑛𝑜𝑤 − 𝑇𝑏𝑙𝑜𝑐𝑘) then
5: release_block_flag(𝑒𝑥𝑝𝑒𝑛𝑠𝑖𝑣𝑒 𝑝𝑎𝑡ℎ)
6:
7: if 𝑇𝐺𝐴𝑃 ≥ 𝑇𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 AND 𝑇𝐺𝐴𝑃 < 𝑇𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ AND 𝑉𝑠𝑢𝑚 < 𝑉𝑚𝑎𝑥 then
8: 𝑉𝑠𝑢𝑚 ← 𝑉𝑠𝑢𝑚 + 1
9: goto 𝑒𝑛𝑑
0:
1: if 𝑇𝐺𝐴𝑃 ≥ 𝑇𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ then
2: set_block_flag(𝑒𝑥𝑝𝑒𝑛𝑠𝑖𝑣𝑒 𝑝𝑎𝑡ℎ)
3: 𝑇𝑏𝑙𝑜𝑐𝑘 ← 𝑇𝑛𝑜𝑤
4:
5: 𝑉𝑠𝑢𝑚 ← 0
6: 𝑇𝑙𝑎𝑠𝑡𝑑𝑎𝑡𝑎 ← 𝑇𝑛𝑜𝑤
7:
8: end:

The impact of the measured 𝑇𝐺𝐴𝑃 variable along with the config-
rable optimization parameters 𝑇 and 𝑇 defined in Table 2
8

𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ 𝐷𝑒𝑙𝑎𝑦
and their companions for more fine granular optimization control
𝑇𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 , 𝑉𝑚𝑎𝑥 and 𝑇𝑆𝑡𝑎𝑟𝑡𝐷𝑒𝑙𝑎𝑦 defined in Table 3 are discussed as part
of the evaluation in Section 5.

3.3. Impact on VoD and other traffic types

The idea of COM is to be applied as a permanent replacement of
the CPF without the requirement of service or traffic classification. The
simplicity of COM algorithm allows us to make some assumptions on
how it behaves under certain traffic scenarios, especially if there is an
immediate and comprehensive need for the full aggregated throughput
(e.g. file download). In this context, we can observe the following use
cases:

• VoD with 𝐵𝑑𝑒𝑚𝑎𝑛𝑑 < 𝐵𝑐ℎ𝑒𝑎𝑝
Due to the original bursty nature of the video data, a time gap
should be visible between the traffic bursts end-to-end, as long
as no intermediate bottleneck disrupts this. If COM can monitor
this, it can schedule data to the cheaper path and access to the
expensive path is not required.

• VoD with 𝐵𝑑𝑒𝑚𝑎𝑛𝑑 > 𝐵𝑐ℎ𝑒𝑎𝑝
Different to the use case above, demanding a higher throughput
than the cheaper pipe can provide will constantly fill this path and
no gap will be detected. Access is therefore given to the expensive
path which is now responsible to drain the overflowing traffic.

• VoD with adjustable demand
It is expected that this will also match the case when a VoD
service dynamically adjusts the video resolution according to the
available throughput. Such a situation will lead to either the
first or to the second use case. At least an upgrade to a higher
resolution should not be blocked, since the gap will become
shorter or even vanish.

• File download
A constant file download should not be affected at all. This kind of
traffic is out of scope of this work since it already works with the
CPF scheduler, as demonstrated in [79]. In the case the scheduler
verifies a constant demand on the cheaper path, justified by the
nature of a file download without gaps, access is provided to
the expensive path. It also does not matter if the file download
demand is below or above the capacity of the cheaper pipe, as
the basic CPF principle kicks in.

• Bottleneck before the scheduler
In the case the bottleneck is not the cheaper path and the bottle-
neck appears before the traffic reaches the multipath scheduler,
the file download use case is applied.

As specified in Section 3.2, the File Download case will apply
whenever 𝑃𝑎𝑐𝑘𝑒𝑡𝑠𝑖𝑧𝑒

𝐵𝑖𝑡𝑟𝑎𝑡𝑒 < 𝑇𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ. In a scenario with a packet size of ∼
1500 Byte corresponding to a typical specified Maximum Transmission
Unit (MTU) of a network link, a new packet is scheduled every 120 ms at
a bit rate of 100 kbit∕s and 12 ms at a bit rate of 1 Mbit∕s without taking
jitter into account. If a 𝑇𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ is above these values, a file transfer is
reliably recognized and if not, the transfer rate is so low that any DSL
connection can cope with the rate itself without an additional path.

3.4. COM scheduler within 5G ATSSS

The concept of ATSSS as first specified in 3GPP rel. 16 [11],
defining the new feature of a Multi Access PDU (MA-PDU) session to
connect a user equipment (UE, e.g. smartphone) to a data network
(DN, e.g. Internet). Compared to the traditional PDU session of 3GPP
a MA-PDU has two legs — multipath. One leg is over 3GPP, and the
other over a non-3GPP access, for example a Wi-Fi or a wireline access.
Even with a missing leg, the MA-PDU session stays functional. For
the usage of ATSSS, three operating modes are defined by the S’s:

Steering, Switching and Splitting. In the first two modes, a specific
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Table 3
Configurable parameters to be initialized at the start of enhanced COM in addition to Table 2.
Variable Initial value Description

𝑇𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 e.g., 50 ms Time how long the expensive path is blocked in case of burstiness
𝑉𝑚𝑎𝑥 e.g., 100 pkts Max number of packets/volume during 𝑇𝑉 𝑜𝑙𝑢𝑚𝑒,𝑚𝑎𝑥 = 𝑇𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ − 𝑇𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐
𝑉𝑠𝑢𝑚 0 Volume counter during 𝑇𝑉 𝑜𝑙𝑢𝑚𝑒,𝑚𝑎𝑥
𝑇𝑆𝑡𝑎𝑟𝑡𝐷𝑒𝑙𝑎𝑦 e.g., 𝑇𝐷𝑒𝑙𝑎𝑦 Block time of the expensive path after COM initialization
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access is selected for transmission with Steering as a permanent de-
cision and Switching as a reversible decision for the affected traffic.
Conclusively, this means Steering allows initial access selection, while
when Switching is configured, traffic can be seamlessly shifted between
the legs without interruption. However, both modes rely on single path
transport. Contrary to this, the Splitting mode defines the simultaneous
usage of the access legs for gaining higher throughput. This requires
a per-packet multipath scheduler where ATSSS specifies the following
traffic steering modes for splitting:

• smallest delay: Prefers link with lowest RTT.
• load balancing: Link sharing using a specified ratio.
• priority based: Prefers the path with higher priority. Inline with

the CPF principle.

The aim of our work is to design a new priority-based sched-
uler which is optimized for VoD and inline with the 3GPP ATSSS
specification.

Following the multipath 3GPP rel. 16 specification, the transport
layer protocol covering all three S’s is the MPTCP. With the MPTCP
implementation of COM as part of our work, ATSSS splitting as defined
in 3GPP rel. 16 is fully supported.

In Fig. 7 the underlying 5G system (5GS) architecture is shown
with the 3GPP numbered reference points which denote the connec-
tion between the different network entities. For the establishment and
configuration of the MA-PDU session between the User Equipment (UE)
and the 5G network the control plane entities Access and Mobility
Management Function (AMF) and Session Management Function (SMF)
are necessary including communication across the reference points N1,
N2 and N11. A successful establishment of a MA-PDU session leads also
to the establishment of a user plane connection between UE and User
Plane Function (UPF) over the N3 reference point and connects the
UE finally with the Data Network (DN, e.g. the Internet) through N6.
For the configuration of the UPF resources, N4 provides a connection
to the control plane of the 5G network and is for example used to
configure the ATSSS settings which affect the data transmission from
DN to UE. While this is the typical communication flow when 3GPP
access is used, the same reference points can be used over non-3GPP
access to establish a MA-PDU leg. This is achieved by the usage of the
Non-3GPP InterWorking Function (N3IWF) which connects the UE over
IPsec tunnel (NWu) over the reference points Y1 and Y2 through the 5G
network. The latter two, for example, represent the connection of the
UE to a Wi-Fi access point and from there to the N3IWF. Finally, this
architecture enables the UPF to work with a single access-independent
N6 IP address, making the multipath transport transparent for the DN.
While Fig. 7 shows the non-roaming (HPLMN) scenario and usage of
an untrusted non-3GPP access, the two legs principle stays the same if
roaming scenarios and/or trusted non-3GPP access is considered.

Between UPF and UE the multipath system of ATSSS for splitting
corresponds to the one specified in Fig. 3 implementing the components
of a multipath system shown in Fig. 1.

In a quite comparable way, Hybrid Access using ATSSS is specified
in 3GPP rel. 16 Wireless Wireline Convergence (WWC) [85]. Compared
to the UE scenario (Fig. 7) the UE is replaced by a 5G residential
gateway (5G-RG) as shown in Fig. 8. Instead of the untrusted non 3-
GPP access with reference points Y1 and Y2 and N3IWF, Y4 specifies
a wireline access such as DSL or FTTH with the Access Gateway
Function (AGF) as entry point to the 5G core. From a multipath system
9

perspective no change is provided though, with the exception that a
second MPTCP Proxy on the 5G-RG is defined for transparent multipath
transport to 5G-RG connected devices. Another WWC exclusive feature
is the support of 4G and 5G for 3GPP access connectivity.

This brings us in the next step to the consideration of the ATSSS
rel. 16 steering functions which needs to support access aggregation
and prioritization. In Fig. 9 both steering functions are depicted with
MPTCP highlighted in red as the only one able to fulfill the requirement
of splitting. The other steering function, ATSSS-LL, is not designed for
this case because there is no means to detect an exhausted prioritized
path to switch traffic to a non-prioritized path.

Following these findings, it can be noted, that both, the MPTCP
implementation of the CPF logic (Algorithm 2) and the implementation
of the COM logic in Algorithm 3 can be used without modification for
the purpose of priority-based steering in ATSSS.

4. Methodology and testbed

In order to evaluate the performance of the COM scheduler, firstly
a methodology needs to be developed to explore COM’s impact and
secondly, a suitable testing environment is required.

There is a clear expectation associated with the use of multipath
transport that it will compensate for the weaknesses of singlepath
transport and thus deliver better, or at least not worse, QoE. However,
the preliminary results presented in Fig. 4 lead to the assumption that
CPF has under certain scenarios no benefits for the service and just
produces spurious cost when the high cost path is used. A solution
space for COM develops thereof in the space presented in Fig. 10, which
shows the area of tension in a multipath system as defined in Section 3
between the additional cost required and the achievable QoE gain. The
dimension of the system is clearly defined by the Non-Aggregation (NA)
operation point in the origin 𝑂(0|0) and the Unlimited-Aggregation (UA)
operation point 𝑃 (𝑚𝑎𝑥|𝑚𝑎𝑥). By this definition for a given transmission
cenario, NA represents the single low-cost path performance, while
A represents the multipath system where any path can be used as
esired as for example CPF scheduler implements in the Hybrid Access
cenario. If one take the experiment in Fig. 4 as an example, this results
n a solution space between 𝑂(0|0) – DSL only test – and 𝑃 (→ 𝑚𝑎𝑥|0) –
ultipath with CPF test – since the QoE has not changed, but the cost.

Therefore, it follows that the performance of COM must prove itself
gainst the Hybrid Access scenario with CPF (UA) and the correspond-
ng single low-cost path transport scenario (NA), e.g. DSL only, which
eems in some cases to already provide the best QoE as shown in Fig. 4.

In the light of Fig. 10 the verification of COM’s operation path is
he main testing objective with the following general principle: Moving
he today’s Hybrid Access UA operation point within the solution space and
inimizing the access to the costly resource while keeping the QoE at a
ufficient level.

Traversing Fig. 10 solution space requires a testbed equipped with
he MPTCP scheduler implementation of COM in combination with the
se of an VoD service as the main optimization goal of this work, but
lso suitable for testing non-VoD traffic to ensure safe interaction with
his traffic.

As a consequence, the testbed in Fig. 11 deploys a typical Hybrid
ccess scenario, mapping the multipath scheduling relevant entities
G-RG and UPF from the ATSSS based WWC architecture in Fig. 8. A
ybrid Access Router provides residential connectivity and communi-
ates over DSL and LTE – both permitted access types in WWC – with
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Fig. 7. 5G system with ATSSS architecture in the non-roaming scenario and untrusted non-3GPP access [11].
Fig. 8. Wireless Wireline Convergence architecture for Hybrid Access using 3GPP ATSSS in the non-roaming scenario [11].
Fig. 9. 5G system with ATSSS architecture in the non-roaming scenario and untrusted non-3GPP access [11].
a Proxy entity to terminate the multipath transport and provides the
gateway for Internet access. The decision to use LTE instead of 5G is
due to the lack of 5G connectivity at the test site. However, this has no
impact on the evaluation, as specification of LTE and 5G characteristics
for Mobile Broadband (MBB) connectivity only show differences in the
peak data rate. With the implementation of MPTCP and a TCP Proxy
on Router and Proxy, TCP communication between services originating
in the Internet and clients behind the router, are transparently enabled
for multipath transport. Both, Router and Proxy implements the COM
and CPF scheduler as per Algorithm 3 and Algorithm 2 and can be
10
configured to apply one of both or transport over the cheap singlepath.
The Proxy scheduler takes care of the downlink traffic from Internet
to client and the Router scheduler for the uplink traffic from client to
Internet.

For the purpose of evaluation, the cost impact is derived by compar-
ing the overall cost 𝐶𝑚𝑐 (Eq. (4)) between the individual test scenarios:
Singlepath, CPF and COM. The QoE can be assessed in a similar way.
With VoD as service under test the QoE measurement can follow the
ITU P.1203 model for gaining a MOS value. A MOS value expresses the
QoE for video and audio content in a typical range between 1 (bad)
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Fig. 10. COM solution space considering QoE and costly resource consumption.
Fig. 11. MPTCP testbed for verification of COM impact over online services.
and 5 (excellent). However, this model is quite complex to implement
as also outlined in [86–90].

However, a thorough analysis of the ITU MOS model [91] outlines
that as long as the video frame rate can be considered stable – true for
common VoD – and audio is out of scope (due to lower bitrate demand
assumed to follow video QoE) three factors impact the QoE: the time
𝑡𝑖𝑛𝑖𝑡𝑖𝑎𝑙 needed after requesting a video to start the playback, the time
𝑡𝑠𝑡𝑎𝑙𝑙 which covers the interrupts afterwards and the delivered video
resolution 𝑟. In Section 3.2 it is discussed that the buffering concept of
VoD provides delay tolerance and is typically designed to compensate
for the occurring latency, jitter and loss of a 4G/5G or fixed access. If
this applies to the individual accesses, it also applies to the combined
accesses and makes the QoE dependent on the achievable throughput
defined in Eq. (3).

Although in Section 2 the interplay between CC and multipath
scheduler is excluded from the scope of this work, it requires the
selection of a CC for the operation of MPTCP. The approach is to verify
the co-existence of multipath scheduler with the most common CCs
used for VoD transmission, Cubic and BBR. In Section 2 it is outlined
that Cubic’s ACK-clocked mechanism and the model-based BBR are
used by the great majority of VoD applications today. It is expected
that this approach will produce a trend in the results for the two
11
most important CC algorithms that also applies to other CC algorithms.
The only impact that may occur with other CC algorithms is that the
maximum data rate that can be achieved over a transmission path is
affected. This will of course affect the absolute performance of the
CPF, COM and single cheap path transmission test scenarios, but in
relative terms it will follow the above trend and, most importantly,
it will not change the scheduling logic. This statement also includes
the CCAs optimized for multipath transmission which mainly see their
advantage on fairness to prevent that the combined throughput of a
multipath connection does not take up more than its fair share over
potentially shared bottleneck links. These are also not relevant because
the target scenarios ATSSS and HA typically have no shared bottleneck
or if so, for example in the case of Wi-Fi over N3IWF (Section 3.4) or
the cellular link itself, tend to have per-user queues on lower layers.
Finally, this approach is also seen in line with the requirement of this
work, that the research regarding optimized multipath scheduler has no
dependency to a particular multipath network protocol and therefore
can be implemented in MPTCP – uses CC – but can also be implemented
in a different protocol like GRE based HA — uses no CC.

The testbed enables tests with both static and adaptive resolution
videos from Youtube as the leading VoD service. Pre-tests with other

VoD applications from Vimeo or hls.js confirmed that those services all
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rely on the same transmission technologies DASH or HLS and interact
with COM in the same way. Links with different DSL throughputs from
a commercial DSL offering allow to vary the low-cost path charac-
teristic, while LTE is provided by a public commercial network. The
selection of commercial access paths follows the idea of coming close to
a real implementation of Hybrid Access or ATSSS. For this reason, not
all access characteristics are known or can be measured continuously.
However, with regard to the comparison of CPF and COM, the absolute
performance values of the accesses are less relevant, as the focus
is on the relative performance gain. With the hardware selected for
the Router and the Internet located Proxy Server it is ensured that
no throughput bottleneck is created by low Central Processing Unit
(CPU) or Memory (RAM) performance. Both entities are equipped with
Linux Kernel 4.9, MPTCP Linux reference code 0.932 and tcp-intercept.3
Further settings configure a path manager enabling only one MPTCP
subflow per link or access, TCP buffer settings according to [84] con-
sidering the expected sum bandwidth and the typical Linux provided
Cubic and BBR congestion control mechanisms. Unless specified other-
wise, tcp_rmem=tcp_wmem=4096 1048576 10048576 defines a
maximum TCP send and receiver buffer of 10MB. The respective traffic
scheduler and configuration under test is always deployed on each side
of the MPTCP termination points. If multipath is activated, the DSL low-
cost path is preferred over the LTE path, unless singlepath DSL usage
makes a prioritization useless. Whenever COM is used for measurement,
𝑇𝑆𝑡𝑎𝑟𝑡𝐷𝑒𝑙𝑎𝑦 is set to the value of 𝑇𝐷𝑒𝑙𝑎𝑦.

At the client side a scripted environment uses Chromium browser to
request automatically a full HD (1080p) Youtube4 video over TCP. To
avoid effects from arbitrary advertisements during start or run of the
video a Chromium plugin uBlock Plus Adblocker is used. While this helps
to make test iterations reproducible, it also uses the Youtube embedded
player to load only the video and no surrounding information which are
usually displayed on the Youtube website. Along with the embedded
player the Youtube Iframe API5 provides access to the information
required to determine the QoE parameters identified above. Finally, the
Chromium plugin Youtube Auto HD + FPS allows to specify for a certain
video resolution and gets rid of Youtube’s by default enabled Adaptive
Bitrate Streaming (ABR) which lowers the resolution if throughput is
not sufficient.

5. Results and analysis

When COM was initially motivated in [79], 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ for detecting
burstiness and 𝑇𝐷𝑒𝑙𝑎𝑦 for preventing temporarily access to high cost path
formed the parameter set. In [79] it was demonstrated in a local testbed
that the high cost path consumption significantly reduces with COM.

In this paper the focus is on the enhanced COM logic with new
𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 and 𝑉𝑚𝑎𝑥 parameter and COM’s interplay with the Internet
VoD traffic, and this section includes a range of testing results. Firstly,
Section 5.1 demonstrates results of extensive tests with controlled VoD
traffic over the Internet, used to determine the initial COM parameter
set. This reduces the number of measurement variables to 𝑇𝐷𝑒𝑙𝑎𝑦 and

SL throughput. This is then further used for testing with Youtube
raffic in Section 5.2 to measure the cost and QoE when VoD with
tatic video resolution is scheduled. In a further step in Section 5.3
his measurement is enhanced towards VoD with dynamic video reso-
ution, which needs a more comprehensive QoE consideration. Finally,
ection 5.4 summarizes and analyzes the measurement results.

All tests or better data points presented throughout this section
ere conducted once within the testbed using the DSL and LTE access
s described in Section 4. Collecting only one test sample is not a

2 https://github.com/multipath-tcp/mptcp/tree/mptcp_v0.93
3 https://github.com/VRT-onderzoek-en-innovatie/tcp-intercept
4 https://www.youtube.com/watch?v=aqz-KE-bpKQ
5
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https://developers.google.com/youtube/iframe_api_reference
limitation, as the evidence of validity is drawn from the trend of results.
To avoid the test system being biased by cached values from previous
tests, the system was reset by a reboot after each run of a sample.

To better understand the result charts, it is helpful to know that
lower values in the line charts and more blue colored bars in the bar
charts indicate better performance compared to other results in the
same chart. All charts are organized so that they are plotted over 𝑇𝐷𝑒𝑙𝑎𝑦
with the leftmost value 𝑇𝐷𝑒𝑙𝑎𝑦 = 0 corresponding to the CPF principle
nd the rightmost value 𝑇𝐷𝑒𝑙𝑎𝑦 = 𝑖𝑛𝑓 corresponding to single usage of

low-cost path.

5.1. Determination of COM initial parameters

For the purpose of testing COM across different Internet use cases,
it is necessary to derive an initial parameter set. This means basically
to evaluate if 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ = 600 ms as selected in [79] continues to be
appropriate and moreover to determine reasonable values for 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐
and 𝑉𝑚𝑎𝑥. This is achieved by setting the parameters to static values
one after the other and the parameter to be determined is variable.
This is first implemented for 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ in Section 5.1.1 and then for
𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 and 𝑉𝑚𝑎𝑥 in Section 5.1.2. The effect of these two assessments
on the application of 𝑇𝐷𝑒𝑙𝑎𝑦, the actual differentiator and optimization
parameter for CPF, is examined and evaluated in terms of costs and
QoE.

5.1.1. Determination of 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ
In Figs. 12–14 the impact of 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ across different DSL through-

ut of 1 Mbps, 2 Mbps and 6 Mbps is investigated within a range of
𝐷𝑒𝑙𝑎𝑦 from 0 s–10 s.

It must be noted that 𝑇𝐷𝑒𝑙𝑎𝑦 = 0 s corresponds to the CPF scheduling
principle – non effective COM – while the larger 𝑇𝐷𝑒𝑙𝑎𝑦 becomes, the
traffic is finally scheduled on DSL only. This is in particular because
an initial delay 𝑇𝑆𝑡𝑎𝑟𝑡𝐷𝑒𝑙𝑎𝑦 = 𝑇𝐷𝑒𝑙𝑎𝑦 after connection establishment is
applied without needing a 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ calculation. Based on experiments
and observations, a static 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 = 50 ms and 𝑉𝑚𝑎𝑥 = 100 pkts was
onfigured to keep the focus on the change of LTE consumption and
umber of freezes at 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ = 200, 400, 800 ms. In the case 𝑇𝐷𝑒𝑙𝑎𝑦
ncreases, this reduces the achievable throughput 𝐵𝑚𝑐 in the multipath
ystem. The higher 𝑇𝐷𝑒𝑙𝑎𝑦 is configured, the more 𝐵𝑚𝑐 is reduced and
auses an increasing number of freezes due to insufficient transmission
apacity to fill the clients’ playout buffer. Even if the number of freezes
oes not give all details of the QoE measurement, e.g. the length of
reezes, it is sufficiently accurate to get an indication. All three results
treaming a 1080p video6 show LTE consumption which is decreasing
ith the increasing 𝑇𝐷𝑒𝑙𝑎𝑦, while freezes occur less and later are appear-

ng later in time, with this point increasing with the increasing DSL
hroughput. This is an expected result from [79], however the focus
s still not on the absolute gain, but rather on the relative trend. This
evelopment shows that the different values of 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ have minimal
mpact on the LTE share, as lines are close together — at least for
00 ms and 400 ms. Especially at higher 𝑇𝐷𝑒𝑙𝑎𝑦 a 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ of 800 ms
as smaller disadvantages. The opposite can be found when analyzing
he number of freezes, as a result of greater use of the LTE capacity.
verall, a 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ between 200 ms and 400 ms does not result in
erformance differences, while between 400 ms and 800 ms a trade-off
etween the video freezes and the LTE capacity consumption exists. As
reasonable trade-off further measurements are continued with

𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ = 600 ms as it is assumed that this provides a compromise
etween both dimensions. It should be noted that this is a snapshot
hat leads to this result based on the static assumptions of 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐
nd 𝑉𝑚𝑎𝑥 that were determined empirically. It may be that there are
onstellations that achieve even better overall results in combination.
owever, the primary goal here is not to find the best parameter set,

6 Big Buck Bunny 1080p video consumed with hls.js demo server.

https://github.com/multipath-tcp/mptcp/tree/mptcp_v0.93
https://github.com/VRT-onderzoek-en-innovatie/tcp-intercept
https://www.youtube.com/watch?v=aqz-KE-bpKQ
https://developers.google.com/youtube/iframe_api_reference
https://hlsjs.video-dev.org/demo/?src=https%3A%2F%2Ftest-streams.mux.dev%2Fx36xhzz%2Furl_8%2F193039199_mp4_h264_aac_fhd_7.m3u8&demoConfig=eyJlbmFibGVTdHJlYW1pbmciOnRydWUsImF1dG9SZWNvdmVyRXJyb3IiOnRydWUsInN0b3BPblN0YWxsIjpmYWxzZSwiZHVtcGZNUDQiOmZhbHNlLCJsZXZlbENhcHBpbmciOi0xLCJsaW1pdE1ldHJpY3MiOi0xfQ==
https://hlsjs.video-dev.org/demo/?src=https%3A%2F%2Ftest-streams.mux.dev%2Fx36xhzz%2Furl_8%2F193039199_mp4_h264_aac_fhd_7.m3u8&demoConfig=eyJlbmFibGVTdHJlYW1pbmciOnRydWUsImF1dG9SZWNvdmVyRXJyb3IiOnRydWUsInN0b3BPblN0YWxsIjpmYWxzZSwiZHVtcGZNUDQiOmZhbHNlLCJsZXZlbENhcHBpbmciOi0xLCJsaW1pdE1ldHJpY3MiOi0xfQ==
https://hlsjs.video-dev.org/demo/?src=https%3A%2F%2Ftest-streams.mux.dev%2Fx36xhzz%2Furl_8%2F193039199_mp4_h264_aac_fhd_7.m3u8&demoConfig=eyJlbmFibGVTdHJlYW1pbmciOnRydWUsImF1dG9SZWNvdmVyRXJyb3IiOnRydWUsInN0b3BPblN0YWxsIjpmYWxzZSwiZHVtcGZNUDQiOmZhbHNlLCJsZXZlbENhcHBpbmciOi0xLCJsaW1pdE1ldHJpY3MiOi0xfQ==
https://hlsjs.video-dev.org/demo/?src=https%3A%2F%2Ftest-streams.mux.dev%2Fx36xhzz%2Furl_8%2F193039199_mp4_h264_aac_fhd_7.m3u8&demoConfig=eyJlbmFibGVTdHJlYW1pbmciOnRydWUsImF1dG9SZWNvdmVyRXJyb3IiOnRydWUsInN0b3BPblN0YWxsIjpmYWxzZSwiZHVtcGZNUDQiOmZhbHNlLCJsZXZlbENhcHBpbmciOi0xLCJsaW1pdE1ldHJpY3MiOi0xfQ==
https://hlsjs.video-dev.org/demo/?src=https%3A%2F%2Ftest-streams.mux.dev%2Fx36xhzz%2Furl_8%2F193039199_mp4_h264_aac_fhd_7.m3u8&demoConfig=eyJlbmFibGVTdHJlYW1pbmciOnRydWUsImF1dG9SZWNvdmVyRXJyb3IiOnRydWUsInN0b3BPblN0YWxsIjpmYWxzZSwiZHVtcGZNUDQiOmZhbHNlLCJsZXZlbENhcHBpbmciOi0xLCJsaW1pdE1ldHJpY3MiOi0xfQ==
https://hlsjs.video-dev.org/demo/?src=https%3A%2F%2Ftest-streams.mux.dev%2Fx36xhzz%2Furl_8%2F193039199_mp4_h264_aac_fhd_7.m3u8&demoConfig=eyJlbmFibGVTdHJlYW1pbmciOnRydWUsImF1dG9SZWNvdmVyRXJyb3IiOnRydWUsInN0b3BPblN0YWxsIjpmYWxzZSwiZHVtcGZNUDQiOmZhbHNlLCJsZXZlbENhcHBpbmciOi0xLCJsaW1pdE1ldHJpY3MiOi0xfQ==
https://hlsjs.video-dev.org/demo/?src=https%3A%2F%2Ftest-streams.mux.dev%2Fx36xhzz%2Furl_8%2F193039199_mp4_h264_aac_fhd_7.m3u8&demoConfig=eyJlbmFibGVTdHJlYW1pbmciOnRydWUsImF1dG9SZWNvdmVyRXJyb3IiOnRydWUsInN0b3BPblN0YWxsIjpmYWxzZSwiZHVtcGZNUDQiOmZhbHNlLCJsZXZlbENhcHBpbmciOi0xLCJsaW1pdE1ldHJpY3MiOi0xfQ==
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https://hlsjs.video-dev.org/demo/?src=https%3A%2F%2Ftest-streams.mux.dev%2Fx36xhzz%2Furl_8%2F193039199_mp4_h264_aac_fhd_7.m3u8&demoConfig=eyJlbmFibGVTdHJlYW1pbmciOnRydWUsImF1dG9SZWNvdmVyRXJyb3IiOnRydWUsInN0b3BPblN0YWxsIjpmYWxzZSwiZHVtcGZNUDQiOmZhbHNlLCJsZXZlbENhcHBpbmciOi0xLCJsaW1pdE1ldHJpY3MiOi0xfQ==
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Fig. 12. Variable 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ at 1 Mbps DSL rate, 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 = 50 ms and 𝑉𝑚𝑎𝑥 = 100 pkts.

Fig. 13. Variable 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ at 2 Mbps DSL rate, 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 = 50 ms and 𝑉𝑚𝑎𝑥 = 100 pkts.

Fig. 14. Variable 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ at 6 Mbps DSL rate, 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 = 50 ms and 𝑉𝑚𝑎𝑥 = 100 pkts.
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Fig. 15. Variable 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 and 𝑉𝑚𝑎𝑥 at 2 Mbps DSL rate and 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ = 600 ms.
but to find a good starting point for testing the performance of COM.
Tests at higher DSL throughput, e.g., 16 Mbps, as well as running the
measurement series with 720p video streaming confirmed the analysis
above showing the same trend of results in respect to 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ.

5.1.2. Determination of 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 and 𝑉𝑚𝑎𝑥
For the evaluation of 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ, static values of 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 = 50 ms

and 𝑉𝑚𝑎𝑥 = 100 pkts were used as this showed good results during some
earlier experiments. As part of the next step to determine an initial COM
parameter set, 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ = 600 ms is used as static value and 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐
and 𝑉𝑚𝑎𝑥 are varied for the 2 Mbps DSL access. The latter results
from the fact that the 2 Mbps evaluation in Fig. 13 shows the largest
variance of LTE usage and freezes compared to the other presented
DSL throughputs. As the upfront experiments with 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 < 50 ms
did not provide any positive results, the exploration range is set to
𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 = {50, 100, 200} ms using 50 ms as starting point and 𝑉𝑚𝑎𝑥 =
{50, 100, 200} pkts with 100 pkts as medium value. Again the impact on
the LTE share and the number of freezes is monitored in Figs. 15(a)
and 15(b). Also here, a higher LTE share keeps the freezes low
and vice versa. It is therefore decided to continue with the results
that give a line in the center of the outer lines which is the set
of 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 = 50 ms and 𝑉𝑚𝑎𝑥 = 100 pkts. It should be noted that this
is a snapshot that leads to this result based on the static assumptions
of 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ that were determined in previous Section 5.1.1. Similar as
already outlined in Section 5.1.1, it may be that there are constellations
that achieve even better overall results in combination. However, the
primary goal here is not to find the best parameter set, but to find a
good starting point for testing the performance of COM.

Overall, the conducted tests have shown that cost and QoE are
mainly impacted at lower throughputs of the low cost path, when
the identified parameters are varied. The multiple degree of freedoms
of the COM scheduler are reduced with the identified parameter set
for 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ, 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 and 𝑉𝑚𝑎𝑥, to solely 𝑇𝐷𝑒𝑙𝑎𝑦. With that, all future
evaluations can focus on investigating the impact of 𝑇𝐷𝑒𝑙𝑎𝑦 on cost and
QoE at different throughput values of the low-cost path.

5.2. Youtube measurement with static video resolution

After determining the initial COM parameter set, the actual verifica-
tion of COM focuses on a detailed analysis of the COM-𝑇𝐷𝑒𝑙𝑎𝑦 parameter
compared to the CPF principle (𝑇𝐷𝑒𝑙𝑎𝑦 = 0) and single usage of the low-
cost path (𝑇𝐷𝑒𝑙𝑎𝑦 = 𝑇𝑆𝑡𝑎𝑟𝑡𝐷𝑒𝑙𝑎𝑦 = 𝑖𝑛𝑓 ). With the LTE share – consumption
of the high-cost path – and QoE parameters for video resolution 𝑟, initial
load time 𝑡𝑖𝑛𝑖𝑡𝑖𝑎𝑙 and buffering time during playback 𝑡𝑠𝑡𝑎𝑙𝑙, the individual
gains can be calculated. To cover realistic scenarios, the low-cost path
throughput (DSL) is varied in the range 1 Mbps–100 Mbps. This range
corresponds to real DSL deployments and results will show that still
higher throughputs will not deliver meaningful insights into the effect
of COM. In principle, the LTE access is not a limiting factor as up
to 300 Mbps were available during measurements. The service under
test was selected to be Youtube as a major VoD provider. Since VoD
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allows video to be sent with static or adaptive video resolutions, both
scenarios are under investigation consuming a 1080p video7 for 300 s.
The measurement time 𝑡𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 = 𝑡𝑝𝑙𝑎𝑦𝑏𝑎𝑐𝑘+𝑡𝑖𝑛𝑖𝑡𝑖𝑎𝑙+𝑡𝑠𝑡𝑎𝑙𝑙 = 300 s is long
enough to allow a reasonable playback time to show significant results
and avoid major outliers. The measurement time includes the request
for the video, but not the setup of the MPTCP session in advance. A
selection of 1080p resolution is considered fair as this corresponds to
typical screen resolutions and available encoding at the VoD providers.
Nevertheless, one can conclude from the following results for 1080p,
which impact the video resolution settings have. Due to the fact that
COM is implemented on the MPTCP layer, Congestion Control using
Cubic and BBR applies as recommended in Section 2.

In the first set of results Figs. 16–18, the static 1080p Youtube video
is evaluated, continuing with a 𝑇𝐷𝑒𝑙𝑎𝑦 range {0, 0.25, 0.5, 0.75, 1, 1.5,
2, 3, 4, 5, 7, 10, inf}. With pure DSL use (𝑇𝐷𝑒𝑙𝑎𝑦 = 𝑖𝑛𝑓 ), the LTE con-
sumption is not present, and the highest possible 𝑡𝑠𝑡𝑎𝑙𝑙 and 𝑡𝑖𝑛𝑖𝑡𝑖𝑎𝑙 have
an impact on QoE. On the opposite, the CPF principle (𝑇𝐷𝑒𝑙𝑎𝑦 = 0) with
access to the largest throughput has the drawback of the largest LTE
usage while QoE results demonstrate the best experience. In the range
10–100 Mbps, it can be stated that single DSL provides the same QoE as
CPF, basically meaning that in the latter case any LTE consumption is
spurious demand and therefore unnecessary cost creation. This means
that, with 𝑇𝐷𝑒𝑙𝑎𝑦 = {2,… , 4} s, the usage of LTE can be safely reduced to
almost zero without impacting QoE. This is a significant gain over the
CPF-like LTE usage of 20%–70%. For lower throughputs an increasing
𝑇𝐷𝑒𝑙𝑎𝑦 means lower QoE compared to CPF. On the other hand, this is
considered acceptable, as it is still much better than DSL only. Looking
into the same range of 𝑇𝐷𝑒𝑙𝑎𝑦 = {2,… , 4} s, only 𝑡𝑖𝑛𝑖𝑡𝑖𝑎𝑙 causes some
longer loading time of the video, while LTE consumption goes down to
in maximum one eight (6 Mbps), a half (3 Mbps) or three quarter (1
Mbps). These observations are mainly for Cubic but BBR results show
the same trend, even if the LTE consumption has a minimal flattened
slope, which leads to a QoE only impacted at higher 𝑇𝐷𝑒𝑙𝑎𝑦.

5.3. Youtube measurement with dynamic video resolution

In the case of video streams which adapt the resolution according
to the available throughput, it is particularly exciting to evaluate the
interaction with COM. The setup remained unchanged with regards to
the measurements of the static resolution video case, even the same
video sequence has been used. The only difference was the activation
of the adaptive video resolution. In this more complex scenario, the
representation of QoE results moves away from line graphs to bar
diagrams as this allows us to capture the different shares of the video
resolutions (144p, 240p, 360p, 480p, 720p, and 1080p) and the loading
times 𝑡𝑖𝑛𝑖𝑡𝑖𝑎𝑙∕𝑡𝑠𝑡𝑎𝑙𝑙 during playback. A bar represents 𝑡𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 with the
different shares of 𝑡𝑖𝑛𝑖𝑡𝑖𝑎𝑙, 𝑡𝑠ℎ𝑎𝑟𝑒, and 𝑡𝑝𝑙𝑎𝑦𝑏𝑎𝑐𝑘(𝑟) with video resolution
𝑟 = {144𝑝, 240𝑝, 360𝑝, 480𝑝, 720𝑝, 1080𝑝}.

The LTE consumption shown in Fig. 19 is mostly similar to the
static video resolution results in Fig. 16. Without 𝑇𝐷𝑒𝑙𝑎𝑦 configured –

7 https://www.youtube.com/watch?v=aqz-KE-bpKQ

https://www.youtube.com/watch?v=aqz-KE-bpKQ
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Fig. 16. LTE share of static 1080p YT video at variable DSL rate, 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ = 600 ms, 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 = 50 ms and 𝑉𝑚𝑎𝑥 = 100 pkts.
Fig. 17. Buffering time of static 1080p YT video at variable DSL rate, 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ = 600 ms, 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 = 50 ms and 𝑉𝑚𝑎𝑥 = 100 pkts.
Fig. 18. Initial load time of static 1080p YT video at variable DSL rate, 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ = 600 ms, 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 = 50 ms and 𝑉𝑚𝑎𝑥 = 100 pkts.
CPF behavior – the LTE share is identical, which is confirmed by the
streamed video resolution shown for Figs. 20 (1 Mbps), 21 (3 Mbps),
and 22 (6 Mbps). As CPF does not limit the available throughput, 1080p
video streaming applies, as confirmed by the almost fully blue bars
at 𝑇𝐷𝑒𝑙𝑎𝑦 = 0. For all further 𝑇𝐷𝑒𝑙𝑎𝑦 which show larger blue bars –
1080p streaming – the composition of the lines follow the results of
the static video resolution playback. This is especially true for the DSL
throughput ≥ 6 Mbps, which is not shown here because all bars are blue
at any 𝑇𝐷𝑒𝑙𝑎𝑦. Differences are mainly visible for the 1 Mbps and 3 Mbps
results. In both cases, video resolution falls below 1080p which leads to
a greater drop in the LTE share compared to static video resolution. But
even if the video resolution adapts to the lower values at certain 𝑇𝐷𝑒𝑙𝑎𝑦,
3 Mbps results at least provide resolution of 720p for 𝑇𝐷𝑒𝑙𝑎𝑦 > 3 s. In the
case of 1 Mbps this has higher dependency on Congestion Control, but a
drop to 720p happens for Cubic for 3 s < 𝑇𝐷𝑒𝑙𝑎𝑦 ≤ 4 s followed by drops
to 480p, while BBR is even more vulnerable to lower 𝑇𝐷𝑒𝑙𝑎𝑦 showing
shares of 480p earlier. Most likely in this limited range COM interferes
with BBR’s mechanism to find the optimal operation point. Another
remarkable development compared to the static video resolution case is
that 𝑡𝑠𝑡𝑎𝑙𝑙 and 𝑡𝑖𝑛𝑖𝑡𝑖𝑎𝑙 are quite low. The adaptive resolution mechanism
reduces stalling and initial loads to a minimum — if necessary, this is
compensated by a lower resolution. COM does not seem to change this
in any way.
15
To emphasize the understanding of the results from a cost perspec-
tive: If DSL only in the very right bar is shown blue, CPF in the very left
bar cannot make it better.

This basically means when the best QoE can already be provided
over the single low-cost path – the DSL path –, CPF has no advantage.
Considering, however, the high CPF-induced LTE share across the DSL
throughput range of 1–100 Mbps, significant costs are raised without
any benefit. COM scheduler addresses this by lowering or removing the
LTE share when Hybrid Access is used to provide connectivity, while
not adding any QoE advantage over the single DSL path use.

The main conclusion from the QoE perspective can be defined as:
If DSL-only is not blue, COM provides always better QoE up to the CPF
level. In the tested range of COM parameters, COM (and eventually CPF)
always provides better experience compared to single-path DSL. De-
pending on the direction from which one wants to optimize, either the
CPF QoE, or the single-path DSL QoE can be defined as the benchmark.
If selecting the latter, a 𝑇𝐷𝑒𝑙𝑎𝑦 of 4 s seems to be efficient, as it provides
across all DSL throughputs at least 720p video resolution (except some
480p at BBR 1 Mbps), and when DSL provides more than 3 Mbps, the
resolution goes up to 1080p. In contrast, the cost is cut by a half for 1
Mbps DSL when Cubic CC is used and to about one third when BBR is
used. For DSL at 3 Mbit/s, the costs for Cubic are close to zero, while the
same trend is observed for BBR, albeit with a slight shift from 6 Mbit/s
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Fig. 19. LTE share of adaptive resolution YT video at variable DSL rate, 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ = 600 ms, 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 = 50 ms and 𝑉𝑚𝑎𝑥 = 100 pkts.
Fig. 20. QoE parameters of adaptive resolution YT video at 1 Mbps DSL rate, 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ = 600 ms, 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 = 50 ms and 𝑉𝑚𝑎𝑥 = 100 pkts.
Fig. 21. QoE parameters of adaptive resolution YT video at 3 Mbps DSL rate, 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ = 600 ms, 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 = 50 ms and 𝑉𝑚𝑎𝑥 = 100 pkts.
Fig. 22. QoE parameters of adaptive resolution YT video at 6 Mbps DSL rate, 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ = 600 ms, 𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 = 50 ms and 𝑉𝑚𝑎𝑥 = 100 pkts.
onwards. Also a 𝑇𝐷𝑒𝑙𝑎𝑦 of 4 s is appropriate if contrary, the CPF QoE
with almost always 1080p video resolution is the benchmark, at least
for the DSL throughput greater than 3 Mbps. For the other throughput
values, smaller 𝑇𝐷𝑒𝑙𝑎𝑦 values are required. For example, 𝑇𝐷𝑒𝑙𝑎𝑦 = 2 s for
throughput 3–6 Mbps with a cost cut by almost a half at 3 Mbps and
for the lower throughput towards 1 Mbps 𝑇𝐷𝑒𝑙𝑎𝑦 < 1 s, with minimal
16

cost reduction.
5.4. Analysis

After discussing the results of Youtube VoD streaming with static
and adaptive video resolution it is time for an overall analysis starting
with a general statement: So far, the COM results with Youtube VoD
streaming always show a QoE benefit compared to the single path
transmission or the same QoE in case DSL alone already delivers a

maximum QoE, while the costly path consumption is always reduced



Computer Networks 242 (2024) 110218M. Amend and V. Rakocevic

t
t
c
i
t
o

t
Q
v
(
𝑡
f
t
i
i
t
i
M
D
t
s

r
t
m
r
v

6

s
a
m
t
t
o
u
r
T
(
n
u
t
d
c
t
m

g
A
a
s
d
v

compared to CPF, in most cases significantly. Furthermore, COM can
always provide the same QoE level as CPF when the low-cost path
throughput goes beyond 6 Mbps, while minimizing and most often
eliminating CPF’s always present spurious demand on the high-cost
path (in the range up to 100 Mbps DSL). At the lower boundary,
below 6 Mbps on the low-cost path, a fine granular tuning of the COM
algorithm is required.

In the first evaluation step, an initial parameter set for COM was
determined. This parameter set for COM consists of 𝑡𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ = 600 ms,
𝑡𝑛𝑜𝑡𝑟𝑎𝑓𝑓𝑖𝑐 = 50 ms and 𝑉𝑚𝑎𝑥 = 100 pkts, and we can observe that under
his conditions 𝑇𝐷𝑒𝑙𝑎𝑦 is the parameter with the greatest impact to steer
he operating point between QoE and cost. Especially when the low-
ost path provides lower throughput, the intersection of cost and QoE
s subject to prioritizing one of both. Towards the higher low-cost path
hroughput, QoE is consistent and cost is only impacted by COM as
utlined above.

A 𝑇𝐷𝑒𝑙𝑎𝑦 of 4 s seems, however, to provide over all tests a good
rade-off between the costly traffic share reduction and the perceived
oE. For non-volatile multipath systems such as Hybrid Access, this
alue might be easily adapted to the optimal 𝑇𝐷𝑒𝑙𝑎𝑦 for a certain DSL
low-cost path) throughput according to the presented results. Using a
𝐺𝐴𝑃 𝑡ℎ𝑟𝑒𝑠ℎ of 600 ms seems to be a good choice (no results generated
or other values so far). Using different CCs changes the landscape in
erms of maximum efficiency, but the general statement from above
s not invalidated. The differences in results can be explained by the
ndividual calculation of the send window on the cheaper path and
o what extent the send window can satisfy the burst demand. The
nvestigated representative range of the DSL throughput from 1 to 100
bps shows in any case a cost optimization by COM. Even at high
SL throughput such as 50 Mbps or 100 Mbps, where one might think

hat VoD burst can be completely covered by DSL, COM eliminates
ignificant spurious demand in the range of 30%–40%.

Similar tests were executed to verify COMs efficiency with video
esolutions different to 1080p. It was noted that lower video resolution
ypically means lower throughput demand and higher video-resolution
eans higher throughput demand. For the use of COM, this can be

educed to a simple formula: Maximum efficiency comes with highest
ideo resolution.

. Conclusion

This paper addresses a real-world problem in multipath transmis-
ion networks when multipath scheduling is determined solely by the
ccess costs (such as in today’s Hybrid Access), but bursty traffic under-
ines this by leading to unexpected transmission costs. In particular,

his applies to the VoD services, where spurious demand is measured on
he expensive access without resulting in better QoE. A detailed analysis
f this problem identified the peaks of the traffic bursts to cause this
nnecessary overflow. This led to the definition of design goals for a
obust cost-based scheduling algorithm which can address this problem.
his paper presents a new algorithm called Cost Optimized Multipath
COM) which will simultaneously reduce the cost of multipath use for
etwork operators and also retain the QoE levels required by the end-
sers. This is achieved by a simple change that takes into account
he time gap between packets in addition to the access costs. COM is
esigned to be a service agnostic approach to optimize transmission
ost when pure cost based multipath scheduler fails. It conforms to
he specification expectation for the splitting function of the 5G ATSSS
ultipath framework.

Using extensive testing of Youtube service, with different TCP con-
estion controls, and varying DSL throughputs to cover typical Hybrid
ccess offerings, COM proved its performance enhancing potential in
ll test scenarios. With one stable COM parameter set in most test
cenarios, the best QoE with significantly lower (or zero) spurious
emand was achieved. Surprisingly, when the low-cost access is pro-
ided with high 100 Mbps throughput, COM is able to eliminate a
17
30% expensive access consumption compared to CPF. Only in scenarios
where the throughput of the DSL access (low-cost path) is below 6
Mbps or 3 Mbps, a more fine-grained adjustment of the parameter set
is recommended if a QoE level has to be maintained to be at the level
achieved with unregulated multipath scheduling (when expensive LTE
access is extensively used).

The importance of this work lies in particular in the fact that the
majority of today’s traffic is VoD based and tends to be bursty whenever
the video playback rate is lower than the transmission capacity which
becomes more likely with ATSSS. Another alternative is to avoid bursty
traffic patterns. Some examples how to achieve this in a multipath
context are given in Section 2 but they all fail to integrate with
the specific requirement of ATSSS today which is service transparent.
Another solution is to overcome the current VoD transmission principle
that combines transport layer algorithms with ABR by a rate controlled
ABR, as described in [92], which smoothes the VoD traffic pattern. As
long as this is not widespread, there is no alternative to COM. Otherwise
COM does not counteract this.

The results of this work based on tests with the largest VoD provider
in the Internet suggest under specified circumstances a risk-free use
of COM as a substitute for CPF even for other VoD providers beside
Youtube. In the unlikely event that other VoD providers cut the videos
into much smaller or larger pieces, as in the YouTube scenario tested,
the optimization effect of COM will be lower if the gap size is below
the threshold or the peak rates are lower or the blocking of the
expensive path does not happen long enough. Whereby the confidence
can actually only be increased by expanding the testbeds presented here
to include more usage scenarios and completing intensive measurement
campaigns, or by testing COM in scaling commercial deployments.

In the next steps the authors will consider an implementation in a
commercial deployment to perform further measurements and gather
evidence also regarding the implementation on other OSI layers. A new
research direction which is of interest to the authors is the combination
of COM with intelligent prediction of traffic throughput.
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