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Abstract  

This thesis aims to provide a comprehensive and integrative understanding of how our brain 

constructs reality by unifying perspectives on attention, perception, and working memory. 

By investigating how we process biological information and the impact of movement, it 

embraces embodiment theory to highlight the role of physical presence in action 

comprehension. Shared neural substrates underpinning body and movement perception 

support both motor and social functions, with attention acting as a regulatory mechanism 

that integrates sensory input and cognitive expectations into a coherent experience. 

Working memory, engaging common neural pathways in perception and memory, plays a 

crucial role in maintaining high-fidelity body representations. An EEG experiment was 

implemented to explore how top-down attentional mechanisms modulate the maintenance 

of body-related images in working memory. This study reveals that attentional modulation 

enhances persistent activity in relevant sensory areas during memory tasks, suggesting a 

significant role for top-down control in maintaining high-fidelity body representations. 

Additionally, the thesis investigates action prediction as a multidimensional process 

informed by sensorimotor experiences, social knowledge, and contextual cues. It 

emphasizes prediction error as a key mechanism in the continuous adjustment of cognitive 

models, calling for an integrative perspective to fully understand its complexity. Lastly, a 

series of behavioural studies reveal that perceptual-motor fluency significantly facilitates 

action prediction, underscoring the interplay between perceptual and motor systems. 

Furthermore, research into aesthetic preferences indicates that individual differences in 

aesthetic appreciation can predict performance in action prediction tasks, highlighting the 

subjective aspects of perceptual-motor integration.  
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Structure of the Thesis 

This thesis aims to provide a comprehensive exploration of how the human brain constructs 

reality through the integration of attention, perception, and working memory, emphasizing 

the embodied nature of cognition. The main body of work is organised under two separate 

sections, overarched by a general introduction and discussion. 

 

Chapter 1 introduces the general framework of the thesis, focusing on the theoretical and 

neural foundations of action representation, body and movement perception, and the role 

of attentional mechanisms. 

 

Section A: Working Memory (WM) and Top-Down Modulations 

This section explores the role of working memory in maintaining body representations and 

how top-down attentional mechanisms modulate these representations. 

Chapter 2 discusses sensory recruitment models in visual working memory (VWM) and their 

application to body-related information. It sets the background research looking at the 

interplay between external and internal attentional mechanisms in working memory 

paradigms. Chapter 3 presents an EEG experiment designed to elucidate how top-down 

attentional mechanisms influence the maintenance of body-related images in working 

memory for bodies. This chapter discusses the findings that highlight the enhancement of 

sensory areas during memory tasks through attentional modulation. Chapter 4 is a proposal 

to explore motor encoding of body-related information using Transcranial Magnetic 

Stimulation (TMS), aiming to further understand the neural mechanisms underlying action 

representation. 
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Section B: Action Prediction & Movement Fluency 

This section focuses on the predictive nature of action observation, emphasizing the 

integration of sensorimotor experience, movement perception and individual differences. 

Chapter 5 discusses the theoretical aspects of action prediction, emphasizing the role of 

sensorimotor experiences, social knowledge, and contextual cues. Based on an extensive 

literature review on the neural underpinnings of action prediction, aims to integrate 

predictive frameworks such as Predictive Coding (PC) and examines prediction error as a 

mechanism for adjusting cognitive models. It explores the biological cues and sensorimotor 

representations crucial for action prediction. Chapter 6 presents a behavioural study 

investigating how perceptual-motor fluency facilitates action prediction. It discusses the 

implications of these findings for understanding the interaction between perceptual and 

motor systems in action prediction tasks. Chapter 7 examines individual differences in 

aesthetic appreciation and their relationship to performance in action prediction tasks. This 

chapter explores the subjective aspects of perceptual-motor integration and their impact on 

predictive abilities. 

 

Chapter 8 Synthesizes the findings across the thesis, emphasizing the interconnected roles 

of embodiment, attention, working memory, and predictive processes in constructing our 

perceptual reality. It discusses implications from the empirical and theoretical work, and 

future directions for research. 
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Chapter 1: General Framework of the Thesis 

1.1. Action representation: embodiment (cognitive models Vs. neural representation) 

The way actions are represented in the human brain has long been a topic of interest and 

debate among researchers. The ideomotor principle, originally articulated by William James 

in his seminal work "Principles of Psychology" (1890), is a foundational concept in the 

understanding of action representation, particularly within the cognitive psychological 

framework. According to James, every representation of a movement awakens to some 

degree the actual movement itself. His principle emphasizes the bidirectional link between 

action and perception: the idea that actions are represented in terms of their anticipated 

perceptual consequences (James, 1890). Action representation bridges the realms of 

cognitive models and neural underpinnings, with the concept of embodiment playing a 

pivotal role. This chapter delves into how actions are embodied, contrasting cognitive 

models and neural representations. 

 

1.1.1. Embodiment and Its Importance 

Embodiment posits that our bodily experiences play a fundamental role in shaping the way 

we think, perceive, and act. The body is not just a passive entity but actively contributes to 

our cognitive processes. The representation of actions, therefore, is intrinsically tied to our 

bodily experiences and capabilities. The concept of embodiment has emerged as a pivotal 

paradigm in cognitive psychology, neuroscience, and philosophy of mind, challenging 

traditional computational and representational models of cognition. Embodiment posits 

that cognitive processes are deeply rooted in the body's interactions with the world, 

implying that the mind cannot be fully understood without considering its physical substrate 
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and environmental context. The theoretical importance of embodiment lies in its 

transformative impact on how cognition is understood, offering a robust alternative to 

Cartesian dualism and traditional computational models. By emphasizing the 

interdependence of mind, body, and environment, embodiment disrupts the notion of the 

mind as an isolated computational unit, proposing instead a holistic, integrated view of 

cognitive processes (Varela, Thompson, & Rosch, 1991). This perspective facilitates a re-

evaluation of cognitive load, positing that the environment itself can function as an 

extension of the cognitive system, thereby enabling cognitive offloading (Clark, 1999). 

Moreover, embodiment offers a framework for grounding abstract concepts in sensory-

motor experiences, thereby providing a physiological and experiential foundation for 

higher-order cognitive functions such as language comprehension and problem-solving 

(Barsalou, 2008). In sum, the theoretical significance of embodiment resides in its capacity 

to offer a more integrated and empirically grounded understanding of cognition, challenging 

and enriching traditional paradigms.  

 

The empirical significance of embodiment manifests in various domains of cognitive science, 

providing concrete evidence for its theoretical underpinnings. For example, research on the 

action-perception cycle has validated the embodied viewpoint by illustrating that perceptual 

processes are not merely receptive but actively engage with and shape the environment, 

thereby strengthening the argument that cognition is deeply interlinked with action (Prinz, 

1997). Further credence comes from the domain of social cognition, where the discovery of 

mirror neurons has offered a neurobiological mechanism to support the idea that 

understanding others’ actions and emotions is anchored in one’s own embodied 

experiences (Gallese & Goldman, 1998). Moreover, studies in psycholinguistics, such as 
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those focused on sentence comprehension, have demonstrated that language processing 

often involves mental simulation of sensory and motor experiences, thereby bolstering the 

embodied framework (Zwaan & Taylor, 2006). Collectively, these empirical findings not only 

substantiate the theoretical claims of embodiment but also offer a methodological pathway 

for multidisciplinary research, affirming the embodied perspective as an empirically 

grounded and versatile approach in cognitive science. 

 

1.1.2. Cognitive Models of Action Representation.  

Cognitive models primarily focus on the mental structures and processes that facilitate 

action representation. Cognitive models of action representation aim to elucidate how 

actions are mentally coded, planned, and executed. These models address various cognitive 

processes, including attention, memory, and decision-making, and they often integrate 

insights from psychology, neuroscience, and computational modelling.  

 

Ideomotor theories propose a fundamental integration between action and perception by 

positing that actions are mentally represented through their sensory consequences. This 

concept traces its roots back to William James in the late 19th century, who argued that 

merely thinking about the effects of a particular action could suffice to initiate that action 

(James, 1890). Modern adaptations of this theory, such as the Theory of Event Coding (TEC), 

further elaborate on this by suggesting a common representational medium for both 

perceptual events and actions (Hommel et al., 2001). In this framework, actions are not 

merely coded as isolated motor commands but are instead linked bidirectionally with their 

anticipated sensory outcomes. This linkage allows for a more adaptive and flexible 

behaviour, as imagining or perceiving a desired outcome can automatically activate the 
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corresponding motor program required to achieve that outcome. Thus, ideomotor theories 

offer a robust cognitive model for understanding how actions are planned and executed, 

emphasizing the reciprocity between sensory experiences and motor activities, and they 

have been supported by a wide range of empirical studies spanning cognitive psychology 

and neuroscience (Hommel et al., 2001). 

 

Motor Schema Theory, originally proposed by Richard A. Schmidt in 1975, postulates that 

actions are represented in the form of generalized motor programs or schemas. These 

schemas serve as abstract templates that guide motor behaviour by encapsulating the 

invariant features of an action, such as the sequence and relative timing of movements, 

while allowing for flexibility through adjustable parameters like force and direction 

(Schmidt, 1975). According to the theory, executing a particular movement involves 

activating a relevant motor schema and specifying its open parameters based on the current 

task and environmental context. This enables the production of a wide range of specific 

movements using a limited set of generalized representations, thus offering an efficient 

mechanism for motor control. The theory has been influential in the fields of motor learning 

and control, and it has been supported by empirical research demonstrating that individuals 

can adapt generalized motor schemas to novel tasks and conditions. Its strength lies in its 

ability to account for both the stability and flexibility observed in human motor behaviour, 

providing a unifying framework for understanding how actions are mentally represented 

and executed (Schmidt, 1975). 

 

The Affordance Competition Hypothesis is a model that aims to explain how actions are 

selected and executed in complex, dynamic environments. Developed by Paul Cisek, this 
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hypothesis posits that multiple action possibilities, or "affordances," are simultaneously 

processed and represented by the nervous system whenever an individual encounters 

objects in the environment. These affordances inherently provide various potential actions 

that can be performed with regard to the object— for instance, a cup on a table affords 

gripping, lifting, or pushing (Cisek, 2007). According to the hypothesis, these affordances 

compete for selection based on a variety of factors, including current task goals, attentional 

focus, and prior experience. Essentially, the action that is most consistent with the 

individual's goals and the current contextual factors will "win" this competition and be 

executed. This competition is thought to occur at multiple neural levels, involving both 

cortical and subcortical structures, and enables rapid and flexible responses to changing 

environmental conditions (Cisek, 2007; Cisek & Kalaska, 2010). The Affordance Competition 

Hypothesis offers an integrated framework that accommodates both the reactive and 

planned aspects of action. It accounts for how immediate perceptual cues and longer-term 

goals can jointly influence action selection. Moreover, this hypothesis has received empirical 

support from neurophysiological studies, which show that multiple potential actions are 

represented in parallel in motor-related areas of the brain and that these representations 

are modulated by various factors such as attention and task demands (Cisek & Kalaska, 

2005). 

 

Internal Models, deeply rooted in principles from control theory, propose that the brain 

employs computational frameworks to manage interactions with the surrounding 

environment. These models primarily consist of forward and inverse components, each 

serving a distinct function in action planning and control. Forward models predict the 

sensory consequences of motor commands, acting as a simulator that allows the system to 
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anticipate the outcomes of potential actions before they are executed. This predictive ability 

is crucial for tasks that require rapid adjustments, as it circumvents the latency inherent in 

sensory feedback loops (Wolpert & Ghahramani, 2000). Inverse models, on the other hand, 

are tasked with generating the motor commands necessary to achieve specific sensory 

outcomes. In other words, given a desired state or goal, the inverse model determines the 

set of motor commands that will realize this state. This is particularly useful for actions that 

require high precision, such as reaching for an object or articulating speech (Wolpert & 

Kawato, 1998). Both types of internal models interact cohesively, enabling a comprehensive 

and adaptable action control system. For example, a forward model could be used to 

simulate the outcomes of several possible actions generated by an inverse model, allowing 

for an informed selection based on predicted consequences. Importantly, these internal 

models are not static; they are updated and refined through experience and sensory 

feedback, ensuring an adaptive interaction with a dynamic environment (Kawato, 1999). 

The concept of internal models has gained substantial empirical support from neuroscience 

research, particularly studies that use neuroimaging techniques to identify brain regions 

associated with predictive coding and motor planning. Such research highlights the role of 

areas like the cerebellum in the instantiation and updating of internal models (Imamizu et 

al., 2000). 

 

The Two-Visual-System Hypothesis, proposed by Milner and Goodale in 1995, posits that the 

brain has two specialized pathways for processing visual information, each serving distinct 

functions related to action representation. The ventral stream, often termed the "what" 

pathway, processes object characteristics such as shape, colour, and texture, thereby 

contributing to object identification and recognition. This stream primarily extends from the 
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primary visual cortex to the inferior temporal cortex and is crucial for tasks that require 

conscious perception and recognition (Milner & Goodale, 1995; Goodale & Milner, 1992). 

Conversely, the dorsal stream, also known as the "where" or "how" pathway, is responsible 

for guiding actions in space. It extends from the primary visual cortex to the posterior 

parietal cortex and is involved in spatial processing, motion detection, and action planning. 

Unlike the ventral stream, which facilitates conscious recognition, the dorsal stream 

operates largely outside of conscious awareness to guide real-time actions, such as grasping 

or navigating (Milner & Goodale, 1995). The Two-Visual-System Hypothesis offers a 

framework to understand how the brain efficiently segregates and integrates visual 

information for different functional needs. According to this model, the ventral stream is 

optimized for creating a stable perceptual representation of the world, while the dorsal 

stream is specialized for transforming visual information into coordinated motor responses. 

This functional segregation allows for the parallel processing of visual information, enabling 

complex interactions with the environment (Goodale & Westwood, 2004). Empirical 

evidence for the Two-Visual-System Hypothesis has come from a variety of sources, 

including neuroimaging studies, lesion studies, and psychophysical experiments. Such 

research has demonstrated, for example, that damage to the ventral stream impairs object 

recognition but leaves action-guiding abilities largely intact, and vice versa for damage to 

the dorsal stream (Milner et al., 1991; Goodale et al., 1991).  

 

The notion of a third visual pathway emerged as researchers found evidence for neural 

circuits that seem to be specialized for functions not easily categorized under the "what" or 

"where" dichotomies. For instance, some studies have suggested that there may be a 

separate pathway that deals with the "why" question, meaning it processes information 
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related to the intentions or goals associated with observed actions (Mishkin & Ungerleider, 

1982; Rizzolatti et al., 2001). Other postulations include a pathway for "non-conscious" 

vision, or one specifically dedicated to processing social cues (Allison, Puce, & McCarthy, 

2000). Recently, Pitcher and Ungerleider (2021) proposed a third visual pathway that would 

be responsible for processing dynamic social cues and encompasses various higher socio-

cognitive functions, involving tasks such as recognizing facial expressions, discriminating eye 

gaze, integrating audiovisual speech, and interpreting the actions and behaviours of other 

biological organisms (Pitcher & Ungerleider, 2021).     

 

1.1.3. Neural Representation of Action.  

Our understanding of how actions are represented in the brain has expanded dramatically 

with advances in neuroimaging. This section aims to give an overview of various 

neuroanatomical structures which had been shown to be involved in action representation. 

The history of identifying neural correlates for actions dates back to the late 19th and early 

20th centuries, with seminal work carried out by researchers such as David Ferrier and 

Wilder Penfield. Ferrier, in the 1870s, used electrical stimulation on the cerebral cortices of 

animals to map out motor functions, providing one of the earliest insights into how actions 

may be neurally represented (Ferrier, 1876). However, these early investigations gained 

considerably more detail and rigor with the work of Penfield in the mid-20th century. 

Wilder Penfield, a neurosurgeon, performed a series of groundbreaking experiments where 

he electrically stimulated the cerebral cortices of conscious human patients undergoing 

surgery for epilepsy. Through this, Penfield created detailed cortical maps, including those 

of the primary motor cortex, demonstrating the localization of function for various motor 

actions (Penfield & Boldrey, 1937). These studies laid down the foundational understanding 
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that specific regions of the cortex are linked to particular motor outputs, effectively acting 

as an early form of neural representation for actions. 

 

The discovery of mirror neurons in the 1990s provided further complexity to the 

understanding of how actions are represented in the brain, not just in the context of 

execution but also in observation and understanding (Di Pellegrino et al., 1992; Rizzolatti & 

Craighero, 2004). The premotor cortex (PM), particularly the ventral part, serves as a home 

for mirror neurons, which are essential for understanding and imitating actions (Rizzolatti & 

Craighero, 2004). This area works closely with the inferior parietal lobule, another region 

rich in mirror neurons, to integrate sensory and motor information for action 

representation. Adjacent to the premotor cortex lies the primary motor cortex (M1), 

responsible for the execution of voluntary movements. It is the final cortical station that 

translates action plans into motor commands that orchestrate muscle contractions (Toga & 

Mazziotta, 2002). This cortex often communicates with the basal ganglia, which are crucial 

for action selection and initiation (Graybiel, 2008). The basal ganglia (BG) work in a loop 

with various cortical regions to fine-tune motor control and are considered pivotal in 

shaping both voluntary and habitual actions.  

 

The supplementary motor area (SMA) adds another layer to action representation by being 

actively involved in the planning and coordination of complex movements. This includes 

generating sequences of actions and may involve functions ranging from simple motor 

preparation to higher-order tasks like planning (Nachev et al., 2008). The posterior parietal 

cortex is another important region that engages in action planning by transforming sensory 

input, particularly visual and somatosensory information, into action plans. This 
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transformation process often involves collaboration with the frontal motor areas like the 

SMA and the premotor cortex (Andersen & Cui, 2009). Furthermore, the cerebellum, long 

associated merely with motor control, has come to be understood as instrumental in action 

prediction. It plays a role in maintaining internal models that anticipate the sensory 

outcomes of actions (Wolpert et al., 1998). The prefrontal cortex, particularly the 

dorsolateral region, also weighs in on action representation by engaging in higher-order 

planning and decision-making processes that ultimately inform motor outputs (Badre & 

D'Esposito, 2009).  

 

Basal Ganglia and Cerebellum play crucial roles in motor control, procedural memory, and 

coordination of movements. The involvement of both structures in procedural memory has 

been emphasized in multiple studies. Doyon et al. (2009) suggest that both Basal Ganglia 

and Cerebellum are engaged during the learning of motor sequences and contribute to 

different aspects of motor skill acquisition. The Basal Ganglia are implicated in a variety of 

functions including motor control, executive functions, and behaviours. Regarding motor 

control, they are crucial for both initiating voluntary movements and inhibiting involuntary 

ones. A review by Graybiel (2008) discussed the Basal Ganglia's role in habit formation and 

procedural learning, which are crucial for efficient motor control. Moreover, a study by 

Klaus et al. (2019) delved into the mechanisms by which the Basal Ganglia contribute to 

movement selection and initiation. The Cerebellum has been traditionally associated with 

the fine-tuning of motor actions and is believed to store internal models that predict the 

sensory consequences of motor commands (Wolpert, Miall, & Kawato, 1998). Recent 

research by Sokolov et al. (2017) extends this role to include contributions to cognitive 

functions such as working memory, attention, and emotional regulation, suggesting a more 
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comprehensive role than just motor coordination. Therefore, both the Basal Ganglia and the 

Cerebellum are vital for the efficient execution and coordination of movements, the storage 

of procedural memories, and ensuring smooth motor output. Advanced neuroimaging 

techniques and computational models continue to elaborate on the distinct yet 

complementary roles these structures play in neural circuitry underlying motor control. 

Lastly, the dual-stream hypothesis identifies the dorsal and ventral visual streams as pivotal 

in action representation. The dorsal stream is oriented toward spatial awareness and the 

real-time guidance of actions, while the ventral stream is geared toward object 

identification and recognition (Milner & Goodale, 1995).  

 

The recent third visual pathway model proposed by Pitcher and Ungerleider (2020) extends 

on the lateral surface of the brain, from the primary visual cortex (V1) to the middle 

temporal area (MT/V5) and to the posterior/anterior superior temporal sulcus (p/aSTS). This 

third visual pathway takes into account two decades of work in the domain of visual social 

perception, specialized in neural computations of dynamic cues necessary for social 

perception (Pitcher & Ungerleider, 2020). These structures often work in concert, 

interconnected through complex neural networks, to enable the diverse range of human 

actions. Understanding how these areas interact to represent actions is an ongoing area of 

research, employing a variety of methodologies from neuroimaging to lesion studies. 

 

Action Observation Network (AON). The development of functional magnetic resonance 

imaging (fMRI) techniques further facilitated the identification of a network of brain regions, 

now referred to as the Action Observation Network (AON), which are activated during 

action observation and are thought to serve similar functions as the mirror neuron system in 
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macaques (Rizzolatti & Craighero, 2004; Rizzolatti & Sinigaglia, 2010).  The Action 

Observation Network (AON) is a neural system implicated in the perception and 

understanding of actions performed by others (Rizzolatti & Sinigaglia, 2010; Molenberghs, 

Cunnington, & Mattingley, 2012). This network encompasses multiple brain regions, such as 

the inferior frontal gyrus (IFG) (Rizzolatti & Craighero, 2004), the posterior parietal cortex 

(PPC) (Caspers et al., 2010), and the superior temporal sulcus (STS) (Allison, Puce, & 

McCarthy, 2000), among others. The AON is posited to serve as a neural basis for action 

understanding, imitation, and possibly even for the comprehension of others' intentions and 

emotions (Rizzolatti & Sinigaglia, 2010; Caspers, Zilles, Laird, & Eickhoff, 2010). A key feature 

of the AON is its role in activating mirror neurons, which are neurons that fire both when an 

individual performs an action and when they observe the same or similar action performed 

by another (Rizzolatti & Craighero, 2004). The AON is thought to be integral to the learning 

of new motor skills through imitation (Cook et al., 2014). It is also implicated in social 

cognitive functions such as empathy and theory of mind, which involves attributing mental 

states to oneself and others (Keysers & Gazzola, 2014). Moreover, disruptions in the AON 

have been observed in conditions like autism spectrum disorder (ASD), which is 

characterized by impairments in social interaction and communication (Hamilton, 2013). 

Advancements in neuroimaging have allowed for the precise localization and functional 

mapping of the AON. Techniques such as functional magnetic resonance imaging (fMRI) and 

magnetoencephalography (MEG) have been employed to study how the AON is activated 

during action observation and how it interacts with other brain networks (Molenberghs, 

Cunnington, & Mattingley, 2012). 

Despite the influential role attributed to the mirror neuron system (MNS), several 

researchers have raised critical perspectives challenging its centrality in action 
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representation and embodiment. Hickok (2009) identified several problems with the mirror 

neuron theory, arguing that empirical data from both monkey studies and human 

neuroimaging do not conclusively support the necessity of mirror neurons for action 

understanding. Hickok presents eight specific issues, including the lack of direct evidence for 

mirror neuron involvement in understanding actions, discrepancies in data interpretation, 

and the need for alternative explanations that do not rely on mirror neuron activity (Hickok, 

2009). Mikulan et al. (2015) propose a distributed network view of language and action 

processing, suggesting that mirror neurons might facilitate understanding without being 

directly responsible for action semantics. This perspective emphasizes a more holistic 

approach, where mirror neurons are part of a broader neural network that includes multiple 

regions and pathways. Such a network could support action understanding through 

integrative and distributed processes rather than a single, specialized system. Lingnau, 

Gesierich, and Caramazza (2009) highlight the variability in mirror neuron responses 

depending on the context and the specific actions being observed or executed. They argue 

that this variability challenges the notion of mirror neurons having a fixed role in action 

representation. Instead, their activation might be more context-dependent and influenced 

by other cognitive processes, suggesting that mirror neuron activity alone is insufficient to 

account for the complexity of action understanding. 

 

In summary, while mirror neurons have been proposed as a crucial element in the neural 

representation of actions, several critical perspectives challenge this view. These critiques 

emphasize the need for more nuanced and comprehensive models that consider the 

distributed and context-dependent nature of neural processes involved in action 

understanding. Action representation in the brain is not localized to a single region or group 
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of neurons, but involves a network of interconnected neuroanatomical structures. Each 

contributes uniquely to the different facets of action understanding, planning, selection, and 

execution. 

 

1.1.4. Embodiment: Bridging the Gap.  

The concept of embodiment is founded on the notion that cognition is deeply rooted in the 

body's interactions with the world. Several models and theories have been proposed to 

explain the role of embodiment in cognition, including action representation. Some early 

models could be considered a form of proto-embodiment theories. An example would be 

the Extended Mind Hypothesis, a philosophical perspective suggesting that cognitive 

processing is not confined to the brain but extends into the body and the environment, 

making the entire system a cognitive unit (Clark & Chalmers, 1998). Another example is 

Sensorimotor Contingency Theory, which suggests that perception is constituted by an 

individual's mastery of sensorimotor contingencies, the laws that govern the sensory 

changes brought about by motor actions (O'Regan & Noë, 2001). Another good example is 

the Action-Specific Perception Model, which proposed that perception is tailored for action, 

so that what we perceive in the environment is directly influenced by our capacity to act 

upon it (Proffitt, 2006). 

 

In the early 1990’s, mirror neurons changed everything. The discovery was initially made in 

macaque monkeys while the researchers were studying the neural mechanisms of motor 

action. They observed that specific neurons in the ventral premotor cortex (area F5) fired 

not only when the monkey performed a specific action, such as grasping an object, but also 

when the monkey observed another individual (either another monkey or a human) 
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performing the same action (Di Pellegrino et al., 1992; Rizzolatti et al., 1996). There was 

direct evidence of neurons in motor areas firing when observing actions performed by 

another, suggesting a neurobiological basis for embodiment (Rizzolatti & Craighero, 2004). 

Mirror Neuron System Theories leveraged neurophysiological findings about mirror neurons 

to argue that the neural substrates for action, perception, and cognition are inherently 

linked.  

 

Embodied Cognition Theory proposed that cognitive processes are intrinsically linked to and 

grounded in bodily experiences, a departure from traditional views of cognition as abstract 

and detached from the physical world (Barsalou, 1999; Wilson, 2002). According to this 

perspective, the very nature of an individual's bodily interactions with the environment 

plays a pivotal role in shaping perceptual experiences and cognitive functions (Glenberg, 

1997). The theory extends its influence on a range of cognitive phenomena, from 

conceptual understanding to memory processes. For instance, Barsalou (1999) suggests that 

cognitive representations are not merely abstract symbols but are perceptual simulations 

that engage the same neural systems used in sensory and motor processes. This theory is 

supported by neuroscientific evidence showing activation in sensory and motor regions 

during cognitive tasks (Gallese & Lakoff, 2005). The concept also relates to language 

comprehension, as words and phrases can activate sensory-motor regions of the brain, 

implicating a deep-seated relationship between language and embodiment (Pulvermüller, 

2013). Furthermore, embodied cognition has implications for memory, positing that 

memories are richer and more easily retrievable when associated with sensory experiences 

(Versace et al., 2014). Overall, Embodied Cognition Theory has brought a paradigm shift by 
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integrating the body into the cognitive process, demonstrating that cognition is not just a 

function of the mind but is fundamentally shaped by bodily interactions with the world. 

 

Grounded Cognition serves as an extension and refinement of Embodied Cognition, 

incorporating additional elements that emphasize the rootedness of cognitive processes in 

bodily experiences (Barsalou, 2008; Pezzulo et al., 2012). While Embodied Cognition posits 

that cognitive processes are deeply tied to bodily interactions with the environment, 

Grounded Cognition goes further by highlighting the roles of simulations, bodily states, and 

situated action in cognitive function (Barsalou, 2008; Glenberg & Gallese, 2012). 

Simulations refer to the mental reconstructions of sensory and motor experiences, and 

these serve as a fundamental mechanism for various cognitive tasks such as object 

recognition, problem-solving, and even language comprehension (Barsalou, 2008; Zwaan, 

2014). Bodily states are viewed not merely as byproducts of cognitive processes but as 

integral elements that inform emotional and cognitive evaluations (Niedenthal, 2007). For 

instance, physiological changes, such as heart rate or muscular tension, can shape and 

inform cognitive appraisals and decision-making (Bechara et al., 1997). Situated action 

refers to the contextual dependency of cognitive processes, proposing that cognition is not 

an isolated, decontextualized mechanism but is directly shaped by its environmental and 

social contexts (Clark, 1997; Robbins & Aydede, 2009). Grounded Cognition argues that 

knowledge is not an abstract construct stored in the mind, but is instead grounded in the 

sensorimotor systems, thereby uniting cognition with action and perception (Barsalou, 

2008). 
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Embodiment is a broad area of study that suggests that motor resonance participates in 

several higher order processes. However, the exact role played by specific brain structures 

and/or actual mirror neurons in these processes varies greatly across theories and authors.  

Critics of the Mirror Neuron System (MNS) theories have raised substantial concerns 

regarding the oversimplification of the role of mirror neurons in embodiment and cognitive 

processes. While early interpretations of mirror neurons suggested a direct link between 

action understanding and motor simulation (Rizzolatti & Sinigaglia, 2010), subsequent 

research has highlighted the complexity of the MNS and its interactions with other neural 

systems (Hickok, 2009). Furthermore, the specificity of mirror neurons has been questioned, 

as studies have demonstrated variability in their response properties and functional roles 

across different contexts and tasks (Kilner et al., 2007). 

 

It has been argued that attributing cognitive functions solely to mirror neurons neglects the 

broader neural networks and cognitive processes involved in embodiment (Grafton & 

Hamilton, 2007). For instance, while mirror neurons may play a role in action understanding, 

they do not fully account for the rich perceptual experiences and cognitive processes 

involved in embodied cognition (Hommel et al., 2009). Additionally, the assumption that 

mirror neurons directly translate observed actions into motor representations overlooks the 

influence of higher-order cognitive processes, such as intention understanding and 

contextual knowledge, in action perception (Jacob & Jeannerod, 2005). 

 

While the discovery of MNs has significantly advanced the field of cognitive neuroscience, 

critical perspectives urge caution against overreliance on MNs as the sole explanation for 

embodied cognition. These critiques highlight the importance of integrating MN research 
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with broader cognitive and neural frameworks to develop a more comprehensive 

understanding of action representation and embodiment. This integrative approach ensures 

a balanced view that recognizes the contributions of both MNs and other neural systems in 

cognitive processes. 

 

Challenges and Future Directions. While great strides have been made in understanding 

action representation, challenges persist. For instance, how specific are these neural 

representations? Do they cater to general categories of actions or specific, nuanced 

movements? Furthermore, the debate between localized vs. distributed representations of 

action continues to be a contentious topic. 

 

In conclusion, it could be said that action representation embodies the intricate interplay 

between cognitive models and neural mechanisms. The embodiment perspective offers a 

unique lens, suggesting that our very physicality deeply influences the ways in which we 

mentally represent and understand actions. 

 

1.2. Body perception & movement perception 

The human body, with its intricate dance of muscles, bones, and neurons, is a marvel in 

motion. This section explores two interconnected realms: how we perceive our own bodies 

(body perception) and how we interpret the movement of bodies, both our own and others' 

(movement perception). Together, these domains shed light on the profound ways in which 

humans navigate and understand the world. 
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1.2.1. Neural representation 

The history of identifying brain areas representing a topographic map of our body 

dates back to the late 19th and early 20th centuries, with seminal work carried out by 

researchers such as David Ferrier and Wilder Penfield. Ferrier, in the 1870s, used electrical 

stimulation on the cerebral cortices of animals to map out motor functions, providing one of 

the earliest insights into how actions may be neurally represented (Ferrier, 1876). However, 

these early investigations gained considerably more detail and rigor with the work of 

Penfield in the mid-20th century. 

 

Wilder Penfield, a neurosurgeon, performed a series of groundbreaking experiments where 

he electrically stimulated the cerebral cortices of conscious human patients undergoing 

surgery for epilepsy. Through this, Penfield created detailed cortical maps, including those 

of the primary motor cortex, demonstrating the localization of function for various motor 

actions (Penfield & Boldrey, 1937). These studies laid down the foundational understanding 

that specific regions of the cortex are linked to particular motor outputs, effectively acting 

as an early form of neural representation for actions. Since 1937’s study “Somatic motor 

and sensory representation in the cerebral cortex of man as studied by electrical 

stimulation”, we have been looking at an incomplete picture, the sensorimotor 

representation of the “man” instead of human. Although, in 2013, Paula M. Di Noto, Leorra 

Newman, Shelley Wall and Gillian Einstein published an article addressing how limited this 

representation still is, and clustered evidence pointing towards the “Hermunculus” (Di Noto 

et al., 2013).  This study brings neurophysiological reports since Penfield, together with 

more recent neuroimaging studies, proposing two main candidates for the representation 

of female somatosensory cortex (see figure XX, adapted from Di Noto et al., 2013). 
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Figure XX (Fig. 0). Hermunculus: a more inclusive body representation in the brain. Two versions of 

the somatosensory homunculus were elaborated by Di Noto and colleagues (2013), each based on 

human female mapping research and showing varying placements for the genital region. For 

contextual understanding, Penfield's homunculus was outlined in grey dashes, highlighting the 

uncharted areas of the female somatosensory cortex (adapted from Di Noto et al., 2013). 

 

1.2.2. Body Perception: An Overview 

Body perception goes beyond mere physical awareness; it's the mental representation and 

understanding of one's own body. It refers to the multifaceted cognitive and neural 

processes through which individuals become aware of and interpret bodily signals, position, 

and appearance. At the heart of body perception is the concept of body schema, an 

organized model of the body in space that assists in motor control and action planning 

(Gallagher, 2005). This schema is not static but continuously updated through sensorimotor 

experiences. Body perception is shaped through various sensory modalities including 

proprioception, the sense of body position; interoception, the sense of internal bodily 

states; and exteroception, the sense of external stimuli like touch and temperature (Craig, 

2002). These sensory signals are integrated in regions like the somatosensory cortex, 

posterior parietal cortex, and insular cortex (Ehrsson, 2012).  
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Body perception is also closely related to the phenomenon of embodiment, where cognitive 

functions are influenced and shaped by the body's interactions with the environment 

(Barsalou, 1999). The theory of embodied cognition suggests that body perception is not 

just a passive process but also actively shapes cognitive functions, such as attention, 

memory, and even social cognition (Niedenthal et al., 2005). In clinical contexts, disruptions 

in body perception are observed in a range of conditions such as anorexia nervosa, body 

dysmorphic disorder, and certain neuropsychological syndromes like somatoparaphrenia 

and hemispatial neglect (Feusner et al., 2010; Vallar & Ronchi, 2009). Technological 

advances, like neuroimaging, have further enriched our understanding of the neural 

substrates underlying body perception, with the insular cortex, for example, being 

implicated in interoceptive awareness (Craig, 2009). 

 

Proprioception: The Sixth Sense.  

Proprioception refers to the sensory modality that enables individuals to perceive the 

position and movement of their body parts in space, independent of visual input. 

Originating from Latin roots "proprius," meaning "one's own," and "capio," meaning "to 

take or grasp," proprioception is fundamental to a host of activities that require 

coordination and spatial awareness (Sherrington, 1907). This form of perception is mainly 

facilitated through specialized sensory receptors known as proprioceptors, which are 

located in muscles, tendons, and joints. Proprioceptors provide continuous feedback to the 

central nervous system about changes in muscle length, tension, and joint angles (Proske & 

Gandevia, 2012). These signals are integrated within the central nervous system, particularly 

in the cerebellum, posterior parietal cortex, and the somatosensory cortex, to form a 

coherent representation of body position (Wolpert, Goodbody, & Husain, 1998). 
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Proprioception is crucial for a range of functions, from basic ones like posture control and 

locomotion to more complex actions like coordinated movements and skilled tasks. It also 

plays a critical role in the planning and control of movement, serving as a core feedback 

mechanism for motor learning and adaptation (Shadmehr & Krakauer, 2008). Deficits in 

proprioception can arise due to neurological conditions such as stroke, peripheral 

neuropathies, or musculoskeletal disorders and can significantly impact motor skills and 

daily functioning (Rothwell et al., 1982). 

 

1.2.3. Movement Perception 

The ability to discern movement is critical, whether for interpreting a dancer's performance 

or predicting a predator's trajectory. Movement perception encompasses the recognition, 

interpretation, and prediction of motion in both animate and inanimate objects, including 

one's own body. This perception is integral to a wide range of activities, from basic 

navigation to complex social interactions. Visually, movement perception is largely 

mediated by specialized motion-sensitive cells found in the primary visual cortex (area V1) 

and other specialized areas like V5/MT (middle temporal area) (Born & Bradley, 2005). 

The phenomenon is not merely a bottom-up process triggered by retinal inputs but involves 

top-down influences like attention, expectation, and prior knowledge (Treue, 2003). For 

example, the interpretation of biological motion, such as the movements of other humans, 

is influenced by both low-level visual cues and higher-level cognitive processes, including 

theory of mind and social cognition (Blake & Shiffrar, 2007). 

 

In the field of multisensory integration, movement perception is often a product of 

converging information from various sensory modalities. Besides visual information, 
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auditory, vestibular, and proprioceptive inputs contribute to the accurate perception and 

interpretation of motion (Angelaki & Cullen, 2008; Butler et al., 2011). This multisensory 

integration takes place in specialized brain regions such as the superior colliculus and 

posterior parietal cortex (Stein & Stanford, 2008). Clinically, impairments in movement 

perception can manifest in several conditions, including akinetopsia, a rare neurological 

disorder where an individual loses the ability to perceive motion (Zeki, 1991). 

 

Biological motion refers to the specialized perception and interpretation of motion cues that 

originate from biological entities, such as humans and other animals. It involves the ability 

to recognize and understand complex movements like walking, running, or dancing based 

on often sparse visual information (Johansson, 1973). These cues may consist of point-light 

displays (PLD), where only the joints or other key features of the moving entity are visible, 

and yet observers can readily discern the type of movement and attribute it to a biological 

source (Blake & Shiffrar, 2007). The study of biological motion is not merely an academic 

exercise but serves a host of adaptive functions. It plays a vital role in social cognition, 

enabling individuals to identify actions, intentions, and emotions of others (Heberlein, 

Adolphs, Tranel, & Damasio, 2004). Moreover, the ability to perceive biological motion has 

been found to be present from early infancy, suggesting that it may be innate to some 

extent (Fox & McDaniel, 1982). Neuroscientific investigations have pinpointed several brain 

regions involved in the perception of biological motion, including the superior temporal 

sulcus (STS), the fusiform body area (FBA), and the extrastriate body area (EBA) (Grossman 

et al., 2000; Downing et al., 2001). The STS, in particular, has been highlighted for its role in 

interpreting the 'animacy' and 'intentionality' of observed movements (Allison, Puce, & 

McCarthy, 2000). Clinical research suggests that impairments in biological motion 
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perception can be symptomatic of various conditions, such as autism spectrum disorders, 

where individuals may struggle to correctly interpret social cues from body movements 

(Kaiser & Shiffrar, 2009). In conclusion, humans are extremely good at recognizing 

movements specific to living organisms. The PLDs of human walkers, despite their simplicity, 

are effortlessly recognized, highlighting our innate sensitivity to biological motion. 

 

Interconnection Between Body and Movement Perception. Both these domains are deeply 

intertwined. A dancer's understanding of their own body influences their interpretation of 

another's dance. Similarly, observing others can refine one's own motor skills. From a 

theoretical perspective, body perception provides the baseline, spatially and temporally, 

upon which movement is understood (Blake & Shiffrar, 2007). That is, a coherent sense of 

one's body—its size, orientation, and position—forms the context for perceiving and 

interpreting both self-generated and externally observed movement (Ehrsson, 2007). 

In terms of empirical significance, research in cognitive neuroscience has shown that several 

brain areas participate in both body and movement perception. These include the posterior 

parietal cortex (PPC), superior temporal sulcus (STS), and extrastriate body area (EBA), 

among others (Downing et al., 2001; Grossman et al., 2000). For instance, the STS plays a 

role in recognizing biological motion, while also contributing to the understanding of body-

related social cues (Allison, Puce, & McCarthy, 2000). Meanwhile, the EBA is involved in the 

visual processing of body parts and is activated during the observation of human motion 

(Astafiev et al., 2004). Importantly, these neural systems do not work in isolation but are 

interconnected. For example, the perception of body orientation can influence the 

perceived direction of movement (Lenggenhager et al., 2007). Further, the phenomenon of 

"motor resonance" suggests that observing an action activates similar neural circuits as 
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performing that action, indicating a link between action representation and body perception 

(Rizzolatti et al., 2001). 

 

In summary, body and movement perception are mutually influential and share overlapping 

neural substrates. Their interconnection serves adaptive functions, facilitating not only 

motor coordination but also social interaction and communication. Given the centrality of 

these perceptual processes in human cognition, their integrated study remains a crucial 

area of research in cognitive psychology and neuroscience, highlighted by embodiment 

perspectives. 

 

1.3. Attention: bottom-up and top-down modulations 

Human perception is a dance between the raw data our senses provide and the 

interpretations our brain imposes. The act of selecting specific information for further 

processing is commonly known as attention. This chapter will introduce the main models of 

attention relevant to actions and explore the intricate interplay between bottom-up sensory 

processes, where information flows from our sensory organs to higher brain regions, and 

top-down modulation, where higher cognitive functions influence the processing of sensory 

information.  

 

Attentional models serve as frameworks to understand how organisms allocate their 

resources to process specific pieces of information from their environment. Attention 

models have evolved significantly from early Broadbent's Filter Model (1958) and 

Kahneman's (1973) Capacity Model, to nuanced theories that take into account multiple 

cognitive and neurological factors. The seminal 1986 work "Attention to Action: Willed and 
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Automatic Control of Behavior" by Donald A. Norman and Tim Shallice introduced a two-

tiered framework for understanding attention and action control. The model delineated two 

systems: Contention Scheduling and the Supervisory Attentional System (SAS). Contention 

Scheduling operates at a lower cognitive level to manage routine, automatic tasks using a 

set of competing "schemas”, which are activated (via a “trigger data base”) by relevant 

sensory input. Conversely, the SAS, influenced by Shallice's earlier work on executive 

functions (Shallice, 1982), operates at a higher cognitive level, coming into play during novel 

or conflict circumstances requiring deliberate attention and goal-directed action. This model 

had the unique contribution of highlighting the dual nature of attention, incorporating both 

automatic (bottom-up) and goal-directed (top-down) processes. This model has also 

inspired empirical research aiming to locate the neural substrates of the SAS, typically 

identifying regions within the prefrontal cortex as critical nodes (Miller & Cohen, 2001). In 

summary, Norman and Shallice's 1986 model provides a robust framework for 

understanding the automatic and controlled aspects of attention and action.  

 

1.3.1. Interplay between Bottom-up and Top-down Processes 

Since Norman & Shallice’s model, attention has been often divided into two major types: 

stimulus-driven (also known as exogenous or bottom-up) and goal-directed (endogenous or 

top-down) attention. Stimulus-driven attention is activated by conspicuous features of 

external stimuli, leading to automatic processing of that information. On the other hand, 

goal-directed attention originates from internal cognitive processes, where information is 

intentionally sought based on individual goals or preferences (Connor et al., 2004; Corbetta 

& Shulman, 2002; Itti & Koch, 2001). While attention can be directed toward various 

sensory modalities through either stimulus-driven or goal-directed mechanisms, research 
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has primarily focused on attention within the visual system (for a review see Katsuki & 

Constantinidis, 2014). 

 

Early research in psychophysics indicated that in searches dictated by stimulus-driven 

(bottom-up) factors, targets readily "pop out" when they possess distinct features like 

colour or orientation compared to the background. These targets can be processed 

simultaneously, obviating the need to scan each element individually (Duncan & 

Humphreys, 1989; Treisman & Gelade, 1980). Conversely, when a search is driven by goal-

directed (top-down) factors and there is little feature-based distinction between target and 

background, a deliberate, element-by-element scrutiny is required to identify the target 

(Wolfe & Horowitz, 2004). While these two modes of attention are often discussed as 

separate entities and are thought to engage different neural circuits and anatomical 

structures, they typically interact in real-world experiences, as highlighted in models of 

visual search (Wolfe, 2010). Studies involving patients with cortical lesions have further 

suggested specialized roles for subregions of the parietal cortex in these different 

attentional systems, but also underscored their interconnectivity (Shomstein, 2012; 

Shomstein et al., 2010). 

 

Theoretical models often posit that attention is allocated to the most prominent stimulus, 

location, or feature generating the strongest neural response (Desimone & Duncan, 1995; 

Koch & Ullman, 1985; Wolfe, 1994). This idea often manifests as a "saliency map", where 

each feature type is processed in its own map, and these are subsequently integrated into a 

global saliency map. Attention is supposed to be oriented to the area on the map with the 

highest activation (Koch & Ullman, 1985). However, attention is not solely determined by 
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inherent stimulus saliency; it's also influenced by its relevance to ongoing objectives, as 

emphasized in early visual search models (Wolfe, 1994). This has led to the proposal of a 

"priority map" that combines both stimulus-driven and goal-directed factors (Bisley & 

Goldberg, 2010; Serences & Yantis, 2006). Even when considered separately, both modes of 

attention often activate the same network of parietal and prefrontal cortical areas, lending 

support to the concept of a priority map influenced by both stimulus-driven and goal-

directed factors (Katsuki & Constantinidis, 2012b). 

 

1.3.2. Neurological Insights 

Bottom-up attention in the visual domain initiates with elementary visual processing that 

takes place along the neural pathways of the visual cortex. Originating from the primary 

visual cortex (V1), feed-forward neural signals move upwards to various cortical regions, 

splitting into two primary visual streams: the ventral pathway, which focuses on object 

identification and feature recognition, and the dorsal pathway, concerned with spatial 

orientation and motion perception (Ungerleider & Haxby, 1994; Ungerleider & Mishkin, 

1982). These cortical streams are arranged in a hierarchical fashion, where receptive fields 

expand and functional attributes become increasingly intricate as neural inputs travel from 

the early to the later stages of these pathways (Felleman & Van Essen, 1991). Consequently, 

bottom-up information capable of directing attention flows from the visual cortex toward 

the prefrontal cortex (PFC). In contrast to the data-driven nature of bottom-up processing, 

top-down modulation is conceptually driven. By directing our attention, we can enhance the 

processing of specific sensory information. It is a hypothesis shaping the way we will process 

and interpret the upcoming data. The primary impact of top-down attention is an 

enhancement of neural activity for the specific location, feature, or object that is 
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behaviourally pertinent, while concurrently supressing neuronal responses to stimuli 

considered irrelevant. Such modulatory effects on neuronal responses have been reported 

in both the ventral and dorsal visual streams (Noudoost et al., 2010). As one ascends the 

cortical hierarchy, the degree of top-down influence on neuronal firing rates generally 

escalates (Cook & Maunsell, 2002; Luck et al., 1997). While primary sensory areas deal 

predominantly with bottom-up information, association areas in the cortex are crucial for 

top-down modulation. For instance, Gilbert and Li (2013) discuss how primary sensory areas 

are the initial recipients of bottom-up sensory inputs. In contrast, association areas, 

particularly in the prefrontal cortex and parietal lobe, are key players in top-down 

modulation of sensory information. 

 

In a research experiment that employed neurophysiological recordings within the prefrontal 

cortex (PFC) and the posterior parietal cortex (PPC) during a visual search task, the temporal 

patterns of neuronal activity were examined (Buschman & Miller, 2007). The study revealed 

that neurons in the PPC exhibited shorter latencies when representing salient or "pop-out" 

stimuli compared to neurons in the PFC. This suggested that visual saliency is primarily 

represented in the PPC, which then transmits this information to the PFC. The experimental 

design by Buschman and Miller (2007) provided subjects with information about the target 

identity prior to initiating the search phase. With this top-down cue in place, lower cortical 

regions could more efficiently filter the attributes of incoming stimuli, thus expediting the 

representation of the target. This mechanism is at the heart of top-down control over 

attention (Chelazzi et al., 2001; Herrington & Assad, 2009; Luck et al., 1997).  
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Other neurophysiological studies have indicated a role for neuronal synchronization in the 

mechanics of attention (Bichot et al., 2005; Fries et al., 2001; Saalmann et al., 2007). 

Enhanced synchronization, particularly in the gamma (35- to 70-Hz) frequency range, has 

been documented in neurons selectively responsive to stimuli that are the focus of 

attention. This has been noted in tasks that require both spatial and object-based attention 

(Bichot et al., 2005; Fries et al., 2001; Taylor et al., 2005). Synchronization in the gamma 

band is theorized to serve as a means to tag information related to an attended stimulus, 

thereby differentiating it from stimuli that are not the focus of attention. γ-band 

synchronization has been proposed as a mechanism to label information about an attended 

stimulus and distinguish it from unattended stimuli (Katsuki & Constantinidis, 2013). 

 

1.3.3. The Influence of Experience and Learning 

A trained musician or a sommelier may process sensory data differently due to their 

training, showcasing the influence of experience on both bottom-up and top-down 

processes. Feedback loops allow higher brain regions to send signals back to primary 

sensory areas, modulating perception. A classical study integrating this dynamic is the one 

by Kilner et al. (2007), where it is discussed the mirror neuron system, indicating that both 

top-down and bottom-up processes might be at play in predicting others' actions based on 

observed motor acts. Since then, there has been increasing interest in integrated models 

that combine both bottom-up and top-down influences for more comprehensive 

explanations of action prediction and understanding (Csibra, 2008). Studies have also 

started to examine how top-down and bottom-up factors dynamically interact during action 

prediction. For example, research involving predictive coding suggests that top-down 
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expectations can modulate the sensitivity of bottom-up sensory processing pathways during 

action observation (Adams et al., 2013). 

 

Bottom-up sensory processes and top-down modulation together create the rich tapestry of 

human perception. Each moment of perception is a dialogue between the world's raw data 

and the brain's interpretations. Neither works in isolation. What we expect to see, hear, or 

feel can profoundly shape our perceptual experiences. Previous knowledge, cultural 

background, and current cognitive states can all adjust the way we interpret sensory input.  

Consider gestalt principles or ambiguous stimuli like the "face-vase" illusion. While the 

sensory data provides basic shapes and lines, maybe even biologically salient features, top-

down processes can guide the interpretation of these into recognizable patterns and 

figures. Images can be interpreted in multiple ways depending on top-down influence. Our 

past experiences, training and expertise can shape how we process information. The brain's 

ability to reorganize itself based on experiences plays a role in how sensory processing 

evolves over time (changing with experience). Understanding this balance is key to 

unravelling the mysteries of how and what we perceive, interpret, and understand from our 

surroundings. 

 

1.4. Measurements & Methods 
 
The work elaborated on this thesis, with more emphasis on the experimental chapters, has 

been done from a quantitative approach. Quantitative methods focus on the collection and 

analysis of numerical data, the use of controlled experimental designs, and the application 

of statistical methods to understand and interpret psychological phenomena. By using 

quantitative methodology, the current work aims to provide objective, generalizable, and 
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replicable findings that contribute to the theoretical and empirical understanding of the 

field. 

 

1.4.1. Behavioural methods 

Accuracy is often employed as a dependent variable to evaluate the performance of 

participants in experimental tasks. It is calculated as the ratio of the number of correct 

responses to the total number of trials, usually expressed as a percentage or proportion. 

This measure serves as a straightforward way to assess the efficacy with which subjects can 

complete a given task—be it perceptual, cognitive, or motor in nature (Stanislaw & Todorov, 

1999). 

 

Reaction Times (RTs) serve as a key dependent variable to assess the speed of cognitive and 

motor processes in response to specific stimuli. Typically recorded in milliseconds (ms), 

reaction times offer a high-resolution measure of the time elapsed between the 

presentation of a stimulus and the participant's subsequent behavioural response, such as 

pressing a button or vocalizing a word. The utility of RTs lies in their ability to provide 

insights into the temporal dynamics of cognitive operations. 

 

Sensitivity or discriminability (d’). In Signal Detection Theory (SDT), d' (d-prime) represents 

sensitivity or discriminability, quantifying the ability of an observer to differentiate between 

signal events (e.g., a stimulus being present) and noise events (e.g., a stimulus being 

absent).  d′ is calculated as the difference between the z-scores of the hit rate and the false 

alarm rate, and it serves as a measure of discriminability—how well an individual can 

distinguish between signal and noise. Specifically, d′ = Z (hit rate) − Z (false alarm rate), 
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where Z represents the z-score transformation. A higher d′ value indicates better 

performance in distinguishing signal from noise, meaning greater sensitivity to the stimuli 

(Macmillan & Creelman, 2004). 

 

Response bias (criterion c). Criterion (c) quantifies an observer's response bias and reflects 

the threshold at which an observer decides that a stimulus is present or absent. Criterion c 

is a measure that reflects an individual's response bias, or their tendency to say 'yes' or 'no' 

irrespective of their discriminability. It is calculated as the negative average of the z-scores 

for the hit rate and the false alarm rate: c = − [Z (hit rate) +Z (false alarm rate)]/2. A c value 

of zero indicates no bias, whereas positive or negative values suggest a bias towards 

responding 'no' or 'yes,' respectively. Criterion (c) provides essential insights into an 

individual's perceptual decision-making biases (Stanislaw & Todorov, 1999). 

 

1.4.2. Psychometric methods 

A variety of questionnaires were used to measure individual differences. Below a 

description and brief overview of all the psychometric tools used in Chapter 7. 

 

Multidimensional Assessment of Interoceptive Awareness-2 (MAIA-2) is a psychometric tool 

designed to assess various facets of interoceptive awareness, which is the conscious 

perception of internal bodily sensations. The questionnaire is comprehensive and 

multidimensional, capturing different dimensions of interoceptive awareness such as 

noticing, emotional awareness, self-regulation, and body-listening. The MAIA-2 aims to 

provide an in-depth understanding of how individuals differ in their awareness and 

interpretation of bodily signals, which can be crucial for understanding individual 
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differences in emotional regulation, stress response, and even susceptibility to various 

mental health conditions (Mehling et al., 2012).  

 

The Goldsmiths Dance Sophistication Index (Gold-DSI) is a specialized psychometric 

questionnaire aimed at measuring an individual's level of sophistication and expertise in 

dance. It captures various components such as technical skill, understanding of dance 

theory, and emotional connection to the art form. By providing a nuanced view of dance-

related skills and experiences, this tool allows for the examination of individual differences 

in dance expertise (Rose et al., 2022). 

 

The Interpersonal Reactivity Index (IRI) is a psychometric questionnaire that measures 

empathy across multiple dimensions, including cognitive empathy, emotional empathy, and 

tendencies toward empathic concern or personal distress in social situations. IRI is widely 

used to assess individual variations in empathic skills and tendencies. These individual 

differences in empathy have implications for a range of psychological and social outcomes, 

including interpersonal relationships, prosocial behaviour, and even certain psychiatric 

conditions (Davis, 1983).  

 

The Toronto Alexithymia Scale-20 (TAS-20) is a widely used psychometric measure designed 

to assess alexithymia, which is a personality construct characterized by difficulties in 

identifying and describing one's own emotions. The TAS-20 is a 20-item self-report 

questionnaire that captures three major facets of alexithymia: difficulty identifying feelings, 

difficulty describing feelings, and externally oriented thinking. It has been extensively 



   
 

 52 

validated and is applied in both clinical and research settings to understand individual 

differences in emotional awareness and expression (Bagby et al., 1994).  

 

1.4.3. Neural methods 

Electroencephalography (EEG) is a non-invasive neuroimaging technique used to record 

electrical activity generated by neurons in the brain (Niedermeyer & da Silva, 2004). The 

electric currents generated by active neurons create voltage differences both intra- and 

extracellularly, which can be recorded as electric fields (Murakami et al., 2002). These fields 

are influenced by factors like the alignment and properties of the neurons (cytoarchitecture) 

(Buzsáki et al., 2012). In EEG research, neural responses to specific events are averaged to 

produce ERPs. Averaging trials helps to minimize the influence of non-specific brain activity 

while amplifying the signal related to the task (Glaser and Ruchkin, 1976; Luck, 2014). 

However, there are limitations to this approach. Extracellular field recordings, like ERPs, are 

spatiotemporally smoothed, meaning that they don't offer precise spatial resolution 

(Niedermayer and Lopes da Silva, 2005; Buzsáki et al., 2012). As a result, determining the 

specific origin of observed brain activity remains a challenge.  

 

Event-Related Potentials (ERPs) focus on identifying and studying the time-locked responses 

of the brain to particular events or stimuli (Luck, 2014). ERPs are especially useful as they 

allow for the exploration of temporal dynamics of cognitive processes with high temporal 

resolution of millisecond-level accuracy (Hillyard & Anllo-Vento, 1998). ERPs measure 

voltage fluctuations in the EEG signal, time-locked to the onset of the event of interest, 

usually a sensory stimulus or a motor response (Rugg & Coles, 1995). By averaging the EEG 

signal across many trials, it is possible to isolate neural components from the ongoing, 
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stochastic background activity (Woody, 1967), thus providing a cleaner measure of brain 

activity associated with the cognitive or perceptual process under investigation (Dien, 2010). 

Different ERP components are sensitive to various cognitive processes and can be identified 

based on their polarity (positive or negative deflection), latency (timing), and topography 

(spatial distribution across the scalp) (Picton et al., 2000). 

 

ERP components are generated in specific brain regions during mental tasks and recorded at 

the scalp. They are a composite of multiple underlying neural signals, making it challenging 

to pinpoint their exact origins (Cohen, 2014; Luck, 2014). This issue, known as the 'hard 

problem, affects the spatial resolution and estimations of the neural generators. The 

superimposed neural signals can cancel each other out, reducing the overall observed 

signal, especially when averaged against noise. Furthermore, the voltage propagation from 

different brain regions varies due to underlying brain tissues and electrode positions 

(Ahlfors et al., 2010; Irimia et al., 2012; Tenke and Kayser, 2012). 

 

However, ERPs offer excellent temporal resolution, capturing components peaking as early 

as 20-40ms post-stimulus (Urbano et al., 1997; Giard and Peronnet, 1999). This is valuable 

for studying rapid information processing and making comparisons across different 

populations. Additionally, methods exist to mitigate some of the issues with ERP, such as 

examining waveforms from multiple electrodes to differentiate component contributions 

(Kappenman and Luck, 2012). 

 

Transcranial Magnetic Stimulation (TMS) is a non-invasive neurostimulation technique used 

for both research and clinical applications. In TMS, a magnetic coil is placed over the scalp, 
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and rapidly changing magnetic fields are used to induce electrical currents in specific regions 

of the brain. This induction can transiently modulate neural activity to investigate the causal 

relationships between neural circuits and cognitive or motor functions. The two primary 

forms of TMS are single-pulse and repetitive TMS (rTMS). Single-pulse TMS is often used to 

probe the functionality and connectivity of neural circuits in real-time. In contrast, rTMS 

involves the application of repetitive pulses to modulate neural activity over a more 

extended period. While TMS is generally considered safe, it can have side effects like 

transient headaches or scalp discomfort. Safety guidelines, including limits on stimulation 

intensity and frequency, have been established to minimize risks (Rossi, Hallett, Rossini, & 

Pascual-Leone, 2009). 

 

TMS is particularly valuable for establishing causality. Unlike observational methods such as 

fMRI or EEG, TMS allows for the manipulation of neural activity, making it possible to move 

beyond correlation to establish causal links between brain and behaviour (Sack, 2006). 

The technique is often combined with neuroimaging methods to enable simultaneous 

investigation of neural and behavioural responses. These combined approaches provide 

more comprehensive insights into the temporospatial dynamics of brain activity (Siebner et 

al., 2009). 
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SECTION A: Working Memory (WM) and Top-Down modulations. 

Working memory was first coined as a term in the 1960s by Miller, Galanter, and Pribram, in 

the context of information processing from a Computational Theory of Mind perspective 

and the well-known computer metaphor to study the brain. A few years later, Atkinson & 

Shiffrin (1968) were already using this term to describe the “short-term store” within their 

model of memory, where they claimed hippocampal lesion studies on patients with amnesia 

like H.M. (Milner, 1966) as compelling evidence for a separation of the short-term and long-

term memories. The classical Atkinson–Shiffrin model proposed that human memory has 

three separate components: a sensory register, a short-term store, and a long-term store. 

From this early model, the idea of short-term memory evolved into working memory (WM), 

involving temporary maintenance of information and its manipulation (Baddeley, 2012). 

WM is defined as the system or mechanism underlying the maintenance of relevant 

information during the performance of a cognitive task (Baddeley & Hitch, 1974; Daneman 

& Carpenter, 1980), and directly linked to attention. The initial multi-component model of 

WM (Baddeley and Hitch, 1974) included three systems: a central executive and two 

dependent systems storing semantic and visuo-spatial information. Overall, since its original 

proposal, the multicomponent model of WM has been revisited, challenged, and expanded. 

Newer proposals suggest additional systems to deal with a wider range of stimuli that seem 

to differ in the nature of the information to be stored.  

Throughout this section of the thesis, and building on the general framework above, the 

concept of WM will be revised, challenged, updated, and forwarded to include a wider 

perspective integrating attentional modulations and somatosensory processing. 
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Chapter 2: Working memory for bodies & attentional mechanisms. 

Working memory is a short-term storage system that allows for the manipulation of 

information needed for complex cognitive tasks such as reasoning, planning, and 

understanding. While a significant body of research focuses on working memory for objects, 

numbers, or verbal information, there is growing interest in how our brains handle more 

complex stimuli like human bodies. For instance, Oberauer and colleagues had worked on 

differentiating structures within working memory, especially focusing on the distinction 

between declarative and procedural memory components (Oberauer, 2009). They have 

posited that working memory consists of multiple components or 'slots,' each holding 

information either in a declarative or procedural form, highlighting the role of attentional 

control in determining what information gains access to the working memory system. This 

control is exercised in a domain-specific manner, meaning that the mechanisms for 

declarative information may be different from those for procedural information (Oberauer 

& Hein, 2012). This line of research emphasized that procedural memory in working 

memory is primarily concerned with the 'how-to' aspects of information, including skills and 

habits. They showed how procedural memories are encoded and retrieved differently 

compared to declarative memories (Oberauer, 2019). 

 

Models of working memory (WM) focused on sensory recruitment propose a degree of 

commonality between the neural systems engaged in perception and memory retention. 

These models have gained support from research typically using arbitrary visuals like shapes 

or colours as the items to be remembered (Harris et al., 2002; Serences et al., 2009). While 

the perception of these simple stimuli doesn't necessitate complex, multi-regional 
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processing, the act of encoding body related information and actions is more complex, 

involving fronto-parietal networks and even the individual's own body representation within 

the sensorimotor and somatosensory cortex (Caspers et al., 2010; Molenberghs et al., 2012; 

Galvez-Pol et al., 2018a; 2018b). This intricate neural process aligns with the theory of 

embodiment, which emphasizes the role of one's own bodily and motor representations in 

encoding body-related information (Calvo-Merino et al., 2005; Sel et al., 2014; Urgesi et al., 

2007). Moreover, prior behavioural research focusing on working memory mechanisms for 

visually presented information related to the body indicates that internal sensorimotor 

representations play a role in both perceiving and retaining such information in memory 

(Shen et al., 2014; Smyth et al., 1988; Smyth and Pendleton, 1990, 1989; Wood, 2007). 

In this context, working memory for bodies examines how we encode, maintain, and 

retrieve information related to human bodies and their movements. Empirical studies often 

investigate which brain areas are activated during these tasks, revealing the complex 

networks involved in body perception and action representation. One could even argue that 

working memory for bodies has evolutionary roots, as being able to quickly understand and 

remember bodily actions could be advantageous in both cooperative and competitive social 

situations. 

 
 

2.1. Sensory recruitment models 

Neuronal activity associated with the retention of information in working memory (WM) has 

been extensively characterized within the prefrontal cortex (PFC) (Fuster and Alexander, 

1971; Romo and Salinas, 2003; Kostopoulos et al., 2007). Specifically, the dorsolateral region 

of the PFC contributes to the sustenance of information by focusing attention on internal 

sensory representations, which are generally localized in more posterior brain regions 



   
 

 58 

(Curtis and D’Esposito, 2003). These posterior regions encompass various sensory cortices, 

including those responsible for visual, somatosensory, and auditory perception. Notably, 

these areas are implicated not only in perception but also in the encoding phase of memory. 

For example, the visual cortex and adjacent regions appear to be instrumental in the 

recognition, perception, and retention of visual information within WM (Becke et al., 2015; 

Tood and Marois, 2004). A similar modality-specific neural substrate for the upkeep of 

information in WM is observed in other sensory domains, including tactile (Zhou and Fuster, 

1996; Kaas et al., 2013; Katus, Grubert, and Eimer, 2015) and auditory modalities (Arnott et 

al., 2005). 

 

2.1.1. Evidence from visual working memory (VWM) 

While early behavioural studies lent credence to the idea of modality-specific short-term 

memory stores, the role of the visual cortex in working memory was substantiated much 

later. This delay could be attributed to the limitations of initial neuroimaging methods, 

which focused solely on "univariate" analyses, which identify clusters of voxels that show 

similar responses (Adam et al., 2021). Early work using positron emission tomography (PET) 

and functional magnetic resonance imaging (fMRI) unveiled univariate markers of working 

memory in regions such as the parietal, frontal, and prefrontal cortex, reinforcing prior 

evidence of the crucial role of the prefrontal cortex in working memory, particularly its 

maintenance phase (Curtis & D’Esposito, 2004; Funahashi et al., 1989). Conversely, the 

visual cortex displayed little or no persistent univariate activity during the working memory 

delay, aligning with the belief that it was important mainly for perception but not for the 

maintenance of working memory (Adam et al., 2021). 
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However, advances in neuroimaging technology, including improved spatial resolution and 

signal-to-noise ratios, allowed researchers to adopt multivariate approaches. This led to the 

discovery that the activity in the early visual cortex could be used to decode specific 

features of visual stimuli, a feat unattainable by standard univariate methods (Kamitani & 

Tong, 2005). Research by Harrison and Tong (2009) and Serences et al. (2009) revealed that 

early visual cortex activity could indeed be employed to decipher an orientation held in 

working memory. These findings occurred even though there was little or no sustained 

univariate activity, potentially owing to the inherent dynamics of the visual cortex, where 

enhancing neuronal responses to attended items is offset by the suppression of other 

neuronal activities (Martinez-Trujillo & Treue, 2004; Serences et al., 2009). Therefore, these 

multivariate methods opened new avenues for understanding the role of the visual cortex in 

working memory, a role that might have been masked by the limitations of earlier univariate 

analyses. 

 

From the EEG literature, there has been parallel evidence in support of sensory recruitment 

models, supporting the hypothesis that perceptual cortices with a role in perception are 

also involved in encoding and maintaining that information in working memory.  Using 

change detection paradigms and looking at persistent activity over sensory cortices, 

increasing activity in brain areas with a role in perceptual processing has been observed 

between the presentation of the stimuli to-be-remembered and their recall. For instance, 

Vogel and Luck (2004) showed how mean amplitude of EEG waveforms are modulated 

according to the number of coloured lines and squares to be-remembered in a visual WM 

task. The authors showed how after a short presentation phase, when the stimuli 

disappeared, brain activity over posterior sites started to increase around 300ms after the 
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onset of the stimuli, steadily increasing from memory load 1 to 4; load referring to the 

number of items to be remembered. The increase in mean amplitudes seemed to also 

correlate with the memory capacity of the participants and with the capability to handle the 

information. A follow-up paper showed that compared to participants with low memory 

capacity, higher performers exhibited smaller increases in brain amplitudes, presumably 

reflecting less depletion of computational resources under similar tasks (Vogel et al., 2005). 

 

2.1.2. Working Memory for Actions 

 While traditional research has primarily focused on working memory for static objects or 

simple visual stimuli, understanding how actions are encoded and maintained in working 

memory is vital for our interactions with a dynamic world. The prefrontal cortex is often 

implicated in working memory tasks, including those involving action representation (Curtis 

& D'Esposito, 2003; D'Esposito & Postle, 2015). However, more specialized regions such as 

the premotor cortex and the parietal lobe have also been shown to be involved in 

maintaining action-relevant information (Cisek & Kalaska, 2004; Vesia & Crawford, 2012). 

Studies using functional magnetic resonance imaging (fMRI) and other neuroimaging 

techniques have examined how action-related visual stimuli are encoded and maintained. 

One interesting finding is that the same neural circuits involved in planning and executing 

actions may also be implicated in maintaining these action representations in working 

memory (Wadsworth & Kana, 2011; Zacks, 2008).  

 

The complexity of the action also appears to influence how it is stored in working memory. 

Longer or more complicated action sequences may require different cognitive and neural 

resources compared to simple, singular actions (Schubotz, 2007; Zacks et al., 2007). The 



   
 

 61 

literature also points out that the representation in working memory may not just be a 

static image but could be more dynamic, evolving with the sequence of the action 

(Schubotz, 2007). Studies have also investigated differences between working memory for 

actions versus objects. Some findings suggest that actions are encoded in a more abstract, 

goal-directed manner, whereas objects are encoded based on their visual features 

(Rizzolatti et al., 2001; Umiltà et al., 2001). A study by Fiehler et al. (2008) investigated WM 

maintenance of kinesthetic information with blindfolded participants encoding hand 

movements. They found that maintenance elicited load-dependent activity, encoding hand 

movements activated somatosensory areas and engaged networks within the ventrodorsal 

stream. 

 

A variety of body-related elements, including actions’ kinematics, are typically processed in 

a sequential fashion. This suggests that there is a single representation and corresponding 

action executed at any given moment, shifting between different movements in an 

organized, hierarchical, and goal-oriented sequence (Endress and Wood, 2011). The 

cognitive processing pathways for body shapes (structured postures) and body actions 

(continuous movements) appear to be somewhat divergent. Vicary et al. (2014) 

demonstrated that the recognition of structured and continuous body movements is 

specifically influenced by interference that is pattern-based or motion-based, respectively. 

 

2.1.3. Visual working memory (VWM) for bodies 

Visual working memory (VWM) of body stimuli distinguishes itself from the more general 

VWM research, which has commonly used geometric shapes, colours, or faces as the 

objects of study. Neural substrates specific to body parts, such as hands or limbs, have been 
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identified, with particular emphasis on the extrastriate body area (EBA) (Downing et al., 

2001). Research also points to the involvement of the superior parietal lobule and the dorsal 

premotor cortex, areas often implicated in action observation and planning, when working 

memory tasks involve body parts (Astafiev et al., 2004; Ferri et al., 2015).  

 

In a recent EEG study by Galvez-Pol et al (2018a), using new methodologies to isolate 

somatosensory components from visual carry over effects, they showed how visual activity 

was modulated by load when maintaining shapes, the same way somatosensory activity was 

modulated by load when maintaining hand images. Unlike faces, which are often processed 

holistically, other body parts may be encoded into VWM with different strategies. While it 

has been argued that it follows feature-based encoding (Reed et al., 2003), there is also 

evidence that body postures could be encoded holistically, depending on the task 

requirements (Reed et al., 2006). Clinical populations with motor disorders or body image 

issues may also demonstrate atypical patterns in VWM for body parts (Case et al., 2012; 

Urgesi et al., 2014). 

 

Working memory for body stimuli appears to be influenced significantly by the action 

implied by the body parts or by the context in which they are seen. For instance, the 

perception of a hand holding a tool elicits different cognitive processes compared to the 

perception of a relaxed hand. This difference in processing is supported by research studies, 

such as those conducted by Urgesi et al. (2006) and Zimmermann et al. (2017), which 

suggest that action-related postures and the context in which body parts are observed 

significantly modulate working memory representations. When it comes to action-related 

context, a hand holding a tool might not just activate neural pathways associated with hand 
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recognition, but also those linked to tool use and even the anticipated actions using that 

tool. The action implied by the posture may tap into motor-related brain regions, potentially 

facilitating the encoding and storage of the specific body posture in working memory. This 

could be mediated through mirror neuron systems, which have been implicated in 

understanding actions and are thought to bridge perception and action (Rizzolatti & 

Craighero, 2004). Regarding the broader context in which the body stimulus is placed, 

factors like spatial location, social interactions, or environmental cues may further modulate 

memory performance. For example, a hand holding a tool might be remembered differently 

depending on whether it is seen in a workshop or a kitchen, as the associated cognitive 

schemas for these environments could influence the encoding and retrieval processes in 

working memory (Bar, 2004).  

 

Additionally, the role of semantic networks cannot be understated. The meaning derived 

from the action, or the context could interact with existing semantic knowledge, thereby 

affecting how the body-related stimulus is stored in working memory (Binder & Desai, 

2011). In other words, the hand holding a tool may be deeply integrated into a web of 

meanings and associations that extend beyond the visual characteristics of the hand itself, 

thereby influencing its representation in working memory. Emotional or social relevance of 

body stimuli can also impact their processing in VWM. For instance, a study found that 

participants are better at remembering body postures that imply social interactions or 

emotional states (Aviezer et al., 2012). Attentional mechanisms also seem to play a role in 

working memory for actions, perhaps even more than for static objects. Top-down control 

signals from the prefrontal cortex could help focus attention on relevant aspects of the 

action, affecting both encoding and maintenance (Awh & Jonides, 2001; Nobre et al., 2004). 
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Finally, experience with body movements (such as dance or sports), can affect the efficiency 

of VWM for body stimuli (Stevens et al., 2012).  Furthermore, experts in dance or sports 

often engage in "motor simulation," mentally rehearsing movements as a form of practice 

(Jeannerod, 2001). This cognitive practice could strengthen the neural circuits involved in 

the visual and motoric processing of body movements, thereby enhancing VWM capabilities 

for these stimuli. Experience might modulate attentional processes, allowing for quicker and 

more accurate allocation of attentional resources to body-related stimuli. This is particularly 

relevant given that attention plays a significant role in the functioning of working memory 

(Awh & Jonides, 2001). In experts, this attentional focus is even more refined, allowing for 

the filtering of irrelevant information and the prioritization of essential features, thus 

contributing to enhanced VWM performance for body stimuli (Cowan, 2001). 

 

In summary, the Sensory Recruitment Hypothesis posits that specialized memory stores in 

the sensory cortex are engaged by control signals originating from the prefrontal cortex 

(Awh & Jonides, 2001; D’Esposito, 2007; D’Esposito & Postle, 2015; Jonides et al., 2005; 

Pasternak & Greenlee, 2005; Postle, 2006). This theoretical framework is substantiated by 

two main bodies of evidence: firstly, neuroimaging studies have demonstrated that the 

content of working memory can be decoded from activity in the early visual cortex 

(Christophel et al., 2012; Emrich et al., 2013; Ester et al., 2009; Harrison & Tong, 2009; 

LaRocque et al., 2016; Riggall & Postle, 2012; Serences et al., 2009). Secondly, there exists a 

well-documented body of research underscoring the critical role of sustained activity in the 

prefrontal cortex for working memory functions. The integration of control signals from the 

prefrontal cortex with sensory representations could offer several advantages. For instance, 

because the size of receptive fields in later visual regions tends to be more expansive and 
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less precise, top-down signals may be required to recruit early visual areas for tasks that 

necessitate precise visual representations or for comparing perceptual input with stored 

memories (Merrikhi et al., 2017). Specific studies on VWM for body stimuli had already 

disentangled the role of somatosensory areas when it comes to maintain body related 

information beyond visual activity. Future research could also explore how VWM for body 

stimuli is modulated by attention, or how it is influenced by expertise. 

 

2.2. Attentional modulation in Working Memory 

Several leading theories of attention have traditionally concentrated on the selection and 

modulation of external cues. However, more recent research interest has begun to broaden 

this scope to include attention directed toward internal cognitive representations (Chun et 

al., 2011). This updated classification of attention delineates its function based on the kinds 

of data it can modulate—referred to as the "targets of attention." These targets may be 

either external, such as sensory input from the environment, or internal, like stored 

memories or mental schemas. In this context, "attention" represents an integrated network 

of neural systems and cognitive functions that reconcile these diverse factors, giving 

precedence to the most heavily weighted information at any given moment for specialized 

processing (Narhi-Martinez et al., 2022). 

 

2.2.1. External attention: Balancing top-down vs. bottom-up influences  

Information in our external environments constantly competes for our conscious attention. 

Previous research has distinguished two primary modes of attention that arbitrate this 

contest: top-down, goal-directed attention and bottom-up, stimulus-driven attention (Beck 

& Kastner, 2009; Carrasco, 2011). When looking for a green ball, for example, top-down 



   
 

 66 

attention allows us to focus on circular shapes and green coloured figures, thereby 

enhancing search efficiency. This aligns with the biased competition model of attention, 

proposing that neurons specialized in processing goal-relevant features are activated to 

prioritize these features over others (Desimone & Duncan, 1995; Reynolds et al., 1999). 

Human behavioural experiments have investigated differences between these attention 

systems in temporal processing (Carrasco, 2011; Ling & Carrasco, 2006) and in the extent of 

automatic versus voluntary control (Folk et al., 1992; Pashler, 1988). Furthermore, distinct 

neural circuits underlie these systems: the dorsal attention network (DAN) supports goal-

oriented attention, while the ventral attention network (VAN) interrupts the DAN to quickly 

redirect attention toward novel or salient events (Corbetta et al., 2000; Downar et al., 

2001). Neurophysiological investigations in primates have revealed neural priority maps in 

several brain regions (Gottlieb et al., 2009; Li, 2002; Mazer & Gallant, 2003). The activation 

in these maps is influenced by both goal-relevance and stimulus salience, guiding attention 

toward the most crucial information. 

 

In the current conceptualization as a multi-level system of weights and balances by Narhi-

Martinez, Dube & Golomb (2022), external inputs are assigned weights based on both their 

goal relevance and their salience. Goal-consistent information is weighted more heavily, 

favouring it in the attentional competition (Narhi-Martinez et al., 2022). Nevertheless, 

particularly salient or novel stimuli can disrupt this balance, overriding goal-directed focus 

(Pashler, 1988; Yantis & Jonides, 1984).  
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2.2.2. Internal attention and the role of working memory 

Our interactions with the external world necessitate focused attention on perceptual data. 

Yet, attention is also directed internally, operating on representations in the absence of 

external stimuli (Chun et al., 2011). The efficacy of our actions often hinges on internal 

perceptual and memory-based representations (Carlisle et al., 2011). Importantly, the scope 

of internal attention is broader than previously conceived, extending to individual objects 

and features in memory (Cowan, 2010; Luck & Vogel, 1997; Serences et al., 2009), as well as 

to non-sensory representations like visuospatial and action plans (van Ede, 2020; van Ede et 

al., 2019). 

 

Working memory is closely tied to attention (Awh et al., 1998; Baddeley, 1993; Chun, 2011), 

although the nature of this relationship is a subject of ongoing debate (Oberauer, 2019). 

Some researchers argue that working memory essentially involves prolonged internal 

attention to a set of elements (Chun, 2011), while others contend that it is a separate 

mechanism for active storage (Oberauer, 2019). Regardless of the perspective, working 

memory acts as an intermediary between perception and long-term memory, relying heavily 

on internal attention for storing, evaluating, and recalling information. 

 

Internal attention is not static; it dynamically prioritizes information in working memory 

based on the immediate objectives (Garavan, 1998; Gehring et al., 2003). It operates flexibly 

over its targets, enabling rapid shifts in focus (van Moorselaar et al., 2015). Conceptually, 

this can be likened to a system of weights and balances, wherein competing internal signals 

are assessed and prioritized (Narhi-Martinez et al., 2022). It is worth noting that less is 

known about the mechanisms of internal attention, partially due to the lack of a spatial or 
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map-like structure for most internal attention targets. This presents an interesting challenge 

to existing models of attention like salience maps or "pop-out" metaphors.  

 

Attention is not solely determined by immediate circumstances; it is also influenced by 

historical relevance. Current theoretical frameworks widely acknowledge a third factor, 

driven by experience, which elucidates how learned patterns in the environment guide 

attention (Anderson et al., 2021; Awh et al., 2012; Hutchinson & Turk-Browne, 2012; 

Theeuwes, 2019). Specifically, stimuli can gain significance either by being immediately 

relevant to ongoing goals (top-down) or by their inherent salience (bottom-up). 

Additionally, past experiences can also guide the allocation of importance to stimuli, such as 

objects, locations, or sounds, that have proven consistently beneficial. For example, the 

weight allocated to a specific location could escalate over time if a desirable item frequently 

appears there (Geng & Behrmann, 2005), or a particular colour could gain greater 

prominence if consistently associated with higher rewards (Anderson et al., 2013). 

Consequently, experiential learning can both amplify and attenuate the weights assigned to 

stimuli based on their relevance or irrelevance, respectively (Leber et al., 2016; Wang & 

Theeuwes, 2018). Notably, empirical studies suggest that learned experience can be even 

more potent than explicit directives in de-prioritizing certain stimuli (Beck et al., 2018; 

Moher & Egeth, 2012). 

 

Furthermore, attention's framework of weights and balances not only integrates past 

experiences but also accommodates prospective needs (Narhi-Martinez et al., 2022). For 

example, internal attention can sustain information that will be pertinent in the future while 

keeping it in a dormant state that does not interfere with present behaviour (Olivers et al., 



   
 

 69 

2006). When encountering a visual cue that will be crucial for an impending task, this 

information can be preserved in working memory in an inactive but readily accessible state. 

The weight assigned to this internal information adjusts dynamically, being stronger when 

immediately relevant and weaker when pertinent to future tasks, thereby adapting to 

changing task demands and objectives. 

 

2.2.3. Top-down modulation in visual WM paradigms 

Top-down attentional modulations in visual working memory (VWM) have garnered 

substantial interest over the years, as they provide crucial insights into the selective 

processing and retention of relevant information. Overall, top-down modulatory processes 

in VWM facilitate a selective focus on pertinent information and have significant 

implications for understanding human cognition.  

 

The prefrontal cortex plays a central role in these modulations, assisting in both the 

selective encoding of new information and the suppression of distractors. Studies employing 

functional magnetic resonance imaging (fMRI) and electroencephalography (EEG) 

techniques have repeatedly shown that the prefrontal cortex is involved in the top-down 

modulation of VWM (Awh & Jonides, 2001; Nobre et al., 2004). Specifically, this region has 

been implicated in controlling what information gains access to working memory and what 

gets filtered out. Using visual working memory tasks, it has been observed that attention 

can be directed toward specific features of stimuli, such as colour or orientation, to enhance 

the fidelity with which these features are represented (Bays & Husain, 2008; Serences et al., 

2009). Other studies using memory cues indicated that participants were able to allocate 
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attention to particular items within working memory to prioritize their maintenance or 

facilitate their retrieval (Griffin & Nobre, 2003).  

 

Advances in neural decoding techniques have also illuminated the fine-grained feature-

specific representations that can be maintained through top-down control. fMRI studies 

have shown the specific features of a stored memory item based on activity patterns in the 

visual cortex, highlighting the role of top-down modulation in maintaining feature-specific 

representations (Harrison & Tong, 2009; Serences et al., 2009). These processes are 

sensitive to a variety of factors, including cognitive load and temporal dynamics, indicating 

that attention can be dynamically allocated among items within working memory. Some 

studies have demonstrated that the efficacy of attentional control diminishes as the number 

of items to be maintained increases, possibly due to limitations in cognitive resources (Todd 

& Marois, 2004; Lepsien & Nobre, 2007). Other studies looking at temporal dynamics had 

shown that attention can be dynamically shifted among items in working memory, 

suggesting a temporal dimension to top-down control (Kiyonaga & Egner, 2013). 

A critical feature of top-down modulation in VWM is the ability to suppress potentially 

distracting information. It has been shown that this suppressive mechanism is particularly 

important for maintaining high fidelity of stored information (Gazzaley & Nobre, 2012). 

Attentional mechanisms are considered to play a role in reducing both proactive and 

retroactive interference in VWM, thus assisting in the maintenance of relevant information 

(Oberauer et al., 2015). Finally, attentional modulation is known to vary across individuals 

and to decline with age. There are documented age-related declines and individual 

differences in the ability to exert top-down control in VWM (Gazzaley et al., 2005; McNab & 

Klingberg, 2008). 
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In summary, top-down attentional modulations in visual working memory involve neural 

networks with the prefrontal cortex as a major hub, and their efficacy is influenced by a 

variety of factors such as cognitive load, time, and individual differences. These modulatory 

processes facilitate both the selective encoding and robust maintenance of information in 

VWM. Furthermore, research has pointed to the significance of top-down attentional 

control in mitigating interference and enhancing the fidelity of stored information.  
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Chapter 3: Working memory for bodies and top-down modulation: an 

EEG study. 

 3.1. Introduction 

Working memory serves as a temporary storage system for manipulating information 

essential for complex cognitive tasks. Oberauer and colleagues have contributed to the field 

by distinguishing between declarative and procedural components within working memory 

(Oberauer, 2009). They suggested that working memory comprises multiple 'slots' for 

holding information, which can be either declarative or procedural. Attentional control plays 

a key role in determining what information is stored, and it operates in a domain-specific 

fashion (Oberauer & Hein, 2012). This line of research underscores that procedural memory, 

concerned with 'how-to' knowledge like skills and habits, is encoded and retrieved 

differently than declarative memory (Oberauer, 2019). 

 

Research in Visual Working Memory (VWM) has primarily focused on geometric shapes, 

colours, and faces as subjects of investigation. However, VWM for body stimuli offers a 

distinct avenue for exploration, with specialized neural substrates such as the extrastriate 

body area (EBA) becoming areas of interest (Downing et al., 2001). Additionally, the superior 

parietal lobule and the dorsal premotor cortex, regions usually associated with action 

planning and observation, have been implicated in VWM tasks centred on body parts 

(Astafiev et al., 2004; Ferri et al., 2015). Recent EEG methodologies have been developed to 

dissociate somatosensory components from visual effects, revealing how both are 

modulated by cognitive load in VWM tasks when comparing body parts and matched non-

body-related stimuli (Galvez-Pol et al., 2018a).  
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Top-down attentional modulations in visual working memory (VWM) have emerged as a 

critical research area, providing vital insights into the selective retention and processing of 

pertinent information. The prefrontal cortex is central to these modulations, aiding in the 

selective encoding of new information and the suppression of irrelevant distractors (Awh & 

Jonides, 2001; Nobre et al., 2004). Techniques such as functional magnetic resonance 

imaging (fMRI) and electroencephalography (EEG) have confirmed the role of this brain 

region in determining what information is admitted into working memory and what is 

excluded. Furthermore, these modulatory processes allow for attention to be focused on 

specific features of stimuli, like colour or orientation, thus enhancing the quality of their 

mental representation (Bays & Husain, 2008; Serences et al., 2009). 

 

In addition to the role of the prefrontal cortex, advances in neural decoding have elucidated 

feature-specific representations maintained through top-down control (Harrison & Tong, 

2009; Serences et al., 2009). This attentional focus is not static; it can be dynamically 

allocated among multiple items in VWM, influenced by factors like cognitive load and 

temporal dynamics (Todd & Marois, 2004; Lepsien & Nobre, 2007; Kiyonaga & Egner, 2013). 

A pivotal aspect of this top-down modulation is its ability to suppress distracting 

information, thereby enhancing the fidelity of stored data (Gazzaley & Nobre, 2012). Such 

suppressive mechanisms also help in mitigating both proactive and retroactive interference, 

thereby aiding in the maintenance of relevant information in VWM (Oberauer et al., 2015). 

Based on the previous literature and following up recent work by Galvez-Pol and colleagues 

(2018a; b) showing neural recruitment of body-related cortices during active maintenance 

of body-related images in WM, this study investigated whether the active maintenance of 

body-related images can be modulated by top-down attentional mechanisms. To this aim, 
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persistent activity was measured (a neural marker of attention-based rehearsal) during a 

WM task for body-related images. Persistent activity, also known as sustained or delayed 

activity, is usually observed between the memory and test phases (i.e., during the retention 

interval) in sensory areas relevant for the task. A key feature of this activity is that it persists 

in the absence of continued sensory input. Moreover, its amplitude is modulated by 

memory load (Luria et al., 2016; Vogel and Machizawa, 2004, Galvez-Pol et al., 2018a).  

 

Using a change detection paradigm, a series of experimental manipulations were designed. 

During the memory array (100ms), attention to either left or right visual hemi-field (VHF) 

was cued by an arrow (fixating vision in the centre of the screen), allowing to look at later 

contralateral or ipsilateral activity. Stimuli displayed were coloured hands portraying 

different postures. Task conditions were blocked and instructed to attend and maintain 

information regarding to either the posture or the colour, allowing later comparison based 

on the attended feature. The number of items displayed at both sides of the screen could be 

1 or 2, allowing to look at modulation by memory load. Half of the trials would contain a 

bilateral tactile stimulation in the index fingers simultaneously to the visual onset, unrelated 

to the task and used for a later methodological subtraction allowing to isolate 

somatosensory activity (SEPs VEP-free, see Galvez-Pol et al., 2020). The retention interval 

lasted for 900ms, followed by the test array until verbal response. The test array could be 

same or different from the memory array regarding the attended feature and participants 

responses were recorded accordingly. The non-attended feature could follow the same 

trend as the attended feature, resulting in congruent trials where both features change 

together, or the opposite trend leading to incongruent trials where only one feature 

changed and the other remained constant. This last manipulation is key to allow us to 
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explore how bottom-up or top-down attentional modulations might be interfering along the 

main task. 

 

In line with previous research, we predicted somatosensory activity to show a modulation 

by memory load in the contralateral hemisphere during the retention interval (hypothesis 

1). Further, we wanted to explore whether the attention could modulate cortical 

engagement, hypothesising that colour features would rely more on visual cortices and 

posture on somatosensory areas for encoding and maintenance of the information to-be-

remembered (hypothesis 2). Lastly, we could explore saliency effects (bottom-up attention) 

interfering with the task instructions (top-down attention), by looking at differences 

between congruent and incongruent trials (hypothesis 3).  

 

 3.2. Methods 

  3.2.1. Participants 

Thirty paid adult participants took part in the experiment. Two participants were excluded 

from analysis due to technical problems during EEG recording, another five participants 

were excluded due to poor behavioural performance (overall accuracy lower than 60%). The 

remaining twenty-three participants (mean age 32.26, SD 8.75, 7 females) had normal or 

corrected to normal vision, and reported no cognitive, attentional, or neurological 

impairments. Written and informed consent was obtained from all participants and the 

study was approved by the Psychology Research Ethics Committee at City, University of 

London [PSYETH (UPTD) 13/14 18], following guidelines and procedures established in the 

Declaration of Helsinki. The sample size of the current experiment was based on previous 
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studies using comparable WM paradigms and techniques (Vogel and Machizawa, 2004; 

Galvez-Pol et al., 2018a, b; Galvez-Pol et al., 2020). 

 

  3.2.2. Stimuli 

A set of 36 images depicting 6 different meaningless postures of right hands in 6 different 

colours were used (see Fig. 1a). Mirrored images were used to create the equivalent set of 36 

left hands, resulting in a total of 36 pairs of right and left coloured hands. The hand images 

were adapted from Galvez-Pol et al. (2018a), applying 25% and 50% shades of red, blue or 

green tones respectively to the original grey-scaled stimuli (using standard RGB filter from 

Adobe Photoshop).  

  3.2.3. Experimental design and procedure 

The experiment consisted in a repeated measures design with two factors: task and memory 

load, each with two categorical levels. The first factor was defined by the attended stimuli 

feature, stating colour or posture tasks as levels, manipulated as separate experimental 

blocks, and counterbalanced between participants controlling for order effects. The second 

factor was memory load, operationalized as one or two items to be remembered, and 

manipulated in a randomised order within task blocks. A change detection paradigm was 

used as the visual memory task. Participants were shown a first array of items (memory 

array), followed by a blank retention interval, and a second array (test array) which could 

display the same or different items compared to the first array. Participants had to maintain 

in working memory the attended features, either posture or colour, from one or two items, 

appearing on the left or right side of the screen while fixating in the centre. The stimuli 

presented in the test array could differ from the memory array in both colour and/or 

posture, but Participants’ responses were measured using a yes/no forced choice to the 
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experimental question on whether the items in the test array portrayed the same attended 

features (colour or posture) as the memory array. 

 

Participants performed a visual working memory task adapted from Galvez-Pol et al. (2018a) 

in which items to-be-remembered were coloured hand images (depicting 6 different hand 

postures and in 6 different colours, see Fig.1a). Participants were cued at the beginning of 

each trial by a central arrow to attend to items displayed in their left or right VHF. This was 

followed by a bilateral memory array depicting 1 or 2 items in each hemifield and a blank 

retention interval lasting 900 milliseconds. Right hand images were shown on the right 

hemifield while left hand images were displayed on the left. In 50% of the trials, a single 

tactile tap was applied bilaterally to the index fingers simultaneously with the memory 

array. A final test array that differed in 50% of the cases from the memory array by one item 

was displayed until participants verbally responded whether (yes/no) the memory and test 

arrays were identical regarding the task-relevant feature (colour or posture). Due to the 

same stimuli been used for both tasks and the only difference being on the attended feature 

(by instructions, per block and counterbalanced order across participants), half of the trials 

were congruent meaning both stimuli features (colour and posture) changed or not on the 

same trend, and the other half were incongruent trials as the feature-to-be-attended and 

the unattended followed different trends (see Fig.1b). Participants’ forearms rested on the 

top of a table with their hands separated in palm up position while covered by a black 

surface (see Fig. 2a). Visual stimuli were displayed using E-Prime Software (Psychology 

Software Tools). 
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a)                                    

                  

b) 

 

 Figure 1. Stimuli and trial design. (a) Left and right hands portraying 6 different postures on 6 different 

colours (red, green, and blue at 25 or 50% RGB filter). Adapted from greyscale images (Galvez-Pol et 

al., 2018), using Adobe Photoshop. (b) Change detection paradigm: trial sequence. Participants were 

instructed to fixate on the centre of the screen, attend to the side pointed by the arrow cue and respond 

whether the second array was the same as the first regarding the instructed feature: either colour or 

posture of the hands. A memory array was visible for only 100ms, and in half of the trials a bilateral 

tactile stimulation in the index fingers would happen simultaneously to the visual onset. The retention 

interval lasted for 900ms, followed by the test array until verbal response. The arrays could display one 

or two items on each side of the central arrow, and these could change between the memory and test 

arrays. Depending on the block, participants were asked to attend to the posture or colour of the 

hands. Due to using the same visual stimuli but focusing on 2 different features, we decided to control 

for congruent (top sequence) and incongruent (bottom sequence) trials. The changing item (left-

bottom hand on the screen) would be congruent when both features (colour and posture) followed the 

same trend changing (or not) together, facilitating the perception of same/different in the array. 

Incongruent trials would only change one of the features of the stimuli (colour or posture) while the 

other remain constant. 
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All stimulus arrays were presented within two 4.9° x 9.2° rectangular regions that were 

centred 6.4° to the left and right of a central fixation cross on a light grey background. The 

positions of all stimuli were randomized on each trial with the constraint that the distance 

between stimuli within a VHF was at least 2.4° (centre to centre). Each memory array 

consisted of 1 or 2 hands (1.9° x 1.7°) in each VHF. Screen resolution was 1280 x 1024 pixels, 

screen size was 41 x 30 cm, and distance screen to eye was 85cm. 

 

Visual-only trials. In 50% of the trials only VEPs were elicited. These were recorded from the 

onset of the visual memory array and while participants maintained in working memory the 

stimuli until the test array appeared. Visual-tactile trials. In the other 50% of the trials, we 

elicited simultaneously VEPs and SEPs by applying task irrelevant single tactile taps 

simultaneously delivered to both hands on the tip of the participants’ index fingers at the 

onset of the visual memory array. Tactile stimulation was applied using two 12 V solenoids 

driving a metal rod with a blunt conical tip that contacted with participants’ skin when a 

current passed through the solenoids. Both solenoids were placed on the tip of the index 

fingers, one for each hand. To mask sounds made by the tactile stimulators, white noise (65 

dB, measured from participants’ head) was presented through a loudspeaker centrally 

positioned 90cm in front of the participants. Participants were instructed to ignore these 

tactile stimulations.  

 



   
 

 80 

  

Figure 2 (a) Experimental procedure. Participants had to fixate at the centre of the screen, while 

attending to the cued side. They were asked to attend the cued side of a visual array displaying 1 or 2 

items per side and respond verbally yes or no to whether the test array was the same as the memory 

array regarding the attended feature (colour or posture). Participants’ electrophysiological data was 

recorded during the experiment, in an electromagnetic-shielded room, where a black screen was 

covering their hands from sight. In 50% of the trials, a bilateral mechanical tap was applied to the 

index fingers at the onset of the visual memory array. (b) ERPs subtraction methodology. Tactile 

stimulation enhancing somatosensory activity was applied in half of the trials, creating visuo-tactile 

conditions (VEP+SEP). To isolate somatosensory activity, a later subtraction was computed where 

visual-only trials were subtracted from visuo-tactile trials, leaving tactile-only trials. In these tactile-

only trials we can investigate SEPs beyond visual carry-over effects. 

 

Overall, participants performed a total of 1344 trials, 672 per task condition (colour or 

posture). This is equal to 336 trials for each memory load condition (one or two items). Half 

of the trials randomly presented task-irrelevant tactile taps (visual-tactile trials) while the 

other half involved visual stimulation only (visual-only trials). The task condition (i.e., 

attending to colour or posture) was blocked, instructed by experimenter, given practice 

trials, and the order was counterbalanced between participants. A change detection 

paradigm was used, where the memory array and the test array differed on the attended 

feature 50% of the trials. The unattended feature could change together with the attended 

one (congruent trials), or it could not follow the change of the feature to-be-attended 

(incongruent trials).  
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  3.2.4. EEG recording and data analysis. 

EEG recording took place in an electromagnetic-shielded room (Faraday cage), using a 75 Hz 

LCD monitor. Continuous EEG data was recorded using a 64-electrodes equidistant M10 

montage (EasyCap) and a BrainAmp amplifier at 500 Hz sampling rate. Electrodes were on-

line referenced to the right earlobe and off-line re-referenced to the average reference 

(excluding ocular electrodes: HEOGL, HEOGR, VEOG). Vertical and bilateral horizontal 

electrooculogram was recorded to track eye movements and further artifact rejection. 

Continuous EEG data was submitted to a 30 Hz low-pass filter, and the Ocular Correction 

transformation algorithm by Gratton & Coles (Gratton, Coles & Donchin, 1983) was 

implemented in Brain Vision Analyzer 2 to the raw continuous data. This method used EOG 

channels to estimate the influence of blinks and eye movements on the EEG channels via 

regression. Ocular artifacts are then subtracted based on a correction factor. Epochs were 

extracted as 1300 ms intervals and corrected relative to a 200 ms pre-stimulus baseline. 

Artifact rejection was computed eliminating epochs with amplitudes exceeding +/- 100 µV, 

and visual inspection to reject remaining blinks and overt lateral eye movements. 

BrainVision Analyzer 2.2 software was used to analyse EEG data and export values for later 

statistical analysis. 

Contralateral waveforms were calculated as the average from electrode sites opposite from 

the attended visual hemifield (VHF), namely right hemisphere electrodes when attending 

left side of the screen and left hemisphere electrodes when attending right side of the 

screen. Ipsilateral waveforms were computed as the average from electrode sites in the 

same side as the attended VHF (left hemisphere when attending left VHF, right hemisphere 

when attending right VHF).  
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The mechanical stimulation of the tactile taps allowed us to examine the state of the SCx, 

exposing its underlying processing during memory encoding and maintenance of the visual 

stimuli by measuring the electrocortical activity (SEPs) elicited by task irrelevant tactile 

stimulation. These tactile taps probe SCx responses during encoding and maintenance of the 

visual stimuli. Moreover, to be able to isolate somatosensory processing over corresponding 

parietal electrode sites from possible carry over visual effects elicited by the visual onset of 

the stimuli, we subtracted brain activity from those trials containing activity only due to 

VEPs (visual-only trials) to those trials containing a combination of visual and somatosensory 

activity due to the combined VEPs-SEPs (visual-tactile trials). This allowed isolating and 

observing somatosensory processing free of visual evoked activity (SEPs, VEPs-free) (see Fig. 

2b, also: Sel et al. 2014, Galvez-Pol et al., 2018a, b; Galvez-Pol et al., 2020). 

The choice of electrodes was based in previous work using change detection paradigm 

looking at visual and tactile WM (Vogel & Machizawa, 2004; Katus & Eimer, 2016; Galvez-Pol 

et al., 2018). Visual activity was measured at occipital and posterior parietal electrodes 

(O1/2 and PO7/8 of the 10-20 system) and somatosensory activity was measured at parietal 

electrodes (CP3/4 and CP5/6 of the 10-20 system). The suitability of this regions was 

investigated by visual inspection of group average waveforms and corresponding neural 

maps. Grand averages for visual-only and tactile-only trials were computed separately and 

visually inspected to confirm the appropriate choice of electrode sites. P2 component was 

used as a marker for visual spatial attention for visual-only trials, and P50 component was 

used as a short latency cortical response to somatosensory stimulation for tactile-only trials 

(Fig. 3). Both presented the expected components with a higher contralateral engagement, 

as expected from a lateralized attention task. This visualization allowed us to confirm the 
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choice of electrodes from previous studies using similar paradigm and SEP subtractions 

(Galvez-Pol et al., 2018, 2020). 

 

 

a)  VEP: P2                                

 

 

 

 

b) SEP: P50 

 

 

 

 

 

Figure 3. Average ERP waveforms across all experimental conditions. Contralateral waves plotted in 

red and ipsilateral in black. Negative amplitudes are plotted upright (µV) during the 1300ms time 

window (including 200ms baseline before onset). a) Visualization of visual-only trials (VEPs) showing 

P2 component for visual spatial attention, together with the map of neural activity at the peak of the 

component (190-250 ms), showing higher contralateral activity on visual electrodes. b) Visualization 

of tactile-only trials (SEPs) showing P50 component for body-related attention over somatosensory 

electrodes with higher contralateral engagement, together with neural activity map at the peak of 

the component (40-60 ms). Note that in this SEP average across both tasks, a lateralized difference 

can already be observed in early components and as a persistent slow wave from 350ms until the end 

of the trial, suggesting somatosensory engagement in maintenance of body-related stimuli. 

 

* 

* 
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Grand averages were computed separately for each experimental condition (colour or 

posture task, 1 or 2 items to be remembered, congruent or incongruent feature change, 

visual-only or visuo-tactile trials), and independently for left and right visual hemifields 

(participants were cued to attend the left or right side of the memory array while fixating in 

the centre). Two different time windows were exported for statistical analysis. The first one, 

to look at early attentional processes and potential top-down modulations encoding the 

feature-to-be-attended, was exported as the mean amplitude from 200 to 300 ms after 

stimuli onset. The second time interval, to further explore maintenance in working memory 

as a slow wave modulated by memory load, was exported as the mean amplitude from 300 

to 900 milliseconds. Mean amplitudes for both time windows were extracted from visual (in 

visual-only trials) and somatosensory areas (in tactile-only trials), separately for each 

experimental condition.  

 

Contralateral Delayed Activity (CDA), measured as the difference waveform subtracting 

ipsilateral from contralateral activity was used to look at lateralized effects.  CDA waveforms 

had been used as a measure of visual working memory maintenance using the same change 

detection paradigm in previous experimental work (Vogel & Machizawa, Katus & Eimer, 

Galvez-Pol et al., 2018). As the memory array displays stimuli on both sides of the screen, 

while the cue is directing attention only to one side of the screen, both hemispheres are 

exposed to the visual stimuli but only the contralateral hemisphere to the attended side will 

be carrying most of the encoding and maintenance of that information in working memory. 
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Current Source Density Analysis (CSD) 

Current Source Density is an independent method to estimate the neuronal generator 

patterns underlying EEG signal, allowing further exploration of topography from ERP data 

(Tenke & Kayser, 2013; Katus et al., 2015; Galvez-Pol et al., 2018). Using Brain Vision 

Analyzer 2, CSD analysis was performed on the EEG data under standard parameters 

(Lambda: 10-5, order of splines m: 4, Legendre polynomial: 10) to estimate the current 

source generating the measured potentials. CSD maps were also performed on the early 

components used for confirmatory visual inspection of electrodes (see figure 4). Later, a 

secondary statistical analysis was ran using CDS data on VEPs and SEPs looking for 

differences between the different conditions. 

 

Figure 4. CSD (µV/m2) average maps for visual trials (left) showing VEP P2 visual spatial attention 

component, and tactile trials (right), showing SEP P50 tactile stimulation component. These maps 

were used to confirm the topography and choice of visual & somatosensory electrodes for the 

experimental analysis. 

 

To examine the signal to noise ratio, statistical analysis was performed in the number of 

correct trials used for ERP averages. More specifically, to ensure the suitability of the 



   
 

 86 

methodological subtraction of visuo-tactile trials minus visual-only trials, it was key that the 

number of segments averaged per condition were not significantly different. 

All statistical analysis were performed with IBM SPSS Statistics software using Repeated 

Measures (RM) Analysis of Variance (ANOVA) and paired-samples t-test. When appropriate, 

degrees of freedom and p values were adjusted using Greenhouse-Geisser and Bonferroni 

corrections respectively. 

 

3.3. Results 

3.3.1. Behavioural performance  

Accuracy (ACC) and sensitivity (d’) were used for statistical analysis of behavioural data. A 

2x2x2x2 Repeated Measures Analysis of Variance (RM ANOVA) was performed for each 

measure, with factors being task (colour or posture), load (1 or 2 items to be remembered), 

congruency (congruent or incongruent change of features) and type of trial (visual-only or 

visuo-tactile trial). See Table 1 for descriptive statistics and Figure 5 for graphical 

representations per experimental condition for both behavioural measures.  

 

Overall accuracy levels detecting a change in the array were 74.6%. Results showed main 

effects of congruency F(1,22)=34.096, p<.001, PES=.608, load F(1,22)=216.157, p<.001, 

PES=.908, and a significant interaction between task and load F(1,22)=52.061, p<.001, 

PES=.703. Participants were significantly more accurate in congruent trials (M=.762, 

SE=.013) compared to incongruent trials (M=.730, SE=.014), meaning that when both 

features of the stimuli changed together this facilitated the detection. Participants were also 

better at detecting change when there was only one item to remember (M=.785, SE=.014) 

compared to 2 items (M=.707, SE=.013). Bonferroni corrected pairwise comparisons showed 
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the interaction between task and load was explained by a significant difference in 

performance between colour and posture tasks when there were two items to remember in 

the array (p<.001) but no task differences when there was only one item (p=.575). 

 

Table 1: Descriptive statistics representing mean (M) and standard deviation (SD) per experimental 

condition for accuracy (ACC) and sensitivity (d’) measures. Note that accuracy measures are given as 

a proportion (0-1). 

    ACC d' 

Task Trial modality Feature-change Load M SD M SD 

Colour Visuo-tactile Congruent 1 0.80 0.08 1.53 0.54 

2 0.75 0.09 1.21 0.56 

Incongruent 1 0.76 0.08 1.42 0.52 

2 0.74 0.09 1.20 0.53 

Visual Congruent 1 0.80 0.08 1.58 0.61 

2 0.76 0.07 1.28 0.40 

Incongruent 1 0.76 0.08 1.34 0.48 

2 0.74 0.08 1.24 0.56 

Posture Visuo-tactile Congruent 1 0.81 0.09 1.68 0.70 

2 0.70 0.10 0.92 0.62 

Incongruent 1 0.78 0.11 1.47 0.58 

2 0.65 0.09 0.72 0.44 

Visual Congruent 1 0.80 0.10 1.59 0.67 

2 0.69 0.08 0.85 0.43 

Incongruent 1 0.77 0.11 1.38 0.67 

2 0.63 0.08 0.62 0.45 
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a) 

 

 

 

 

 

 

 

b)  

 

 

 

 

 

 

 

 

Figure 5. Behavioural plots representing mean values per experimental condition with error bars 

indicating Standard Errors (SE). a) Accuracy levels as group means for the proportion of correct 

answers per condition. b) Sensitivity index (d´) displaying group means representing the average 

discriminability per condition. 

 

D prime (d’) was calculated as a sensitivity index per participant for each condition. It was 

computed as the difference between the standard scores for the false-alarm rate and the hit 

rate and used as a measure discriminability (see Section 1.4 Measurements & Methods). 



   
 

 89 

Results showed main effects of task F(1,22)=4.85, p=.038, PES=.181, load F(1,22)=153.11, 

p<.001, PES=.874, congruency F(1,22)=21.102, p<.001, PES=.490, and a significant 

interaction between task and load F(1,22)=23.806, p<.001, PES=.520. Participants were 

significantly more sensitive to change when attending to the colour feature (M=1.35, 

SE=.082) compared to attending the posture feature (M=1.15, SE=.101). Change detection 

was significantly better when attending one item (M=1.50, SE=.089) compared to attending 

2 items (M=1.01, SE=.076). Congruency of change between attended features significantly 

increased discrimination of change (M=1.33, SE=.086) compared to incongruent changes 

where only one feature changed in the array (M=1.17, SE=.079). Bonferroni corrected 

pairwise comparisons showed the interaction between task and load was explained by a 

significant difference in performance between colour and posture tasks when there were 

two items to remember in the array (p<.001) but no task differences when there was only 

one item (p=.600). 

 

3.3.2. Somatosensory activity (SEP, VEP-free) 

To ensure the suitability of the ERP subtraction method, the number of segments used for 

ERP averages were analysed comparing visual-only and visuo-tactile trials per condition. 

Paired samples t-tests were performed for each condition, revealing no significant 

differences (all p>.05) between the number of visual trials and visuo-tactile trials. These 

results validated the use of the ERP subtraction (visuo-tactile trials – visual-only trials = 

tactile-only) demonstrating a good fit on the signal to noise ratio for the subsequent SEP 

analysis. In this section SEPs were analysed as somatosensory activity free from any visual 

carry over effect. Average waveforms were computed separately for each experimental 

condition, looking at posture or colour task, memory load 1 or 2 items, contralateral or 
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ipsilateral activity, and congruent or incongruent change between stimuli features. Values 

from Mean amplitudes (µM) and Current Source Density (µV/m2) were used for parallel 

analysis at each time interval. 

 

Visually inspecting the SEP average waves collapsing both tasks, a glimpse of the expected 

memory load and laterality modulations can be quickly identified. This confirms WM for 

body related information is engaging somatosensory areas, therefore both paradigm and 

stimuli seemed to work as expected (see figure 6). 

 

 

 

Figure 6. Overview of SEPs (VEP-free, for both tasks averaged) showed expected modulations by load 

and laterality, confirming sound methodology when using body-related stimuli. 
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 3.3.2.1. Attentional component (200-300ms) 

Somatosensory activity (SEPs, VEP-free) was extracted after preprocessing, as mean 

amplitudes from the time window corresponding to 200 to 300 ms. RM 2x2x2x2 ANOVA was 

used for analysis, with factors Task (colour or posture), Laterality (contralateral or ipsilateral 

to the attended VHF), Load (1 or 2 items) and Congruency (congruent or incongruent change 

between features). A significant 3-way interaction was found between task, laterality and 

load F(1,22)=5.303, p=.031, PES=.194 (see Figure 7). To further explore this interaction, two 

RM 2x2x2 ANOVA were computed separately for colour and posture tasks, with remaining 

factors being laterality, load and congruency. Results on the colour task revealed a main 

effect of congruency F(1,22)=5.013, p=.036, PES=.186, meaning there was a significant 

difference between levels of somatosensory engagement depending on whether the 

posture feature was changing congruently with the colour or not. A significant interaction 

was also found between laterality and load F(1,22)=8.249, p=.009, PES=.273. Follow up 

analysis looked into congruent and incongruent conditions separately using RM 2x2 ANOVA 

with remaining factors load and laterality in the colour task, revealing a load effect for 

congruent trials F(1,22)=4.814, p=.039, PES=.311, and a significant interaction between 

laterality and load for incongruent trials F(1,22)=9.939, p=.005, PES=.311 explained by load 

differences in contralateral sites (p=.018) but not ipsilateral (p>.05). Results on the posture 

task showed no significant effects.  
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Figure 7. Somatosensory average waveforms representing the 3-way interaction between task, 

laterality, and load. SEP plots represent separately colour (top) and posture (bottom) tasks, when 

remembering 1 item (left) or 2 items (centre), showing ipsilateral (black) and contralateral (red) 

activity. On the right side of the panel, differential waves subtracting ipsilateral from contralateral 

(CDA) activity were plotted for load 1 (black) and load 2 (red) separately. This hemispherical 

difference represents the CDA waves, and increases only in the posture task, modulated by memory 

load. Significant differences are represented (*) for the attentional window (200-300ms) and WM 

window (300-900ms). 

 

Secondary analysis of SEPs over attentional window (200-300ms) was done using CSD 

transformations (µV/m2). As before, RM 2x2x2x2 ANOVA was used for analysis, with factors 

Task (colour or posture), Laterality (contralateral or ipsilateral to the attended VHF), Load (1 

or 2 items) and Congruency (congruent or incongruent change between features). Results 

showed a main effect of congruency F(1,22)=5.628, p=.027, PES=.204, meaning there were 

significantly different levels of somatosensory activity depending on whether both stimuli 

features were changing congruently or incongruently within them, and a significant 3-way 

interaction between task, laterality and congruency F(1,22)=6.39, p=.019, PES=.225 was also 

found (see figure 8). Follow up analysis investigated congruent and incongruent conditions 

* 

* 

* 

* 

* 
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separately using RM 2x2x2 ANOVA with remaining factors task, load and laterality (see also 

figure 9). 

Congruent trials showed a significant interaction between task and laterality F(1,22)=4.385, 

p=.048, PES=.166, where there was a bigger difference between the tasks in the 

contralateral hemisphere compared to the ipsilateral, although none of the differences 

were significant after Bonferroni correction for multiple comparisons (all p>.05). Analysis of 

incongruent trials revealed a main effect of task F(1,22)=7.494, p=.012, PES=.254, showing 

significantly different levels of somatosensory activity depending on the task, and a 

significant interaction between task and load F(1,22)=9.669, p=.005, PES=.305. This 

interaction was explained by a significant difference between colour and posture tasks 

when there were 2 items to remember (p<.001) but no difference between the tasks when 

only one item appeared in the memory array. After finding a main effect of task for 

incongruent trials, a follow up analysis was run with factors load and laterality, performing a 

RM 2x2 ANOVA for each task separately. A main effect of laterality F(1,22)=5.326, p=.031, 

PES=.195 and load F(1,22)=5.243, p=.032, PES=.192 were found for the colour task, but no 

significant results were seen for the posture task. 
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Figure 8. Somatosensory average waveforms representing the 3-way interaction between task, 

laterality, and congruency.  Somatosensory Evoked Potentials (SEPs) comparing tasks as Colour 

(black) and Posture (red), representing Congruent (left side), and Incongruent (right) conditions. Top: 

Contralateral activity, showing task differences for the incongruent trials only, but not for congruent 

trials. Bottom: Ipsilateral activity, showing the reversed pattern with sustained differences between 

tasks on the congruent trials only. Significant differences are represented (*) for the attentional 

window (200-300ms) and WM window (300-900ms). 

 

a) b)  

 

Figure 9. SEPs CSD mean values (µV/m2) over attentional window (200-300), showing main effect of 

congruency and 3-way interaction between congruency, laterality, and task. Contralateral activity 

* * 

* * 

* 

* 

* 
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plotted in blue, Ipsilateral in orange, both graphs comparing colour task on the left side and posture 

task over the right side. a) Congruent trials showing a contralateral difference between tasks. b) 

Incongruent trials showing a main effect of task and stronger laterality differences on the colour 

task. Significant differences are represented (*). 

 

 3.3.2.2. Contralateral Delayed Activity (CDA) (300-900ms)  

Somatosensory activity (SEPs, VEP-free) was extracted as mean amplitudes from the time 

window corresponding to 300 to 900 ms. RM 2x2x2x2 ANOVA was used for analysis, with 

factors Task (colour or posture), Laterality (contralateral or ipsilateral to the attended side 

of the screen), Load (1 or 2 items) and Congruency (congruent or incongruent change 

between stimuli features). Results showed a main effect of load F(1,22)=7.243, p=.013, 

PES=.248, where mean amplitudes were more negative when remembering 2 items (M= -

.188, SE=.092) compared to 1 item (M=.092, SE=.112). When posture and colour tasks were 

analysed separately (following a priori planned analysis based on the hypothesis) using RM 

2x2x2 ANOVA with remaining factors load, laterality and congruency, results showed 

memory load was only a significant factor in the posture task F(1,22)=11.395, p=.003, 

PES=.341, but it did not remain a significant effect in the colour task (see Fig. 6).  

Secondary analysis of SEPs over retention interval (300-900ms) using CSD values (µV/m2) 

was performed. As before, RM 2x2x2x2 ANOVA, with factors Task (colour or posture), 

Laterality (contralateral or ipsilateral to the attended side of the screen), Load (1 or 2 items) 

and Congruency (congruent or incongruent change between features) were entered for 

analysis. Results showed no significant effects. 
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3.3.3. Visual activity (VEPs)  

Average waveforms were computed separately for each experimental condition, looking at 

posture or colour task, memory load 1 or 2 items, contralateral or ipsilateral activity, and 

congruent or incongruent change between stimuli features. Values from Mean amplitudes 

(µM) and Current Source Density (µV/m2) were used for parallel analysis at each time 

interval. 

 

 3.3.3.1. Attentional component (200-300ms). 

Visual activity (VEP) was extracted as mean amplitudes from the time window 

corresponding to 200 to 300 ms. Repeated Measures ANOVA was used for analysis, with 

factors Task (colour or posture), Laterality (contralateral or ipsilateral to the attended side 

of the screen), Load (1 or 2 items) and Congruency (congruent or incongruent change 

between features). Results showed an overall effect of load F(1,22)=15.55, p<.001, 

PES=.414, meaning there was a sustained difference in visual activity modulated by memory 

load (see figure 10).  

 

Same RM ANOVA analysis was performed on CSD values (µV/m2), finding no significant 

differences on visual activity for the 200 to 300ms time interval. 

 

 3.3.3.2. CDA (300-900ms)  

Visual activity (VEP) was extracted as mean amplitudes from the time window 

corresponding to 300 to 900 ms. Repeated Measures ANOVA was used for analysis, with 

factors Task (colour or posture), Laterality (contralateral or ipsilateral to the attended side 

of the screen), Load (1 or 2 items) and Congruency (congruent or incongruent change 
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between features). Results showed an overall effect of load F(1,22)=9.728, p=.005, 

PES=.307, meaning there was a sustained difference in visual activity modulated by memory 

load (see figure 10). 

 

Figure 10. VEPs showing modulation by memory load for each tasks on visual-only trials. 

 

Secondary analysis of VEPs over retention interval (300-900ms) using Current Source 

Density values (µV/m2) was performed. As before, RM 2x2x2x2 ANOVA, with factors Task 

(colour or posture), Laterality (contralateral or ipsilateral to the attended side of the 

screen), Load (1 or 2 items) and Congruency (congruent or incongruent change between 

features) were entered for analysis. Results showed a significant interaction between 

laterality and congruency F(1,22)= 4.512, p = .045, PES = .170. There was a laterality 

difference in congruent trials but not incongruent, although follow-up analysis on this 

interaction showed no significant simple main effects using Bonferroni corrections (all 
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p.>05). VEPs were visually inspected and mean CSD values were plotted to further 

understand the interaction (see figure 11). 

 

 
 

Figure 11. Top: VEPs average waveforms visualised for each experimental condition. Bottom: Bar 

graph shows mean CSD values, explaining interaction between congruency and laterality. 
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 3.4. Discussion 

The behavioural results from this study already showed a variety of effects. Both analysis on 

accuracy and sensitivity revealed better performance with congruent trials and low memory 

load, meaning the least parameters changing at a time, the easier it was for participants to 

maintain the information in WM. It was also evident that participants’ performance when 

holding 2 items in WM showed a task difference, where the colour feature was 

remembered better than the posture.  Interestingly, sensitivity analysis also showed there 

was a higher discriminability for colour features, which explains not only why colour was 

less affected by increasing memory load, but also how, as the colour feature might be more 

salient.  Interpreting behavioural results, and according to our third hypothesis, it could 

already be argued that there was a saliency effect from the colour feature (bottom-up 

attention), either facilitating performance during colour task or interfering with posture task 

(top-down attention). 

 

Neurophysiological data from VEPs showed that visual activity was modulated by memory 

load, both at the attentional window and as persistent activity during maintenance. Overall, 

this could be interpreted as visual areas engaging in maintenance of visually presented 

stimuli. Results from visual activity also showed a persistent laterality difference in 

congruent trials but not for incongruent ones, meaning visual maintenance was more 

prominent during congruent trials. This demonstrates different engagement of visual areas 

modulated by attention. In line with our second hypothesis and based on behavioural 

results showing a saliency effect for colour, this could be interpreted as stronger visual 

recruitment when the task could be resolved by attending to the colour feature (both colour 

task, and congruent trials in posture task).  
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SEPs showed overall somatosensory engagement modulated by memory load, stronger in 

the contralateral hemisphere, during the whole the retention interval. These results could 

be interpreted in line with our first hypothesis, where it was predicted an overall 

somatosensory engagement on WM for body stimuli. During the attentional window, 

somatosensory cortex showed different patterns of engagement during congruent and 

incongruent trials. This demonstrates different engagement of somatosensory areas 

modulated by attention. Congruent trials showed a modulation over contralateral 

somatosensory activity depending on the attended feature. Incongruent trials revealed a 

main difference on somatosensory engagement modulated by the attended feature. This 

result could be interpreted, in combination with the analogous result observed for visual 

engagement, as strong support for the second hypothesis, where it was predicted that 

attention could modulate the engagement between visual and somatosensory areas. 

Incongruent trials also showed stronger laterality differences and a modulation by memory 

load when attending to colour. When looking at the persistent activity over the retention 

interval on somatosensory areas, SEPs revealed a strong modulation by memory load. 

Overall, this could be interpreted as somatosensory areas engaging in maintenance of body-

related stimuli. Planned follow-up analyses by task showed that memory load played a 

bigger role during the maintenance of posture features compared to colour. This result 

could be interpreted as confirmatory evidence for the second hypothesis, showing body-

related areas of the brain were critically involved in maintaining body-related features, 

while not so critically non-body-related features. 

 

The behavioural data generated in this study adds nuance to our understanding of the 

interplay between attention and memory load in Visual Working Memory (VWM). 
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Congruent with Oberauer's delineation of working memory into 'slots' (Oberauer, 2009), the 

performance metrics indicated that congruent trials and low memory load optimized the 

retention of information. This may be understood as a specific manifestation of Oberauer's 

principle, where attentional control dictates the nature and amount of information retained 

in these 'slots' (Oberauer & Hein, 2012). 

 

Interestingly, the study's neurophysiological data buttresses and extends the existing 

literature on the recruitment of specific brain areas for VWM tasks. Our study aligns with 

previous research by Galvez-Pol et al. (2018a; b) indicating neural engagement in body-

related cortices during VWM tasks involving body-related images. Furthermore, the 

stronger recruitment of visual areas when attending to colour features corroborates 

Downing et al.'s (2001) work on specialized neural substrates like the extrastriate body area 

(EBA). 

 

The modulation of somatosensory and visual areas by attention, particularly in congruent 

and incongruent trials, lends credence to the study's second hypothesis. This is consistent 

with seminal work on top-down modulation in VWM and its influence on feature-specific 

attention (Serences et al., 2009; Harrison & Tong, 2009). Our findings also echo Todd & 

Marois (2004) and Lepsien & Nobre (2007), in that they reflect the complex interplay 

between cognitive load and attentional focus, reaffirming the dynamic nature of attentional 

allocation. 

 

The study's third hypothesis concerning the impact of bottom-up saliency effects was 

substantiated by the behavioural data. Specifically, colour features emerged as more 
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salient, corroborating Gazzaley & Nobre's (2012) notion of the suppressive role of attention 

in enhancing the fidelity of stored data in VWM. This suggests a nuanced interaction 

between bottom-up and top-down attentional mechanisms, enriching our understanding of 

the competing influences that modulate visual attention and, consequently, memory 

performance. 

 

In conclusion, this study provides an integrative understanding of how top-down and 

bottom-up attentional mechanisms jointly modulate encoding and maintenance in WM, 

contributing to the growing body of research on body representation and attentional 

control. Future work may extend these findings by incorporating more diverse stimuli and 

examining additional neural markers of attention-based rehearsal. 
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Chapter 4: Investigating motor encoding of body-related information 

using TMS. 

 

NOTE: In this Thesis we prepare the initial description of the study and our predicted results. 

While we were waiting for ethics approval to initiate the experiment in early 2020, the TMS 

laboratories closed due to the pandemic covid-19 and the data for this study has not been 

collected. The TMS lab did not re-open on time to collect data for this thesis as the TMS head 

lab (Dr Kielan Yarrow) was reallocated overseas during this period and his following 

sabbatical.  

  

Abstract 

Research in visual memory has highlighted the significance of perceptual regions in short-

term memory encoding and maintenance. Recent studies employing 

electroencephalography (EEG) have indicated that brain areas beyond visual cortices, such 

as somatosensory and motor cortices, participate in encoding and retaining bodily 

information. This study aims to investigate the role of motor regions in encoding and 

maintaining visual memory of bodily information through transcranial magnetic stimulation 

(TMS). The following study proposes a TMS experiment with multiple sessions, where 

magnetic pulses are applied during the retention interval of a visual memory task involving 

body (hand images) and non-body images (geometrical shapes). Motor evoked potentials 

(MEPs), reaction time, accuracy, and D prime will be recorded. TMS will be applied over the 

motor cortex at different intervals, following a within-subjects design with factors including 

load, stimuli type, interval, visual cue, and TMS stimulation site. The study predicts that MEP 
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amplitude and task performance will be affected by the type of stimuli being processed, 

with lower performance when dealing with hand images compared to geometrical shapes. 

An interaction between stimuli type and load is expected, where TMS over the motor cortex 

will disrupt performance more in higher load conditions for hand images, highlighting the 

role of sensorimotor processing in encoding bodily information.  Overall, this study aims to 

demonstrate the causal role of the motor cortex in maintaining bodily information in 

working memory, challenging existing cognitive models that traditionally overlook the 

involvement of primary sensory areas, like the motor cortex, in cognitive processes. The 

findings will contribute to a more comprehensive understanding of the role of motor 

cortices in cognition beyond their established functions in body perception and action 

execution. 

 

4.1. Introduction 

Working memory (WM) is a fundamental aspect of cognition that allows relevant 

information to be manipulated and actively maintained in memory (Baddeley, 2003). Recent 

accounts postulate that temporary maintenance of stimuli in WM occurs in brain areas such 

as sensory cortices, which also process these same stimuli in the absence of working 

memory demands. This provides sensory cortices with a strong role in WM and 

characterizes it as a reestablishment of the perceptual experience (Tsubomi et al., 2014; 

D’Esposito & Postle, 2015). Specifically, sensory cortices have shown a modulation by 

memory capacity performance locked to the modality in which information to be 

remembered has been perceived (Vogel & Machizawa, 2004; Vogel et al., 2005; Katus et al., 

2015) (e.g. increasing visual cortex activity when maintaining a higher number of visual 

stimuli in visual memory -such as colours and shapes).  
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Importantly, the nature of the perceived stimuli strongly influences where and how relevant 

information is processed (Kanwisher 2010; Pitcher et al., 2009; Urgesi et al., 2007a), 

providing additional cortical regions tightly linked to an early sensory response with 

functional properties related to human behaviour (Sel et al., 2014; Meyer et al., 2011; Postle 

2006). For example, it has been shown that beyond those sensory areas originally used to 

perceive visual information (i.e., visual cortex), when the visual stimuli relate to body images 

and actions, its perception elicits activity in regions representing our own body and actions 

such as sensorimotor areas (motor and somatosensory cortices, beyond visual regions) 

(Calvo-Merino et al., 2005; 2006; Urgesi et al., 2007a). Research has shown that not only 

body-related brain areas play a fundamental role in action perception and action execution 

(i.e., sensorimotor cortices), but also they have been linked to crucial processes in human 

cognition such as theorizing about others’ mental states (Rizzolatti et al. 2001; Rizzolatti and 

Sinigaglia 2008), understanding kinematics implied in perceived movements (Calvo-Merino 

et al. 2005; Cross et al. 2009) or participating in human judgements such as aesthetic 

decisions (Calvo-Merino et al., 2010) or action predictions (Aglioti et al., 2008).  

 

Interestingly, all the above-mentioned processes involve not only perceiving visual stimuli 

but maintaining this information in working memory while further decisions are taken (i.e. 

judgements). However, until recently, no studies have studied the direct role of 

sensorimotor cortices in visual working memory of bodies or actions. During the last years, 

Galvez-Pol and colleagues have developed a new methodology using 

electroencephalography (EEG) that combines visual evoked potentials (VEP) recorded during 

a visual working memory task, with neural signatures classically associated with 
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somatosensory and motor cortices, namely somatosensory evoked potentials (SEP) and 

lateral readiness potential (LRP) (Galvez-Pol et al., 2018a; Galvez-Pol et al., 2018b). This 

methodology has been extensively described in our previous chapter and has been 

replicated in the earlier studies presented in the thesis (Abad-Hernando et al., in 

preparation).  These studies have allowed us to find initial evidence for the role of 

sensorimotor cortices in holding visual body-related information in memory. Specifically, 

using EEG, Galvez-Pol et al (2018a) recorded brain activity while participants maintained in 

memory visually presented body postures and control stimuli (matched geometrical shapes) 

in a similar paradigm to those employed by visual working memory studies (Vogel & 

Machizawa, 2004; D’Esposito & Postle, 2015). These results show that compared to non-

body-related stimuli (shapes), maintaining bodies in memory involves initial visual 

processing but importantly this process is fast recoding in our own neural body 

representation, as shown by a modulation of the somatosensory evoked potential recorded 

simultaneously (by applying irrelevant tactile stimulation to the fingertips) during the visual 

task (Galvez-Pol et al., 2018a). Similarly, a second study showed a similar pattern of results 

(stronger modulation during the maintenance of body information than for control shapes) 

when recording lateralized readiness potential (a classic neural signature of motor cortex 

activity) during the same visual working memory task (Galvez-Pol et al., 2018b). Crucially, 

these studies employed a newly developed methodology that allows isolating the specific 

involvement in somatosensory and motor cortices from the visual carry over effects during 

the visual task, by using a subtraction methodology to cancel out all potential activity 

related to exclusively visual processing carry-over effects (for a methodological description 

see Galvez-Pol et al. 2020).  
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These studies provided the first evidence for a new role of sensorimotor regions not only in 

perception by also in encoding and maintaining body-related information in a visual working 

memory task. However, what remained unclear is whether this activity is indeed necessary 

(i.e. causally involved) for memory encoding or rather just a correlated signal.  

 

The current study aims. 

This project aims to investigate using transcranial magnetic stimulation (TMS) if motor 

regions involved in body perception and action observation play a crucial role in encoding 

and successfully maintaining memory bodily information. Or if this sensorimotor response 

just reflects an ongoing carry-over activity that correlates with the visual memory 

mechanism but does not play a functional and causal role in visual memory for body 

information. The project proposes a main TMS experiment divided into several sessions. The 

study will employ TMS to measure ongoing activity in the motor cortex by applying 

magnetic pulses during the retaining interval during a visual memory task when the stimuli 

to be remembered are body (hand images) and non-body images (geometrical shapes) 

(Figure 12). We will use a change detection task with memory arrays presenting 1 or 2 items 

(low load, high load; following Galvez-Pol et al., 2018a; 2018b, Fig S2). Motor evoked 

potentials (MEPs), reaction time and accuracy will be recorded as dependent variables. D 

prime will also be calculated for the analysis. We will apply single-pulse TMS at a rate of 1 

every 5 seconds, at different intervals over the 600 ms retention interval, over the motor 

cortex and record motor evoked potentials (MEPs). We plan a within-subjects design 

2x2x2x2x2 that will include the following factors: load (1/2 items), stimuli (hands/control 

shapes used in Galvez-Pol et al., 2018a), interval (we will apply the magnetic stimulation at 
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500 and 700 ms SOA -based on Galvez-Pol et al., 2018b) visual cue (presented in the left or 

right visual hemisphere) and TMS stimulation site (right/left motor cortex).  

Similar predictions are made for modulation of the MEPs amplitude collected over 

left/right-hand muscle during the visual memory task, and performance in the visual 

memory task. Specifically, we predict a main effect of stimuli type, suggesting that MEP 

amplitude will be modulated by the type of stimuli being processed, and performance will 

be lower when information to be maintained are hands than geometrical shapes. This will 

imply that interfering with motor processing via TMS affects memory when information to 

be remembered is bodily related (hands) but not for control geometrical shapes. Following 

this main effect, we expect an interaction of stimuli type and load. TMS over the motor 

cortex will modulate MEPs and disrupt performance encoding and memory of hand images, 

but not geometrical shapes, and this disruption will be stronger in the higher load than in 

the lower load. These predictions follow nicely on previous EEG work results and will 

suggest that sensorimotor processing participates in encoding bodily information. These 

results will thus identify a crucial role for the motor cortex in working memory, over and 

above those processes provided for visual regions.  

Overall, the present study will show that motor cortices are relevant in cognition (i.e., 

memory) beyond their well-established role in body perception and action execution. 

Demonstrating the causal role of the motor cortex in maintaining bodily information, will be 

a stepping stone towards revising existing cognitive models that generally do not consider a 

role for primary sensory areas (i.e., motor cortex) beyond the basic processing of sensory 

information.  
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4.2. Methods 

4.2.1. Design 

The experimental design will be a within-subjects repeated measured (2x2x2x2x2) and will 

include the following conditions:  

A) Stimulus type (2): Visual stimuli to be remembered will be body (hand images) and non-

body images (visually controlled stimuli: geometrical shapes). We have previously validated 

and visually matched the stimuli for physical visual properties and task difficulty (Galvez-Pol 

et al., 2018a; 2018b; see Fig 1).  

(B) Memory load (2): number of stimuli to be remembered in the target array (1 or 2). This 

represents low load vs high load. Prior studies have shown that remembering two items 

may well lead to limits in WM capacity (Alvarez and Cavanagh, 2004; Luria et al., 2010; 

Olsson and Poom, 2005); therefore, memory load 1 and 2 (low/high) would allow observing 

increasing activity related to memory encoding and maintenance.  

(C) Lateralized cues (Left, Right): As previous work on visual short-term memory (Vogel & 

Machizawa, 2004) or our previous work (Galvez et al., 2018a; 2018b), it is necessary to cue 

one visual hemifield to show differences between ipsilateral and contralateral neural 

processing of the stimuli to be remembered in the contralateral hemisphere. At trial onset, 

visual cues ((left/right arrow) will indicate which stimuli should be remembered (left/right 

visual hemifield).  

(D) TMS stimulation site: single-pulse TMS will be applied over the left and right motor 

cortex in different condition blocks. The rationale behind this choice is based on the clear 

contralateral brain representation of the hands in the motor cortex. This allows the 

possibility of measuring persistent contralateral activity over motor cortices when seeing 
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and remembering the stimuli (in a similar fashion to the EEG paradigms employed by Vogel 

et al., (2005).  

(E) TMS timing (3): TMS will be applied over motor cortex at two different intervals (we will 

apply the magnetic stimulation at 500 and 700 ms SOA). This timing information is based on 

the timing effects observed in our previous work with EEG (Galvez-Pol et al., 2008a).  

 

Dependent Variables: We are going to handle two types of data that will be analysed 

separately. Physiological data will be obtained from the TMS over left and right motor 

cortex (in the shape of motor evoked potentials). Behavioural data we will obtain from the 

visual working memory task. Here we will explore reaction times, and accuracy and we will 

calculate d prime to assess perceptual sensitivity.  

 

 

4.2.2. Materials 

Participants will perform a visual memory task similar to that of Vogel and Machizawa 

(2004) and Galvez-Pol et al., (2018a). Items to be remembered were hand images (depicting 

different finger/hand positions) and analogous geometrical shapes (Fig. 1B). Participants 

were cued on each trial by a central arrow to attend to items displayed in their left or right 

hemifield. This was followed by a bilateral memory array depicting 1 or 2 items (low and 

high memory load conditions) in each hemifield and a blank retention interval lasting 900 

ms. A final test array that differed in 50% of the cases from the memory array by one item 

was displayed until participants verbally responded whether or not the memory and test 

arrays were identical (Fig. 1A). The participants' verbal responses were reported through a 

microphone to the experimenter, who entered the responses manually from outside of the 
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electromagnetically shielded room. Participants' forearms rested on the top of a table with 

their hands separated in palm up position while covered by a black surface. Visual stimuli 

were displayed using E-Prime2 Software (Psychology Software Tools, Pittsburgh, PA).  

  

All stimulus arrays were presented within two 5 x 8.5 degrees rectangular regions that were 

centred 5.3degrees to the left and right of a central fixation cross on a grey background. The 

positions of all stimuli were randomized on each trial with the constraint that the distance 

between stimuli within a hemifield was at least 2.4 degrees (centre to centre). Each memory 

array consisted of 1 or 2 hands (1.3 x 0.8 degrees) in each hemifield. These were randomly 

selected from a set of twelve hands. Right hand images were shown on the right hemifield 

while left hand images were displayed on the left. The rationale behind this latter choice is 

based on the clear contralateral brain representation of the hands in the somatosensory 

cortex. This allows the possibility of measuring persistent contralateral activity over SCx, 

which can be isolated from concomitant visually evoked activity when seeing and 

remembering the stimuli. In the control condition, 1 or 2 polygonal shapes (1.3 x0.8) were 

selected and shown in a similar fashion. Since prior studies have shown that remembering 

two items may well lead to limits in WM capacity (Alvarez and Cavanagh, 2004; Luria et al., 

2010; Olsson and Poom, 2005); memory load 1 and 2 (low/high) would allow observing 

increasing activity related to memory encoding and maintenance. 

 

During the trials, a task irrelevant TMS pulse will be applied over left or right motor cortex at 

a given interval (500 or 700 ms) and MEPs over the contralateral hand to the TMS 

stimulation site will be recorded. On a basis of 100 trials per condition and assuming a 

design 2x2x2x2, there will be 1600 trials (1 pulse/5sec x 1600 = 2.2 hours approx.) with 4 
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blocks and probably 2 sessions of 1.5 hours (number of sessions will be pilot to ensure we 

respect health and safety regulations). Based on previous EEG studies finding effects using 

same paradigm and design (Galvez-Pol et al., 2018a,b) we estimated a sample size of 40 

participants.  

We have collapsed two factors over one, to create a congruency factor between the visual 

stimulation site (left, right hemifield) and TMS stimulation site (right, left motor cortex).  

 

TMS stimulation and EMG recording: We will use a Magstim Super Rapid Stimulator and a 

70 mm figure-of-eight coil and apply single-pulse TMS over the primary motor cortex during 

the visual working memory task. We will employ a classical measurement of motor activity: 

Motor Evoked Potentials (MEPs). When single-pulse TMS is applied over the primary motor 

cortex, this will activate descending motor pathways and result in MEPs (i.e. muscular 

twitches). The intensity of pulses will be set around 110–120% of resting motor threshold 

(RMT) to elicit MEPs of around 1 mV amplitude in the FDI. Individual RMTs will be 

determined prior to the experiment as the minimal intensity required to elicit an MEP 50 

mV in amplitude in around 3 out of 6 single pulses when the hand is fully relaxed. The MEPs 

will be recorded using electromyography (EMG, via electrodes placed on the skin over the 

relevant hand muscles) to measure covert motor processing. Specifically, surface Ag/AgCl 

EMG electrodes will be placed approximately 2–3 cm apart, over the first dorsal 

interosseous FDI muscle of the left and right hand (to record MEP from TMS over left and 

right hemisphere) and a nearby reference site. EMG will be collected and stored on a 

second dedicated PC. Participants will be instructed to perform the visual working memory 

task and ignore the TMS stimulation. Digital data will be exported and analysed offline.  
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Figure 12. (a) Trial structure and stimuli example. (a) example of a trial indicating the TMS timings 

(500 or 700 ms) during the retention interval. (b) example of hands and shapes used as stimuli. 

(Adapted from Galvez-Pol 2018a).  

 

4.3. Predicted results & Discussion. 

Here we present a description of the main planned analysis and prediction. For the analysis, 

Repeated Measures ANOVA will be used for behavioural (accuracy), sensitivity (d-prime) 

and physiologic data (MEPs) separately. We will calculate performance (accuracy, RT a d-

prime -visual sensitivity index) for each type of stimulus, load, lateralized cue, stimulation 

time and stimulation site). We will combine the factors lateralized cue and stimulations site, 

to create a new variable that represents the congruency between the visual hemifield that 

hold the visual information (left, right) and the TMS stimulation site (right, left respectively -

as visual information is cross over) (similar to Galvez-Pol et al., 2018a, 2018b). We predict a 
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significant modulation of the MEP amplitude affected by the interaction between the type 

of stimuli to be remembered (hands, shapes) and the memory load (high, low load). 

Importantly, this interaction will be accompanied by a main effect type of stimuli, 

suggesting that the activity evoked in the motor cortex via MEPs is affected by the type of 

stimuli that is been maintained in memory (hands or shapes). A main effect or interaction 

with the factor time of stimulation will provide us with information about the timing of this 

effect. Similarly, we predict a significant decrease in performance (increased RT, reduced d 

prime) during the hand condition as compared to the shape condition. This stimuli effect 

can also interact with load, as we have described above, suggesting the motor processing is 

not only sensitive the type of stimuli being encoded and maintained but also is sensitive to 

the amount of information being stored when this is bodily related (but not when the 

stimuli are shapes). A main effect or interaction with the factor stimulation time will allow 

us to see at what time of the retention interval is more critical the involvement of motor 

cortex in this kind of processing. Overall, this will establish how sensorimotor processing 

plays a crucial and necessary role in visual working memory for bodily information. This 

experiment will provide direct causal evidence for the role and necessary involvement of 

motor areas during a visual working memory task. This project will show that sensorimotor 

cortices are relevant in cognition (i.e. memory) beyond their well-established role in body 

perception. This will be a stepping-stone towards revising existing cognitive models that 

generally do not consider a role for the primary sensory area beyond the basic processing of 

sensory information.  A potential pattern of results for accuracy is presented in figure 13.  
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Figure 13.  Figure illustrating a potential performance pattern for accuracy during the two TMS 

conditions. (a) condition TMs stimulation at 500 ms. The figure shows an interaction of load and 

stimuli type, showing lower performance for hands than for shapes (value 1 and 2). There is also a 

significant difference in the load only for hand conditions (value 3), suggesting that the TMS at 500 

ms affect hands in general, but it is also modulated by load. No significant effects were observed 

when the TMS stimulation was not congruent with the visual field to be stimulated. This scenario 

shows effects at the early part of the encoding process (500 ms). (b) This scenario shows similar 

effects to the body and shapes during the TMS stimulation at 700 ms. Differences between TMS 

timing will allows to understand the temporal pattern of the sensorimotor encoding in visual WM. 

The figures proposed this may be relevant to the early involvement.  
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SECTION B: Action Prediction & Movement Fluency 
 
In cognitive psychology, action prediction and movement fluency serve as interconnected 

pillars that help illuminate how perception and action are seamlessly integrated in human 

behaviour. Action prediction refers to our ability to foresee future events by interpreting 

sensory data, a skill that equips us to navigate a continually changing environment 

effectively. Motor fluency, conversely, pertains to the smooth and efficient execution of 

physical tasks, which often improves through practice and learning. These two components 

are interdependent: accurate action prediction can lead to smoother motor responses, and 

a high degree of motor fluency can offer more reliable data for effective action prediction. 

As Ericsson (2014) and Ericsson and Pool (2016) have argued, the mastery of a skill relies on 

identifying key performance elements, receiving immediate feedback, and continual 

refinement through repetition and problem-solving. 

 

Biological motion as a sensory-motor construct. The concept of biological motion (BM), 

initially defined by Johansson in 1973 as the unique movement pattern of living organisms, 

plays a pivotal role in linking perceptual and motor fluency. Recognizing and understanding 

this form of motion is essential for survival and social interaction. One of the most common 

ways to study biological motion in action prediction is using point-light displays, as a way to 

disentangle biological kinematics from biological appearance. Originally developed also by 

Johansson in 1973, point-light displays are visual representations where key joints of a 

human or animal figure are marked by small, luminous dots against a dark background. The 

movement of these dots simulates the natural movement of the body, stripping away all 

additional visual cues like facial expression, attire, or body shape. Point-light displays are 

particularly useful for studying action prediction because they isolate the raw kinematic 
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data, enabling researchers to discern which specific aspects of movement are crucial for 

accurate prediction. For example, in the field of sports psychology, researchers have utilized 

point-light displays to evaluate how skilled athletes are better at predicting the outcome of 

an opponent's actions merely by observing these simple visual cues (Aglioti et al., 2008; 

Urgesi et al., 2012). Similarly, studies involving dance have used point-light displays to 

investigate how professional dancers are more adept at predicting complex choreographed 

sequences compared to novices (Bläsing et al., 2012; Orgs et al., 2013). Importantly, point-

light displays have also been instrumental in neural studies exploring the mechanisms of 

action prediction. Researchers use techniques like functional magnetic resonance imaging 

(fMRI) or electroencephalography (EEG) to monitor brain activity while participants watch 

point-light displays (Balser et al, 2014; Zhao et al., 2021). This approach has highlighted the 

roles of the Action Observation Network (AON) and mirror neuron systems in facilitating 

predictive processes. Overall, point-light displays offer a streamlined yet effective 

methodology for understanding the nuances of biological motion and action prediction, 

significantly contributing to our understanding of how humans interpret and interact with 

the world around them. 

 

On the perceptual front, humans excel at rapidly and accurately recognizing biological 

motion, whether it's discerning the gait of a person from minimal cues (Blake & Shiffrar, 

2007) or decoding subtle facial expressions (Ekman & Friesen, 1971). This aptitude for quick 

recognition, an element of perceptual fluency, also enables us to predict future actions like 

the path of a ball based on a player's kicking motion. On the flip side, executing intricate 

movements, such as dance sequences or athletic feats, requires a high degree of motor 

fluency (Sevdalis & Keller, 2011). Motor fluency can be refined by engaging in a feedback 
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loop that involves observing biological motion, either of oneself or others, and subsequently 

practicing to improve. This observation process is thought to activate neural pathways that 

are also engaged during the execution of the observed movements, a phenomenon known 

as motor resonance (Rizzolatti & Craighero, 2004; Calvo-Merino et al., 2005; 2006). This dual 

activation may encourage the mutual enhancement of both perceptual and motor fluency. 

Clinical conditions like autism spectrum disorder and Parkinson's disease, which affect both 

the perception and execution of biological motion, underscore the essential 

interconnectedness of these two forms of fluency (Cook et al., 2009; Casjens et al., 2013). 

They serve as a reminder of how deeply entwined they are in our understanding and 

interaction with the surrounding world, revealing a critical connection between the two, 

potentially mediated by shared neural mechanisms or networks. 

 

This upcoming section will focus on the dynamic nature of bodies as a key characteristic of 

how we understand and predict actions. Chapter 5 was written as a review paper on action 

prediction, based on latest state of the art, proposing an integrative and holistic view on the 

field from a combination of cognitive, behavioural, and neuroanatomic and computational 

perspectives. Action prediction refers to the cognitive processes by which individuals 

anticipate and forecast the actions of others based on various cues and prior knowledge, 

and it involves making inferences about the likely next actions in each situation. Action 

Prediction will be explored based on 3 cognitive stages with different underlying 

mechanisms: sensory cues and detection of animacy, sensorimotor representation of 

actions as an internal experience-based model, and top-down modulations from intentions 

and expectations based on the context. Chapters 6 & 7 consist of a series of experimental 

studies where action prediction and fluency will be empirically explored using dance 
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movements as complex stimuli, in an attempt to improve ecological validity and explore this 

multidimensional relationship in a more naturalistic way. The first study will stablish the 

behavioural and psychophysical baseline measurements and experimental conditions, 

building a robust paradigm to explore fluency from an action prediction framework. The 

second experiment will explore further the relationship between action prediction and 

fluency when comparing with experts, looking at aesthetic appreciation and individual 

differences as potential modulators adding to the richness and complexity of human 

movement. 

 

Chapter 5 will elaborate on how action prediction stands at a complex intersection between 

attention, perception, sensorimotor representations, implicit memory, and contextual 

information such as socio-affective factors or cultural background. At this intersection, 

prediction means not just survival, but better adjustment in everyday life. Research on 

action prediction contributes to our understanding of social cognition, empathy, and theory 

of mind—the ability to attribute mental states to oneself and others. We are constantly 

anticipating other’s actions, making predictions about the most likely goal or intention, 

based on our personal experience and available information. Action prediction (AP) is based 

on sensorimotor representations of actions, including procedural memory for motor skills. 

But it also improves with contextual information, which aids in constructing top-down 

models that help us interpret everyday situations and interactions. First, we perceive 

sensory information in the environment and our attention might be driven towards certain 

characteristics implying animacy. Those are generally key features like faces, biological 

motion (BM) or interaction contingency that would indicate agency behind movements. 

Agency and animacy detection via those attentional and perceptual cues would be the first 
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processing stage guiding our understanding towards goal-directed actions. Secondly, we use 

our internal sensorimotor representations of those actions, which are constructed based on 

our own experiences of perceiving and performing them. In this sense, action prediction is 

built upon both action perception and action execution. These models have been developed 

through sensorimotor experience, adjusted using self-motion interoceptive information and 

consolidated in memory. Although, predicting actions goes beyond simply forecasting the 

physical movements, it also involves inferring the intentions and goals underlying those 

actions. Individuals use their context-based knowledge of the situation, cultural norms, and 

the socio-affective background information, to make more accurate predictions about 

others’ intentions. Prediction Error (PE), a key concept from the predictive coding account, 

is proposed here from different angles depending on the type of information, top-down 

modulations would feed into the sensorimotor loop or broader social cognition frameworks.  

 

Chapter 6 will explore fluency, a multifaceted concept, which has been shown to 

significantly impact various aspects of human cognition and behaviour, from perception and 

motor execution to memory and decision-making. Perceptual fluency relates to the ease 

with which sensory information is processed, influencing judgments about aesthetics, 

truthfulness, and memorability. Motor fluency, on the other hand, deals with the execution 

of physical tasks and is indicative of skill level in diverse domains like sports and music. 

These two types of fluency are not mutually exclusive; rather, they often interact in complex 

ways. For example, the study of biological motion serves as a unique crossroads where 

perceptual and motor fluency meet. It's not just about how effortlessly one can interpret or 

predict biological movements (perceptual), but also how seamlessly one can execute them 

(motor). Observing such motion can even activate neural pathways used in executing the 
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same movements, highlighting a bidirectional relationship between perception and action. 

This first behavioural study aims to delve into this intricate relationship by focusing on the 

intersection between perceptual and motor fluency through an action prediction task. The 

focus will be on human dance movements, providing ecological validity while also 

challenging participants with complex whole-body movements they might not have motor 

experience with. The study proposes that participants will more accurately and quickly 

identify fluent movements as the "correct" continuation in a temporal occlusion paradigm, 

suggesting that fluency has both perceptual and motor implications. This work is part of a 

broader research trajectory that aims to explore the nuances of fluency and its impact on 

our cognitive and behavioural functions, offering insights that could extend to various 

domains including social neuroscience, psychology, and even clinical applications. 

 

Chapter 7 elaborates on fluency and outlines an experiment designed to explore the 

relationship between aesthetic appreciation and action prediction in the context of dance. 

Providing not only a review of existing literature that highlights the role of perceptual and 

motor experience in predicting others' actions, particularly in skilled performances. There's 

also evidence that experts and non-experts engage different neural regions when watching 

dance, depending on their aesthetic preferences and other individual differences. 

Movement fluency, or the smoothness and precision of dance moves, is emphasized as a 

key factor in how audiences perceive and appreciate dance. Fluent movements are linked to 

a dancer's emotional expression, skill level, and the aesthetic quality of the performance. 

This applies universally across different styles and cultural forms of dance. The field of 

neuroaesthetics provides a backdrop, studying how the brain processes aesthetic 

experiences. This work builds on previous research showing that body-related brain areas 
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play a role in appreciating the aesthetic aspects of bodily movement in space. The 

experiment aims to measure whether aesthetic appreciation of dance enhances our ability 

to predict fluency in dance movements. It also seeks to investigate whether individual 

differences, such as dance experience or alexithymia, affect this predictive ability. Two 

hypotheses are proposed: one suggesting that performance will be better on fluent trials 

and the other exploring if aesthetic appreciation or other individual differences could relate 

to, or even predict, performance. 
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Chapter 5: The Advantage of Prediction: a review 

 

5.1. Introduction  

Action, defined as a goal-directed movement, ranging from walking to communication, can 

be better understood through the lens of prediction. To navigate the world around us, 

efficient visuomotor control of our actions requires the estimation (on-line prediction) of 

one's own body state prior to movement execution, which is based on internal sensorimotor 

representations. These internal representations or models, allow for anticipating the 

sensory consequences of one's own movements in real time based on motor commands 

(i.e., efference copies) (Wolpert & Flanagan, 2001). In the context of social interaction, it is 

imperative to anticipate the forthcoming actions of other individuals or agents. Those same 

internal models may also be applied to predict the actions observed in others (Blakemore & 

Frith, 2005; Kilner, Friston, & Frith, 2007; Prinz, 2006; Wolpert & Flanagan, 2001).  

 

Perceiving, understanding, and contextualizing actions occur at different levels, which can 

be utilized to predict events and determine the need for action. These processing levels 

appear to follow a temporal order, beginning with the perception of low-level sensory 

features, progressing to the understanding of action kinematics and goals, and culminating 

with broader conceptualizing via contextual information such as social-affective frameworks 

(Tarhan et al., 2021; Dima et al., 2022). 
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Figure 14. Action prediction scenario. Cyclist will first detect there is an agent on the right side of the 
road (bottom-up sensory cues). Then, they will use their own sensorimotor experience (internal 
representation / model of action) to read body posture and kinematics, trying to predict whether the 
person is more likely to move and cross the road or stand and stop the cab. At last, knowing that the 
person is standing by a pedestrian crossing (top-down modulation by context) will increase the 
probability of the cyclist predicting the action of crossing. 

 

Action prediction is essential. Action stands at a complex intersection between attention, 

perception, sensorimotor representations, implicit memory and contextual information 

such as socio-affective factors or cultural background. At this intersection, prediction means 

not just survival, but better adjustment in everyday life. Research on action prediction 

contributes to our understanding of social cognition, empathy, and theory of mind—the 

ability to attribute mental states to oneself and others. We are constantly anticipating 

other’s actions, making predictions about the most likely goal or intention, based on our 

personal experience and available sensory information. Action prediction (AP) is based on 

sensorimotor representations of actions, including procedural memory for motor skills. But 

it also improves with contextual information, which aids in constructing top-down models 

that help us interpret everyday situations and interactions. First, we perceive sensory 
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information in the environment and our attention might be driven towards certain 

characteristics implying animacy (Saito et al., 2023). Those are generally key features like 

faces, biological motion (BM) or interaction contingency that would indicate agency behind 

movements (for a review, see Schultz & Frith, 2022). Agency and animacy detection via 

those attentional and perceptual cues would be the first processing stage guiding our 

understanding towards goal-directed actions. Secondly, we use our internal sensorimotor 

representations of those actions, which are constructed based on our own experiences of 

perceiving and performing them. In this sense, action prediction is built upon both action 

perception and action execution. The accuracy of these internal representations or models 

is enhanced by both visual and motor familiarity with the specific action (Calvo-Merino et 

al., 2006). These models have been developed through sensorimotor experience, adjusted 

using self-motion interoceptive information (e.g., oculovestibular feedback, proprioception, 

and motor efference copy), and consolidated as procedural memory. Although, predicting 

actions goes beyond simply forecasting the physical movements, it also involves inferring 

the intentions and goals underlying those actions. Individuals use their context-based 

knowledge of the situation, cultural norms, and the socio-affective framework, to make 

more accurate predictions about others’ intentions. For instance, when a pedestrian stands 

by the roadside, a cyclist must predict whether that person intends to cross the road or 

maybe hail a taxi (see Fig 1 for minimalist example scenario).  

 

The first section of this review will explore the concept of prediction error, brought from the 

intersection of action prediction and predictive coding theories, to understand how we 

update both sensorimotor and context models. The second section will look into perception 

of action-related sensory information, focusing on the detection of agency, and exploring 
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the role of body-related features and biological kinematics as saliency cues. This is a first 

and necessary step where attentional and perceptual mechanisms will play a decisive role in 

recognizing “natural agents”. Throughout this section, moving “agents” will be referred as 

opposed to moving objects, like a bouncing ball or a falling leaf. Agency cues will determine 

perceptual pathways, with great impact on action prediction performance. A review on 

action prediction studies focusing on animacy, with an integrative view on biologically 

salient information processing will be discussed, including neuroanatomical basis and 

pathways key on agency detection. The third section will elaborate on the main body of 

research on action prediction, which is centred in action features and mechanisms 

underlying sensorimotor representations and memory for actions. It will focus on how we 

acquire our sensorimotor representations through experience, and why this experience-

based sensorimotor knowledge is the most accurate model to make better predictions. A 

variety of approaches to study Action Prediction (AP) will be covered, from developmental 

studies to visual vs motor familiarity and expertise. We will discuss the motor hypothesis 

with the core AP experimental studies pointing towards Mirror Neurons (MN) and Action 

Observation Network (AON) as neural substrates. The last section will give an overview on 

the latest advances on Action Prediction (AP) research, moving towards understanding the 

role that contextual information can play modulating how we perceive and interpret 

actions. Framing action prediction within social and emotional contexts might have been the 

missing piece for a more holistic understanding. 
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5.2. A more integrative view using predictive frameworks. 

 

5.2.1. Predictive Coding (PC), an integrative framework 

Considering action from the perspective of prediction can provide a multi-faceted, coherent, 

and integrative framework that offers explanatory power across different levels of 

understanding, from neural mechanisms to behaviour and social interaction. Prediction 

allows for a more comprehensive understanding of how sensory information (e.g., visual or 

auditory cues) can inform and guide motor actions. This is a cornerstone of adaptive 

behaviour, also covered as the proactive brain hypothesis (Bar 2007; 2009). Predictive 

models suggest that the brain constantly makes forecasts about future states. If the brain 

can predict the outcome of an action successfully, it can more efficiently allocate cognitive 

and motor resources. A predictive framework is inherently adaptive, meaning it can adjust 

to new information or changes in context, which is essential for survival in a complex and 

dynamic world. There is growing evidence supporting the role of predictive coding in brain 

function (Parr & Friston, 2018; Friston & Frith, 2015; Aitchison & Lengyel, 2017; Palmer et 

al., 2020). Brain regions responsible for actions, like motor cortex or basal ganglia, are 

closely connected with areas responsible for prediction and expectation, such as prefrontal 

cortex (Fuster, 2001; Passingham et al., 2002).  

 

The concept of action has been compellingly reframed through the predictive coding 

account, as articulated in the work of Karl Friston and colleagues. Under the predictive 

coding framework, actions are not mere responses to stimuli but are guided by the brain's 

ceaseless effort to minimize prediction errors—the discrepancies between predicted and 

actual sensory input. According to Friston's free-energy formulation, actions serve to adjust 
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the environment or our perception of it, in such a way that future sensory input aligns with 

the brain's predictions (Friston et al., 2010). This perspective integrates seamlessly with 

other cognitive processes; for example, the same predictive models that guide our actions 

can also be used for interpreting the actions of others, a concept that gains traction in 

Clark's behavioural and brain sciences paper (Clark, 2013). In this view, our motor acts, as 

well as our perception of actions, emerge from a unified predictive framework, significantly 

enriching our understanding of agency, intentionality, and social interaction. This account of 

action informed by predictive coding offers a more nuanced understanding that 

encapsulates not just motor output but also intention, planning, and social understanding, 

supported by a brain network that is inherently geared for prediction. 

 

5.2.2. Prediction Error (PE): the real deal for AP 

Action prediction refers to the cognitive process through which individuals anticipate and 

forecast the actions of others based on various cues and prior knowledge. It involves making 

inferences about the ongoing action. Predictive error refers to the discrepancy or mismatch 

between the predicted action and the actual observed action or outcome and can be used 

as a learning signal to update the predicted action to match observed action more closely. 

People make anticipatory predictions about the future actions or events based on available 

information, contextual cues, and prior knowledge. Predictive error occurs when the 

predicted action or outcome does not align with what happens, and it represents the error 

or inaccuracy in the prediction made. 
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Prediction error involves anticipating the unfolding of observed actions (Avenanti et al., 

2018; Stadler et al., 2012; Urgesi et al., 2010; Kilner, 2011). Neurophysiological evidence, 

such as the study by Whitford et al. (2017) on efference copies in inner speech, supports the 

concept of sensory attenuation, where self-generated sensations elicit a smaller 

neurophysiological response compared to externally generated sensations. Sensory 

attenuation is believed to occur due to predictions generated by an internal forward model 

(IFM) based on an efference copy of motor commands. The predicted sensations are then 

compared to actual sensations, and any discrepancy is processed at higher levels in the 

neural hierarchy. Consequently, self-generated sensations feel less salient than externally 

generated sensations. This phenomenon is thought to be mediated by the cerebellum and 

the IFM (Blakemore et al., 2000a; Wolpert and Miall, 1996). 

 

An exceedingly encompassing and impactful postulate emphasizing the significance of 

prediction in neural functionality is the predictive coding theory, significantly developed and 

expanded by Friston and his team over the course of two decades (2002, 2005, 2010). The 

fundamental tenet of predictive coding posits that neural computation involves the 

gathering of substantiating data for competing anticipations about the causes of sensory 

experiences in a hierarchically ascending, or bottom-up, fashion. Concurrently, it tests these 

anticipations by generating predictions in a hierarchically descending, or top-down, manner. 

A core part of this process, belief updating, hinges on the upward transmission of prediction 

errors (defined as the discrepancy between rising sensory information and descending 

predictions) through the neural hierarchy. This results in a revision of expectations, 

facilitating the generation of improved predictions that are then propagated down the 



   
 

 130 

hierarchy (Siman-Tov et al., 2019). Friston's (2009) theory of active inference introduces the 

concept that perceptions and actions are inextricably intertwined for the express purpose of 

minimizing prediction error. An additional facet of active inference is the forecasting of the 

precision (the reciprocal of variance) of prediction errors, which are often conceptualized as 

computational equivalents of attention (Feldman and Friston, 2010; Brown et al., 2011).  

 

In conclusion, the framework of Predictive Coding (PC) offers a profound and integrative 

perspective on action, encompassing various levels of understanding from neural 

mechanisms to behaviour and social interaction. PC highlights the brain's inherent ability to 

predict and minimize prediction errors, thereby efficiently allocating cognitive and motor 

resources. This framework has found support in extensive research, emphasizing the close 

connections between brain regions responsible for actions and those involved in prediction 

and expectation. Karl Friston's work, in particular, has reframed our understanding of action 

by depicting it as an ongoing process aimed at minimizing prediction errors, fundamentally 

altering the traditional stimulus-response paradigm. 

 

Furthermore, this predictive coding account extends seamlessly to our understanding of the 

actions of others, enriching our comprehension of agency, intentionality, and social 

interaction. It underscores the unity of predictive models that guide both our own actions 

and our interpretations of the actions of others. Moreover, within this framework, action 

prediction and prediction error assume vital roles. Action prediction involves anticipating 

others' actions based on contextual cues and prior knowledge, while prediction error 

represents the discrepancy between predicted and observed actions, serving as a critical 
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learning signal. Neurophysiological evidence supports the concept of sensory attenuation, 

wherein self-generated sensations elicit reduced neurophysiological responses compared to 

externally generated ones. Predictive coding, with its emphasis on prediction and error 

minimization, has emerged as a pivotal concept in understanding neural functionality and 

the interplay between perception and action. It provides a unified and comprehensive 

perspective that encompasses not only motor output but also intention, planning, and social 

understanding, highlighting the brain's innate propensity for prediction and adaptation in a 

dynamic world. 

 

Prediction Error (PE) will be elaborated in later sections from different angles depending on 

the type of information. It will help explain how top-down modulations feed into the 

sensorimotor loop or broader social cognition frameworks. 

 

5.3. Agent or object? Biological cues and detection of animacy 

In order to predict others' actions, the first step would be to identify agency behind the 

observed movements, also called “animacy” or “life motion” (for review, see Schultz & Frith, 

2022; Troje & Chan, 2023). Animacy perception is a necessary component of social 

interaction (Rutherford and Kuhlmeier, 2013), and evidence shows that such perceptions 

emerge even in infancy (Adam et al., 2016; Daum et al., 2016; Elsner & Adam, 2021). 

Notably, animate objects capture attention (Schultz & Frith, 2022; Saito et al., 2023), and 

thus reflect that detecting animacy is vital in ancestral hunter-gatherer environments and is 

consistent with the animate-monitoring hypothesis (New et al., 2007). Previous research on 

factors driving the perception of animacy mainly focused on the visual properties of target 
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stimuli (Scholl and Tremoulet, 2000, Scholl and Gao, 2013, Gao et al., 2019), such as human-

like appearances (e.g., faces or bodies) and motion (e.g., body kinematics or interactive 

motion between geometrical shapes) (Blake and Shiffrar, 2007). Depending on our 

familiarity with the scenarios, we may employ different strategies to recognize "natural 

agents", ranging from body-related features to agency cues (Adam et al., 2016; Daum et al., 

2016; Elsner & Adam, 2021), up to more complex biological motion cues extracted from 

body kinematics (Saygin & Stadler, 2012; Schultz and Bülthoff, 2013; Schultz & Frith, 2022). 

Traditionally, this has been studied using vision as the dominant sensory modality (see 

Schultz & Frith, 2022), although we can also recognize agency through other sensory 

modalities such as auditory (Bidet-Caulet et al., 2005) and tactile cues (Tame & Longo, 

2023). 

 

Yiltiz and Chen (2015) showed that task-irrelevant tactile input can resolve ambiguous 

perception of biological motion, and this cross-modal bias was mediated by social-cognitive 

factors. Bidet-Caulet and colleagues (2005) showed evidence for an auditory attentional 

network specialised in biological motion related to low-level sound processing. All these 

studies reporting agency recognition through different sensory modalities, including cross-

modal learning, converge in the direction towards a multisensory processing of 

agency/animacy from early on. 

Neural correlates from action research highlight two key areas implicated in the extraction 

of visual body features: STS (superior temporal sulcus) as sensitive to whole-body 

kinematics independently from motion perception (Puce and Perrett 2003; Blake and 

Shiffrar 2007), and extra-striate visual areas like FBA (fusiform body area) specifically tuned 
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to human bodies, or EBA (extra-striate body area) involved in the representation of one's 

own body, contributing to the 'body schema' even when the bodies are depicted 

schematically in the form of Point-Light Displays (PLD) and without heads (Cross et al., 2010; 

Orgs et al., 2016). Downing et al. (2006) showed that incoherently ordered sequences of 

body postures were associated with greater activity in EBA than coherently ordered 

sequences, whereas the reverse effect was observed in pSTS. Yet, EBA does not appear to 

be specifically involved in representing or distinguishing body actions (Peelen & Downing, 

2007).  

 

STS has been reliably identified using functional magnetic resonance imaging (fMRI) to 

measure neural activation upon presentation of biological motion displays (e.g., Grossman 

et al., 2000). Moreover, brain damage in the STS region has been shown to impair the ability 

to recognize biological motion animations but spare other aspects of motion perception 

(Schenk & Zihl, 1997a, 1997b). A recent study by Karakose-Akbiyik and colleagues (2023) 

found distinct neural representations of actions and object events in the pSTS/TPJ (posterior 

superior temporal sulcus/temporoparietal junction) and superior parietal lobes. The higher 

sensitivity to action information in the right pSTS/TPJ aligned with previous studies linking 

these regions to human-specific event information such as animacy, intentionality, social 

interactions, and biological motion (Han et al., 2013; Gao et al., 2012; Isik et al., 2017; 

Grossman et al., 2005; Tarhan & Konkle, 2020). Sours and colleagues (2018) using resting 

state functional MRI (fMRI) in neonate, showed STS significant functional connectivity with 

the visual association areas, primary auditory cortex, and somatosensory association areas.  

This demonstrates the presence of cortical areas with converging sensory inputs, 
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representing that the functional architecture needed for multisensory processing is already 

present within the first weeks of life (Sours et al., 2018). All these neuroscientific studies 

point towards STS as the best candidate for detection of agency, not just visually but from 

any sensory modality. 

 

Box 1. STS and a third visual pathway specialized in Social Perception 

Recently, Pitcher and Ungerleider (2021) proposed a third visual pathway that projects from 

early visual cortex, via motion-selective areas, into the superior temporal sulcus (STS). This 

pathway would be responsible for processing dynamic social cues and encompasses various 

higher socio-cognitive functions, involving tasks such as recognizing facial expressions, 

discriminating eye gaze, integrating audiovisual speech, and interpreting the actions and 

behaviours of other biological organisms (Pitcher & Ungerleider, 2021).   

Dynamic social stimuli such as bodies and actions are initially processed in MT/V5 and the 

extrastriate body area (EBA), before information segregates between the STS and the 

parietofrontal regions (Urgesi et al., 2007; Kilner et al, 2007). While EBA plays a pivotal role 

between dorsal and ventral streams (Zimmermann et al., 2018), parietofrontal regions are 

part of the human action observation network (AON), which has a strong degree of overlap 

with the dorsal pathway. Within the AON, the STS, which is proposed to be at the heart of 

the new third proposed pathway, provides a centre for visual representations within a visuo-

motor system engaged in processing kinematics and intentions of actions to understand 

other's movements (Kilner et al., 2007). This anatomical-functional overlap between the 

proposed third-visual pathway and multiple regions within the AON, which are dedicated to 

the processing of social dynamic stimuli, invites the revision and integration of action and 
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body processing theories. For example, a detailed reappraisal of the functional role of EBA 

and STS and whether their contribution changes dynamically with the demands of the social 

perception context, analogous to proposals for the dorsal stream made by Galletti & Fattori 

(2018).   

In addition to the STS’ fundamental role in the third-visual stream pathway, and beyond 

processing faces, bodies and actions, this area also contributes to audio-visual integration, 

speech and language processing, touch perception and theory of mind (ToM). Yang and 

colleagues (2015) proposed that the pSTS lives at the intersection of social perception, action 

understanding, and ToM systems, providing the necessary multilevel spatiotemporal 

integration of social information and making it an integrative centre for social cognition. 

Other theories propose that social perception and cognition can be better understood by 

considering integrative large-scale brain networks approaches (Barret & Satpute, 2013), 

suggesting that the pSTS orchestrates at the junction of face perception, biological motion, 

and social cognition (Dasgupta et al., 2017). In addition, large-scale brain networks 

approaches are becoming useful to explain the consequences of dysfunction to the STS that 

can be observed in some psychiatric disorders such as autism (Yang et al., 2015). Research 

has uncovered various social processing functions in the brain (Sours et al., 2017). Studies 

have pinpointed activation in the STS due to five distinct social stimuli, leading to the 

presumption that the STS is involved in social perception. This activation is observed in 

relation to theory of mind (when exposed to false belief stories compared to false physical 

stories), voices as opposed to environmental sounds, stories in contrast to nonsense speech, 

moving faces as opposed to moving objects, and biological motion (Grossman & Blake 

(2001; Beauchamp, 2015). The STS plays a role in discerning the direction of others' gaze 

(known as joint attention) and is crucial for identifying the target of others' emotions 



   
 

 136 

(Campbell et al., 1990). Studies looking at impaired social cognition in neurological 

conditions, such as high-functioning autism, the superior temporal sulcus has been identified 

as the key mechanism underlying these deficits in social interpretation (Pelphrey & Carter, 

2008).  

  

5.4. Sensorimotor representation: experience-based model for actions  

Our internal models for sensorimotor representation of actions play a crucial role not only 

while learning how to navigate the world around us, but also understanding others’ goal-

directed actions and allowing interactions and coordination in joint-actions. This 

sensorimotor representations or memory of actions, traditionally called procedural memory 

(see Box 2), embodies the “know how" to perform specific actions, which helps to identify 

the underlying goals. Throughout this section, different theoretical and experimental 

perspectives focusing on different levels of experience with actions will be presented, with 

the aim to provide an integrative view on the role of internal action models for action 

prediction (see Table 2 for an overview of the main body of empirical studies on 

sensorimotor representation).  

 

5.4.1. Neural basis 

Action execution, action understanding and action observation. Action prediction is 

supported by associative learning between observed and executed actions, as indicated by 

neuroimaging studies showing sensorimotor involvement through the AON during action 

prediction (Southgate et al., 2009; Grafton, 2009; Kilner, 2010; Abreu et al., 2012; Balser et 

al., 2014). Engagement of the Action Observation Network (AON) during action observation 
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facilitates effortless and efficient prediction of ongoing movements, with greater 

recruitment of AON regions supporting the prediction of less familiar action sequences 

(Cross et al., 2013). The activation of the Mirror Neuron System (MNS) has also been shown 

to be implicated in predicting subsequent actions or consequences of observed actions 

(Ramnani & Miall, 2004; Kilner et al., 2004; Iacoboni et al., 2005; Grafton & Hamilton, 2007; 

Cattaneo & Rizzolatti, 2009). The observation of an action that is incongruent with the one 

that was previously predicted would lead to higher activity in the MNS network (Kilner et al., 

2007), showing higher activation in MNS regions when erroneous, impossible or 

extraordinary actions are observed (Costantini et al., 2005; Koelewijn et al., 2008; Stapel et 

al., 2010; Abreu et al., 2012). But other studies had shown higher activity in MNS regions 

during the observation of correct actions (Van Schie et al., 2004; Shimada & Abe, 2009, 

2010; Bello et al., 2015). 

 

Neuroimaging studies have provided insights into the neural correlates of action prediction, 

in line with previous studies looking at AON and MNS. In an EEG study, de Bruijn et al. 

(2007) brought evidence for a neural correlate when observing execution errors in everyday 

actions. They found faster reaction times for the categorization of execution errors, 

matching with a significant increment on P300 amplitude, which suggest “a more general 

monitoring process that signals that the occurrence of unexpected events is involved in the 

detection of execution errors” (de Bruijn et al., 2007). According to this, a recent TMS study 

from de Beukelaar et al. (2015) supported with evidence the role of the primary motor 

cortex (M1) and the ventral premotor cortex (vPM) in the anticipatory activity of action 

observation, showing a facilitatory effect of vPM over M1 in grasp predictions during action 
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observation. Koelewijn et al. (2007) studied via MEG possible contributions of the motor 

system for evaluating the correctness of others' actions and demonstrate that not only is 

cortical motor activity modulated by action observation, but the modulation increases when 

the observed action is erroneous. This suggests that the motor system is engaged in 

evaluating the correctness of the actions of others.   

 

Jacquet and colleagues (2016) investigated motor resonance during an action prediction 

task, employing transcranial magnetic stimulation (TMS) to measure corticospinal 

excitability (CSE). Their study revealed that experimentally induced changes in observers' 

prior expectations influence CSE, particularly under conditions of perceptual uncertainty. 

Specifically, they found that these expectations are updated based on both biomechanical 

and probabilistic prior information. Biomechanical information pertains to the physical 

effort and efficiency associated with an action, while probabilistic information involves the 

likelihood of behaviours derived from statistical patterns and past experiences. The degree 

of CSE modulation across participants corresponded with the extent of change in their prior 

expectations. These findings provide the first evidence that motor resonance mechanisms 

adapt to fluctuations in observers' expectations about others' intentions. The researchers 

suggest that this adaptive adjustment may function as a regulatory control mechanism, 

similar to those involved in action selection. This mechanism potentially helps balance and 

arbitrate between biomechanical and probabilistic information, optimizing the prediction of 

others' intentions. This balancing act is crucial when the two types of information conflict, 

ensuring more accurate and contextually appropriate predictions. 
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Box 2. Procedural memory: how memory for actions can inform AP 

Procedural memory refers to cognitive and sensorimotor habits and skills learned through 

repetition. The first convincing experimental evidence for a dissociation between declarative 

memory ("knowing what") and non-declarative or procedural ("knowing how") memory was 

from Brenda Milner (1962), by demonstrating that a severely amnesic patient (H.M.), could 

learn a hand–eye coordination skill (mirror drawing) in the absence of any memory of having 

practiced the task before. The repetition of an activity leads to the progressive consolidation 

of the memory trace of the involved skills, leading to their automatization. The neural 

correlates of procedural memory have typically focused on the basal ganglia (BG), in 

particular the dorsal striatum (comprising the caudate and the putamen) and the 

cerebellum. Patients with degeneration of the BG due to Parkinson’s or Huntington’s 

disease, can experience marked abnormalities of force/load coupling, high variability in 

static force and higher than needed grip forces (Prodoehl et al. 2009). The basal ganglia (BG) 

are involved in learning sensory-motor contingencies, organizing sequential movements, 

reinforcement-based learning (including emotionally competent reward-based learning), 

motor planning (especially precise timing), and multiple motor programs. This is key for 

action prediction because BG is responsible for implicit knowledge and automatic motor 

patterns we take for granted, but it is engrained as the basis for prediction. Recent research 

used fMRI activation patterns to illuminate the representation and organization of 

procedural knowledge, and such procedural signatures were found in frontal, parietal, 

motor, and cerebellar regions (Mason et al., 2020). An alternative hypothesis is that the 

basal ganglia are needed for the formation of experience-dependent short-term 

sensorimotor memories (Grafton, 2010). Object knowledge acquired in one trial could then 

be used in the planning of the next trial, as has been shown (Weiss et al. 2009). This short-
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range adaptation might require a reward-based learning mechanism tied to the context or 

motor goal (for review, see Shadmehr and Krakauer 2008; Shadmehr et al. 2010). 

 

5.4.2. Onset of AP: Developmental approach & familiarity with actions.  

The onset and chronological development of action prediction skills can be examined 

through developmental approach, by studying the spatial and temporal dynamics of infants' 

gaze during the observation of goal-directed actions. By comparing predictive gaze and 

grasping responses from 4 months-old to adults, critical stages of development can be 

identified, particularly in relation to the onset of motor abilities and whether the individual’s 

familiarity with both agent and action. Previous research has shown that from an early age, 

factors such as the type of agent (human or non-human), saliency of action-relevant 

features, distances, durations, and velocities are rapidly learned from visual exposure and 

strongly impact the ability to predict the goals of observed actions (Adam et al., 2016; Daum 

et al., 2016; Adam & Elsner, 2018). Studies have also indicated the role of sensorimotor 

experience in action prediction, revealing that infants' ability to predict the goals of others' 

actions emerges simultaneously with their own ability to perform those actions (Kanakogi & 

Itakura, 2011; Stapel et al., 2016).  

 

Using time of gaze arrival at the goal relative to the arrival of the observed agents' actions 

as an index of action prediction ability, Kanakogi & Itakura (2011) showed the onset of 

infants' ability to predict the goal of others' action was synchronized with the onset of their 

own ability to perform that action. Supporting these findings, Stapel et al. (2015) studied to 

what extent motor experience of an observer determined prediction accuracy for others’ 
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actions. Results showed that infants who were proficient crawlers but inexperienced 

walkers, predicted crawling more accurately than walking, whereas age groups mastering 

both skills (i.e., toddlers and adults) were equally accurate in predicting walking and 

crawling. Looking at developmental studies, it is understood that in order to predict other’s 

actions there is a critical stage, but more importantly the onset of action prediction is 

directly related to the infant’s idiosyncratic experience not just seeing but doing those 

actions.  

 

5.4.3. The role of experience in AP 

The importance of previous visual and motor knowledge. From action observation studies, it 

has been shown how action understanding increases in experts by the “motor resonance”. 

This statement enables the use of “high-skilled performers” as a way to dissociate between 

the visual and motor domains in action prediction studies.   

 

Visuo-motor dissociation in adults: Acquired skills and expertise. As previously shown by 

developmental studies, action prediction in adults is also modulated by the visual and motor 

experience of the observer. This line of research in action prediction explores the advantage 

expertise on acquired skills might have when anticipating those particular actions. Studies 

have shown that motor experts in specific domains exhibit enhanced neural responses 

when anticipating highly skilled actions (De Brujin et al., 2007; Aglioti et al., 2008; Amoruso 

et al., 2014; Balser et al., 2014; Panasiti et al., 2016). Studies comparing perceptual and 

motor experts have found motor enhancement effects when predicting the movements 
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related to their expertise (Paull & Glencross, 1997; Ranganathan & Carlton, 2007; Aglioti et 

al., 2008; Rammami & Miall, 2004; Urgesi et al., 2012; Verfaillie & Daems, 2002).  

 

The well-known study from Aglioti et al. (2008) used motor and visual experts on basketball 

to disentangle how each domain modulated accuracy in judging the fate of free shots. They 

found that motor experts predicted the success of free shots at a basket earlier and more 

accurately than visual experts and novices, even before the ball was seen to leave the 

model’s hands, suggesting they predicted by reading the body kinematics. The results are 

usually interpreted as indicating faster or more accurate anticipation by experienced players 

(as motor experts) compared with experienced viewers (visual-only experts). Mori & 

Shimada (2013) addressed action prediction as the ability to anticipate forthcoming events 

from the observation of a player's action, and assessed whether it was applicable to 

deceptive action. Using video clips and PLD of rugby players, they reveal expert players 

anticipated more accurately and faster deceptive actions in all conditions. In a similar study 

from Jackson et al. (2006), Novices were found to be susceptible to deceptive movement 

whereas skilled participants were not; however, both skilled and novice participants were 

more confident on trials containing deceptive movement. The data suggest that the skill-

level difference in sensitivity to advance visual information extends to deceptive 

information. 

 

A different approach has been recently used involving sports like handball in which there 

are different action roles, where there are all highly skilled professionals but depending on 

the action is possible to separate between motor experts and perceptual experts. 
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Surprisingly, they did not find any significant differences between both groups of experts, 

but they did for the perspective point of view (Schmidt, 2009; Cañal-Bruland et al., 2010). 

On the other hand, it has also been reported that when expert players are allowed to 

respond with their skilled sports actions, they take longer to respond than novices do, to 

minimize prediction errors (Brault et al., 2012; Dessing & Craig, 2010).    

 

Neural correlates of expertise.  

Different studies (Abreu et al., 2012; Balser et al., 2014) have explored with fMRI techniques 

how expertise modulates the AON activation pattern during anticipation tasks, suggesting 

that the neural processing of different anticipation tasks depends on the expertise level. 

Balser et al. (2014) used an occlusion paradigm, in which tennis videos where occluded at 

the time of ball-racket contact, with two action anticipation tasks and an observation-only 

condition. They found higher activation in dPMC, SPL, IFG, S1, insula, thalamus, SMG, MCC, 

hippocampus, caudate nucleus, V1, V2, V5, and cerebellum (Crus I, II, Lobule VI, VIIIb, IX, X) 

when comparing anticipation>observation tasks. Between-subjects, the same contrast show 

higher activation in experts for IFG, IPS, SPL and cerebellum, but no differences in novices.   

 

In a recent study from Makris & Urgesi (2015), where they use rTMS to search for the 

causative role of visual and motor representations of the experts’ ability to predict soccer 

actions, they found that when the rTMS was applied to STS it disrupted performance in both 

experts and novices, especially in those with greater visual expertise (i.e. goalkeepers). 

Conversely, when applied to the PMd, it impaired performance only in expert players.  
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To define how the level of expertise modulates prediction and interpretation during action 

observation, Amoruso et al. (2014) used electroencephalography (EEG) to compare 

anticipatory activity, P300, N400 and Slow Wave (SW), from experts, beginners and novices 

tango dancers. They found that anticipatory activity from the fronto-parieto-occipital 

network, early discriminated between levels of motor expertise and error detection, and 

significantly predicted semantic integration (N400 and SW) in temporal and motor regions.  

In a more recent study, Panasiti et al. (2016) explore the link between sensorimotor 

expertise, the ability to detect another’s erroneous action (indexed by positivity error, Pe) 

and action simulation (indexed by mu frequency suppression), recording electro-

encephalographic (EEG) activity in expert pianists, non-pianist musicians and musically naïve 

individuals while they observed correct or incorrect mute piano sequences. Superior error 

detection in pianists was paralleled by a larger Pe, hinting at the selective activation of the 

parietal error-monitoring system in visuo-motor experts. Moreover, only in pianists, action 

observation induced left lateralized mu suppression in the 10–12 Hz band, reflecting 

somatotopic sensorimotor simulation. A mediation analysis showed that mu suppression 

and performance (indexed by d 0) were mediated by Pe amplitude, indicating that the 

higher the simulation, the higher the sensitivity to errors for large Pe amplitude. This study 

shows that specific electrocortical indices link motor simulation and detection of errors in 

the actions of others. 

 

Motor interference/facilitation: Cognitive approach theories and behavioural studies. 

Cognitive approach theories, such as the "perceptual experience hypothesis" and "motor 
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experience hypothesis," provide insights into the influence of perceptual and motor 

experience on action prediction. The perceptual experience hypothesis suggests that skilled 

individuals are better anticipating actions because they have greater perceptual experience 

due to their frequent encounters with the observed actions (Abernethy & Zawi, 2007; 

Abernethy, Zawi, & Jackson, 2008; Williams et al., 1999). Common coding theory, 

supporting the motor experience hypothesis, suggests that anticipatory readiness potentials 

over the motor cortex can predict the onset of others' movements (Kilner et al., 2004). 

Motor resonance, characterized by the activation of similar motor representations in the 

observer when perceiving an action, has also been explored in action prediction paradigms 

(Springer et al., 2011; De Beukelaar et al., 2015; Jacquet et al., 2016). Motor interference, a 

paradigm that involves simultaneous action execution and therefore an interaction between 

motor and visual processes, has also been investigated in the context of action prediction.  

 

In order to assess how real time simulation is affected by simultaneous action execution, 

Springer et al. (2011), used an occlusion paradigm displaying actions performed by an actor 

or Point Light Display (PLD) with partial, full or no overlap between observed and executed 

actions. They manipulated side of motor execution, movement pattern, occlude time and 

the pose time, as well as front (Experiment 1) or back (Experiment 2) view instructions. They 

manifested a main effect of representational overlap, showing less errors when executed 

and observed movement fully corresponded, compared with partial overlap and no overlap, 

suggesting that action prediction and real-time simulation can be affected by motor 

processes, producing interference or facilitatory effects.  Mulligan et al. (2016) examined 

the effects of motor interference in action prediction, where a motor-visual group physically 
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practiced throwing darts and a perceptual training group learned to associate dart throw 

actions (occluded video clips) with landing outcomes. Both trained groups improved their 

prediction accuracy after training, only the motor-visual group showed interference 

associated with the right-arm secondary motor task after practice (Mulligan et al., 2016). 

Moreover, there is evidence for a motor facilitation effect of representational overlap, 

showing less errors when executed and observed movement fully corresponded, compared 

with partial overlap and no overlap (Springer et al., 2011). Colling et al., (2016) showed how 

familiarity with movement kinematics is cross modal and motor experience alone can 

indeed enhance visual prediction. 

 

5.4.4. Updating the sensorimotor model  

Proprioception and vestibulo-ocular feedback play a crucial role in updating our 

sensorimotor model. Proprioception, which involves the awareness of body posture and 

movements through receptors in skeletal muscles, joint capsules, and the skin, contributes 

to coordinating and adapting movements. Constant updating of the sensorimotor model 

through prediction error occurs with every action performed or sport practiced.  

 

Some EEG studies have been proposing different indexes to measure prediction error in the 

brain. De Bruijn et al. (2007) identified parietal P300 associated with observing execution 

errors during everyday actions. Amoruso et al (2014) proposed that anticipatory activity, 

with sources in a fronto-parieto-occipital network, early discriminated between expert and 

non-expert groups according to their level of expertise. Furthermore, this early activity 

significantly predicted subsequent semantic integration indexed by semantic responses 
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(N400 and SW, sourced in temporal and motor regions), which also predicted motor 

expertise (Amoruso et al., 2014). 

 

Panasiti and colleagues (2016) explored the link between sensorimotor expertise, the ability 

to detect another’s erroneous action (indexed by positivity error, Pe) and action simulation 

(indexed by mu frequency suppression). The study recorded EEG activity in expert pianists, 

non-pianist musicians and musically naïve individuals while they observed correct or 

incorrect mute piano sequences. Superior error detection in pianists was paralleled by a 

larger Pe, hinting at the selective activation of the parietal error-monitoring system in visuo-

motor experts. Moreover, only in pianists did action observation induce left lateralized mu 

suppression in the 10–12 Hz band, reflecting somatotopic sensorimotor simulation. A 

mediation analysis showed that mu suppression and performance were mediated by Pe 

amplitude, indicating that the higher the simulation, the higher the sensitivity to errors for 

large Pe amplitude. This study shows that specific electrocortical indices link motor 

simulation and detection of errors in the actions of others (Panasiti et al., 2016). 

 

Another study by Orlandi and colleagues (2020) found that observation of effortful 

compared with effortless movements resulted in a larger P300 over frontal sites in dancers 

only, likely because of their visuomotor expertise with the specific steps. Moreover, an 

enhanced Late Positivity was also identified over posterior sites in response to effortful 

stimuli in both groups, possibly reflecting the processing of larger quantities of visual 

kinematic information. Late Positivity component showed greater engagement of 
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frontoparietal regions in dancers, while task-related frontal and occipitotemporal visual 

regions were more active in controls (Orlandi et al., 2020).  

 

As we are constantly updating our own sensorimotor model, every time we perform an 

action, or we practice a particular sport, prediction error is therefore tailored to our own 

sensorimotor experience. Cerebellum has been shown to be involved in signalling the 

sensory discrepancy between the predicted and actual sensory consequences of 

movements (Blakemore et al 2001). These findings show there is cerebellar updating during 

on-line control. Cerebellar involvement is likely implemented in part via thalamo-cortical 

pathways to motor cortex. Current hypotheses posit that the cerebellum predicts current 

and future states of the body using stored models of motion patterns that typically occur in 

specific contexts—a necessary tool given the delay with which proprioceptive data 

regarding the body’s state return to the central nervous system. 

 

There is a general consensus that both cerebellum and parietal cortex play critical roles in 

forming internal models that involve state estimation for tasks such as pointing and grasping 

(Nowak et al. 2007b; Tunik et al. 2007; Andersen and Cui 2009). Single neuronal recordings 

of cerebellar Purkinje cells show object-specific modulation of signals appearing within the 

reach phase or at grasp onset in a precision reach-to-grasp task (Mason et al. 2006). 

Responses within motor cortex and cerebellum track monotonically with overall grip force 

(Keisker et al. 2009). Exposure to an object where the dynamics have been learned causes 

increased activity in cerebellum and motor cortex prior to movement onset, suggesting that 

the physical priors of the object (aka affordance) are triggering internal models stored in 



   
 

 154 

these two areas (Bursztyn et al. 2006). When the dynamics of an object are experimentally 

manipulated by making subjects balance a flexible ruler compared to a simple grip task, 

there is also relatively greater activity in cerebellum and motor cortex, suggesting that these 

areas are either implementing or representing internal dynamics (Milner et al. 2007). 

 

5.5. The importance of context 
 

5.5.1. Intentions & expectations: top-down modulations by context 

 By predicting others' actions, individuals can anticipate their needs, intentions, and 

responses, thereby facilitating social interactions and adaptive behaviour. Action 

observation, like perception in general, is inherently predictive and happens relative to top-

down expectations (Bach, Nicholson & Hudson, 2014; Csibra, 2007; Kilner, 2011). Hudson 

and colleagues (2016) showed how expected goals can bias perceived kinematics of other’s 

familiar actions (i.e., affordance). Mori & Shimada (2013) found that even though 

experienced players anticipated better deceptive actions, they were also more susceptible 

towards context-driven expectations.   

 

5.5.2. AP and Context - emotion (behavioural and neural evidence) 

The socio-affective framework, which encompasses conceptual and emotional contexts 

related to intentions (the "why" aspect), plays a significant role on how we predict and 

interpret our daily actions and interactions. A recent study by Dima and colleagues (2022) 

used naturalistic videos of everyday actions and found that social-affective features predict 

action similarity judgments better than, and independently of, visual and action-related 

characteristics. Neural patterns indicated that behaviourally relevant features are 
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automatically extracted by the brain in a temporal gradient from visual to action to socio-

affective features (Dima et al., 2022).  

 

Neural studies had highlighted the involvement of the posterior cerebellum in 

reconstructing and predicting social action sequences. (Van Overwalle et al.,2022; Siciliano 

et al., 2023). The role of the cerebellum as a sequential and prediction processor has been 

investigated in the social domain, where the construction of internal models reflects the 

correct implementation of the sequence of social actions (Siciliano et al., 2023), thus 

allowing people to predict one’s own and others’ behaviors and reactions, and to adjust 

unexpected events when violations from predicted scenarios are met to finally adjust social 

interaction accordingly by modulating cerebral cortex activity (Clausi et al., 2019; Heleven et 

al., 2019; van Overwalle et al., 2019a,b, 2022). Meanwhile, the proposed third visual 

pathway computes higher socio-cognitive functions based on dynamic social cues (see Box. 

1). These functions include recognizing facial expressions, discerning eye gaze, integrating 

audiovisual speech, and interpreting the actions and behaviours of other organisms (Pitcher 

& Ungerleider, 2021). The superior temporal sulcus (STS) is suggested to be central to this 

third pathway and considered within AON and MN studies as a hub for visual 

representations within the visuo-motor system involved in processing the kinematics and 

intentions of actions to understand others' movements (Kilner et al., 2007, Yang et al., 

2015).  
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5.5.3. AP and Context - perspective 

Social function: First- vs third-person perspective. The perspective from which actions are 

perceived, whether first-person or third person, is closely linked to social function. It can be 

noted that good social function relies on accurate action prediction. We draw on our motor 

experience for the accurate simulation and prediction of others’ actions. A study by Brattan 

et al. (2015) suggested that such experience facilitates more accurate state estimation for 

actions perceived in the 1PP which map more closely onto visual input of self-generated 

action. More forward prediction error was retained for 3PP viewed actions, which may 

however have the benefit of compensating for the uncertainty involved in interacting with 

others (Brattan et al., 2015). 

 

Additionally, there may be variations in action prediction abilities among individuals with 

different disorders, such as autism spectrum disorder (ASD) (see Box 3). Balsters and 

colleagues (2016) investigated third-person perspective in ASD group, showing reduced 

awareness of prediction accompanied by reduced prediction-error-related frontal BOLD 

activity when predicted reward is experienced by others.  The examination of such 

differences could warrant a dedicated section or inclusion within the context of social 

function. Amoruso et al. (2019) investigated the modulation of action prediction by 

contextual priors in children with autism and found no significant effect. 

 

Box 3. ASD & AP studies 

Bolis and Schilbach (2018) define autism as “a developmental condition, characterized by 

difficulties of social interaction and communication, as well as restricted interests and 
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repetitive behaviours”. Schuwerk and colleagues (2016) suggested that impaired action 

prediction is at the core of social interaction deficits in autism spectrum disorder (ASD). 

However, the social difficulties experienced on ASD might be more related to the complexity 

of the situation, with social interactions being of highest complexity and related to dynamic 

cues. It has been proposed that sensory and social processes in autism are more tightly 

interconnected than traditionally thought, meaning a mismatch in sensory abilities can lead 

to difficulties on a social level (Bolis and Schilbach, 2018). 

There are several studies pointing towards social sensory cues, which could lead to cascade 

effects (Fulceri et al., 2018 --- ASD group showed impaired joint action when they had to rely 

on partner’s kinematic cues in the absence of goal cues.; Barzy, Mahsa; Black, Jo; Williams, 

David; Ferguson, Heather J., 2019) . If there is an attentional deficit for agency, this would 

impact the saliency of dynamic social cues, potentially disrupting sensorimotor and social 

learning. This has also been reported as ASD population using a more proprioceptive-driven 

approach, showing stronger than normal association between self-generated motor 

commands and proprioceptive feedback, meaning they rely less on visual cues (Haswell et 

al., 2009). Moreover, the same study found that the greater the proprioceptive-driven 

generalization in our task, the greater the impairments in general motor function, social 

interaction, and imitation/praxis. ...within predictive processing, attention is understood as a 

mechanism for precision modulation, with top-down attention corresponding to prospective 

precision modulation based on inferred context (Feldman & Friston, 2010). Balsters et al., 

(2016) ---- ASD group demonstrates reduced awareness of prediction accompanied by 

reduced prediction-error-related frontal BOLD activity when predicted reward is experienced 

by others.   
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Cannon et al (2021), Four studies found predictive differences in ASD that were specific to 

social stimuli and did not appear for stimuli outside the social domain: reduced neural 

habituation to repeated faces but not repeated shapes (Ewbank et al., 2017), reduced EEG 

evidence of prediction for action sounds (Grisoni et al., 2019), reduced accuracy of 

perceptual inferences when they were based on social priors (von Der Lühe et al., 2016), and 

reduced fMRI activity related to social (but not non-social) reward prediction error 

differences (Kinard et al., 2020). Although, Amoruso et al. (2019) investigated the 

modulation of action prediction by contextual priors in children with autism and found no 

significant effect. Other studies, when looked directly at attended vs. unattended predictions 

(with the target of attention determined by task instructions), found neural responses were 

stronger in the ASD group for attended prediction errors but weaker for unattended 

prediction errors (Gonzalez-Gadea et al., 2015; Westerfield et al., 2015). This suggests that 

attention plays a powerful mediating role in predictive processes or prediction-modulated 

responses in ASD (Cannon et al., 2021). 

 

5.5.4. Updating contextual models  

Neurophysiological evidence suggests the presence of prediction error in the superior 

temporal sulcus (STS), a visual area that is selective for biological motion. Recurrent 

feedback from fronto-parietal mirror areas to the STS has been observed in functional 

magnetic resonance imaging (fMRI) studies, indicating top-down input from the mirror 

system to the STS (Iacoboni et al., 2001, 2005). The cerebellum is proposed to assist in 

learning and understanding social action sequences, thereby facilitating social cognition, 
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and enabling optimal predictions about imminent or future social interactions and 

cooperation (Overwalle et al., 2020). 

 

Specific environmental scenarios are often indicative of which actions are likely to occur in 

them, thus constraining predictive processing. Amoruso et al. (2019) suggest that top-down 

predictions are not solely based on past visual or motor experiences (Aglioti et al., 2008; 

Amoruso et al., 2014; Calvo-Merino et al., 2005), but also on prior knowledge about the 

context in which actions are typically observed (Amoruso et al., 2016; Wurm & Schubotz, 

2012). Furthermore, contextual information plays a crucial role in aiding action recognition, 

particularly when perceptual information is limited (Wurm & Schubotz, 2016). 

 

Sitnikova and colleagues (2008) highlighted ERP findings in a variety of contextual 

congruency paradigms, suggesting people map visual images on graded semantic 

representations within approximately 400 ms after stimulus onset. Again, the amplitude of 

this N400 effect was proportional to the relationship strength between the prime and target 

pictures (e.g., McPherson & Holcomb, 1999). Both linguistic and picture stimuli evoked the 

N400 component, the distribution of this waveform across the surface of the scalp was 

different for pictures than for words, suggesting distinct underlying neuronal sources. 

Whereas the N400 evoked by verbal stimuli is characterized by a parieto-occipital scalp 

topography (Friederici, Pfeifer, & Hahne, 1993; Hagoort & Brown, 2000b; Holcomb et al., 

1999; Kutas & Van Petten, 1994; van Berkum et al., 1999), the negativities elicited by 

pictures are typically distributed over more anterior electrode sites (Barrett & Rugg, 1990; 
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Hamm, Johnson, & Kirk, 2002; Holcomb & McPherson, 1994; McPherson & Holcomb, 1999; 

West & Holcomb, 2002).    

 

5.6. Conclusion 

Action prediction is a complex cognitive process that involves detecting agents, utilizing 

internal representations, and inferring intentions from contextual cues in a dynamic fashion. 

It draws upon sensorimotor experiences, social knowledge, and contextual expectations. 

The ability to predict others' actions contributes to our understanding of social cognition 

and empathy, facilitating social interactions and adaptive behaviour. Action prediction 

initiates with the perception of sensory cues that indicate agency or animacy, such as faces 

and biological motion. These cues guide the subsequent application of internal 

sensorimotor models, which have been fine-tuned through individual experiences and self-

awareness. These models not only help anticipate physical movements but also serve as a 

basis for inferring the underlying intentions and goals. Contextual information—including 

socio-affective factors and cultural background—further refines these predictions, adding 

an additional layer of depth to our understanding of human actions and interactions. 

Prediction Error serves as an essential mechanism in this process, offering insights into the 

flexibility and adaptability of both sensorimotor predictions and broader social cognitive 

frameworks. Through the lens of action prediction, we gain a comprehensive understanding 

of the intricate tapestry of factors that contribute to human social interaction and cognition. 

 

In summary, the multidimensional nature of action prediction necessitates an integrative 

perspective that unifies attention, perception, sensorimotor functions, implicit memory, and 
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context such as socio-affective elements and cultural norms. This integrative view is not 

merely an academic exercise but a critical framework for a more complete and nuanced 

understanding of complex human behaviours. By compartmentalizing these domains, we 

risk missing the synergistic effects that these elements have on our ability to predict actions 

and intentions. Moreover, the concept of Prediction Error underscores the adaptability of 

this integrated system, serving as a key mechanism that recalibrates and refines our 

anticipatory models based on the different types of information and top-down influences. 

This integrative approach provides a comprehensive lens through which we can explore not 

only the mechanics of action prediction but also its broader implications for social cognition, 

empathy, and theory of mind. Future research should continue to explore the neural 

mechanisms underlying action prediction and its implications for various domains, such as 

social neuroscience, developmental psychology, and clinical populations. Enhanced 

understanding of action prediction will contribute to a deeper comprehension of human 

behaviour and social interactions. 
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Chapter 6: Action prediction and fluency: a behavioural study 

6.1. Introduction 

Fluency has been established by researchers of different fields as a transversal quality with 

significant impact on perception, motor execution, language comprehension, memory, 

aesthetic appreciation and even decision making. In perception, fluency has been long 

reported to play a role in the ease of processing visual stimuli, such as shapes and patterns 

(Reber, Winkielman, & Schwarz, 1998). In motor execution, fluency is considered a measure 

of mastery in tasks, including sports and musical performance (Keller, 2012; Palmer, 1997). 

In language comprehension, fluency is considered essential for reading and linguistic 

processing (Frazier & Rayner, 1990; Segalowitz & Hulstijn, 2005). In memory research, 

fluency impacts both the encoding and retrieval of information (Jacoby & Dallas, 1981; 

Whittlesea, Jacoby, & Girard, 1990). Aesthetic appreciation is also affected by perceptual 

fluency, with smoother, more symmetric objects generally preferred (Reber, Schwarz, & 

Winkielman, 2004). Even in decision making studies, fluency has been shown to influence 

judgments and choices, both trivial and consequential (Alter & Oppenheimer, 2009; 

Schwartz, 2004). By incorporating such broad impacts, fluency emerges as a quality with 

transversal implications, influencing various aspects of human cognition and behaviour. 

 

Our everyday lives consist of a continual stream of sensory information that informs our 

choices, followed by the planning and carrying out of corresponding actions. It is therefore 

logical to explore how perception affects action. While it might seem less intuitive to look at 

this relationship in reverse, there is mounting evidence that action and perception are 

mutually dependent, and fluency might be an intersectional feature. Some studies had 
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shown that the way we prepare for specific actions can alter our perception of the relevant 

attributes of objects (Bekkering & Neggers, 2002; Craighero et al., 1999; Gutteling et al., 

2013). Other studies had also confirmed that a person's ability to perform particular actions 

can shape their perception around it (see Witt, 2011 for a review). But more importantly, 

there is research evidence showing that the biomechanical exertion tied to the outcomes of 

actions influences perceptual judgments (Orgs et al., 2016). For example, perceptual 

decisions were less prone to change when altering a pre-planned action that would result in 

a greater physical effort (Burk et al., 2014; Moher & Song, 2014). Moreover, Hagura et al. 

(2017) found that the effort associated with an action could not only sway perceptual 

decision-making thresholds but also the perception itself: responses from participants 

tended to veer away from choices that required substantial physical effort in a motor task, 

suggesting that the ease or difficulty of performing an action has repercussions for 

perceptual processes. 

 

Perceptual fluency and motor fluency are distinct but interconnected aspects of human 

cognition and behaviour (Reber, Winkielman, & Schwarz, 1998). Both refer to the ease and 

efficiency with which certain types of tasks are executed—perceptual fluency deals with the 

processing of sensory information while motor fluency relates to the performance of motor 

tasks. Perceptual fluency refers to the ease with which information is processed. In cognitive 

psychology, this concept is used to describe how quickly and effortlessly a stimulus can be 

understood (Reber, Schwarz, & Winkielman, 2004). When something is perceptually fluent, 

the mind requires less cognitive "effort" to interpret it (Alter & Oppenheimer, 2009). This 

can apply to a wide range of stimuli, including but not limited to visual images, sounds, or 

even conceptual ideas. Perceptual fluency is often associated with a range of psychological 
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effects. For instance, studies have shown that perceptually fluent stimuli are more likely to 

be judged as more beautiful, more truthful (Winkielman & Cacioppo, 2001), or more easily 

remembered compared to less fluent stimuli (Rhodes & Castel, 2008). This phenomenon is 

closely related to the idea of cognitive ease, which suggests that the mind prefers situations 

or stimuli that are easier to process.   

 

Motor fluency refers to the ease and efficiency with which motor tasks are executed (Wulf, 

Shea, & Lewthwaite, 2010). In essence, it describes how "smoothly" a person can perform a 

physical action, often as a result of practice, familiarity, or natural ability (Wulf & Prinz, 

2001). Motor fluency is relevant in various domains such as sports, music performance, and 

even everyday activities like walking or handwriting. High motor fluency generally indicates 

a level of mastery or expertise in a particular skill (Ericsson, Krampe, & Tesch-Römer, 1993). 

For instance, an expert pianist would play a complex piece with high motor fluency, making 

even the most intricate passages appear effortless. Similarly, an athlete may execute a 

series of movements with such fluidity that it seems almost automatic. In summary, while 

perceptual and motor fluency can be examined as separate phenomena, they are often 

closely linked in real-world tasks and activities. Effective performance in many domains, 

from sports and music to daily activities like driving, often requires both perceptual and 

motor systems to function well and in coordination with each other (Proteau, 1992). 

 

Biological motion (BM), the pattern of movement unique to living organisms, serves as a 

crucial intersection between perceptual and motor fluency (Johansson, 1973). On the 

perceptual side, humans are adept at quickly and accurately recognizing biological motion, 

whether it's identifying the gait of a human walker from minimal visual cues (Blake & 
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Shiffrar, 2007) or interpreting subtle facial expressions (Ekman & Friesen, 1971). This ease of 

recognition is an aspect of perceptual fluency that extends to predicting future actions, such 

as the trajectory of a ball based on a player's kicking motion. On the motor side, the ability 

to execute complex movements, like dancing or athletic manoeuvres, requires high levels of 

motor fluency (Sevdalis & Keller, 2011). This motor fluency can be honed through a 

feedback loop that involves watching biological motion—either one's own or others'—and 

then practicing to improve. Interestingly, observing biological motion can activate neural 

pathways similar to those used when executing the same movements (Rizzolatti & 

Craighero, 2004), a phenomenon known as motor resonance (Calvo-Merino et al., 2005; 

2006), which may facilitate the mutual enhancement of both perceptual and motor fluency.  

In summary, biological motion is intimately tied to both perceptual and motor fluency. Our 

ability to understand and interpret the movements of other living beings relies on 

perceptual fluency, a construct supported by research on visual perception and action 

recognition (Reber, Winkielman, & Schwarz, 1998; Blake & Shiffrar, 2007). On the other 

hand, our capacity to execute these movements ourselves depends on motor fluency, which 

is studied in the context of motor control and skill acquisition (Keller, 2012; Sevdalis & 

Keller, 2011). Both forms of fluency often work in tandem, influencing and enhancing each 

other in a variety of contexts. This interconnectedness is evident in studies that explore the 

relationship between observation and execution of action, such as research on mirror 

neurons and motor resonance (Rizzolatti & Craighero, 2004; Calvo-Merino et al., 2005; 

2006).   

 

In some cases, the fluency of biological motion itself serves as a form of communication. For 

example, the fluidity and grace of a dancer's movements can convey emotions or narratives. 
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Orgs et al. (2016) used an implicit measure of movement fluency to show that fluent 

apparent motion sequences produced subjectively longer durations than non-fluent 

sequences of the same objective duration. Moreover, fluent sequences were associated 

with increased connectivity between M1/SMA and right fusiform body area (FBA), showing 

that perceptual reconstruction of fluent movement involves cooperative recruitment of 

motor areas, beyond the ones traditionally associated with visual body processing (Orgs et 

al., 2016). Another study by Guo & Song (2019) demonstrated that as actions became more 

fluent perceptual sensitivity also improved. They found that action training prior to 

discrimination enhanced subsequent perceptual sensitivity, supporting the notion of a 

reciprocal relation between perception and action (Guo & Song, 2019). 

 

The focus of the current study will be at the intersection between perceptual and motor 

fluency. Using an action prediction task, such as a temporal occlusion paradigm, and 

biological movement as the stimuli of interest, the role of perceptual fluency will be 

assessed through participants’ ability to discriminate fluent movement. In this sense, action 

prediction is built on our internal sensorimotor representations of actions, which are 

constructed based on our own experiences of perceiving or performing them and can 

therefore be enhanced by both visual and motor familiarity with the specific movements. 

Using human dance movement as the stimuli of interest, allows us to explore a complex 

whole-body movement which participants might not have motor experience with, but still 

provides ecological validity. 

 

This study was aimed as the first of a series of experiments, where a temporal occlusion 

paradigm could be tested at the right level of difficulty and make sure the fluent and non-
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fluent conditions could be discriminated against, showing enough range of variability in 

terms of sensitivity/discrimination across participants without any ceiling or floor effects. It 

was predicted that the fluent condition (congruent) would be easier to identify as the 

“correct” continuation of the movement compared to the non-fluent condition 

(incongruent) - in other words, P [ Z(hits) ] > P [ Z(false alarms) ], resulting in a positive 

measure of sensitivity (d’). Therefore, the directional experimental hypothesis was that 

participants would be more accurate and quicker in their responses to the congruent 

condition. 

 
 

6.2. Methods 

6.2.1. Participants 

Twenty-nine participants (M=29, SD=9.27; 14 women), all right-handed, took part in the 

experiment. All participants had normal or corrected to normal vision, and reported no 

cognitive, attentional, or neurological impairment. Written and informed consent was 

obtained from all participants and the study was approved by the Psychology Research 

Ethics Committee at City, University London (ETH1819-1187), following guidelines and 

procedures established in the Declaration of Helsinki.   

 

6.2.2. Materials 

Twenty-four whole-body dance videos with scrambled faces were used in the experiment, 

half portrayed ballet movements and the other half capoeira moves (stimuli used with 

permission from Calvo-Merino et al., 2005). The videos were 3 seconds long, recorded in a 

neutral background, matching kinematic level in both styles according to speed, part of the 

body involved, body location in space and movement direction. For the occlusion paradigm, 
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videos were decomposed in 75 frames (25 frames per second). The experimental task 

showed only the first half of the videos and created both congruent and incongruent 

conditions using a time-coherent or 400ms-delayed frame respectively as a target (see 

below full description on design section). 

 

6.2.3. Design 

This study used a within-participants experimental design. A temporal occlusion paradigm 

was implemented to create a congruent or incongruent continuation of the movement (see 

Figure 15). Participants saw the first 1500ms of the video, followed by a 350ms occlusion 

(black screen), and a target image that belongs within the same video. The target frame 

would represent a congruent continuation of the movement when the frame did follow 

temporal coherence from video’s onset, corresponding with 1850ms from video onset 

(correctly synchronised timing, corresponding with frame 47). Incongruent trials would 

display a target frame corresponding to 2250ms since video onset (representing a 400ms 

delay, corresponding to frame 57). Both possible target frames correspond to the same 

video, portraying a continuation of the movement displayed in the video, but only one 

frame represents a fluent continuation and therefore congruent with the timing from onset. 

With a total of 24 videos (12 ballet, 12 capoeira), and two equally possible conditions per 

video (50% congruent / 50% incongruent), there were 48 different trials in total. Trials were 

randomly presented over 10 blocks, adding up to a total of 480 trials. The experiment 

measured participants’ accuracy and reaction times when responding a 2AFC (yes/no) to the 

statement: “Indicate if that image is the correct continuation of the movement”. 
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Figure 15. The experimental task used a temporal occlusion paradigm, showing 1500ms videos of 

different ballet and capoeira movements, followed by a 350ms occlusion and a target image from 

the same video which could be time-congruent with the video’s onset or 400ms delayed. The 

participant had to respond yes or no to the question: “Indicate if that image is the correct 

continuation of the movement”. 

 
  
6.2.4. Procedure  

Participants were brief and gave informed consent prior to the experiment. The task was to 

watch 24 different videos portraying dance movements followed by a short occlusion and a 

target image and respond whether the target image was a correct continuation of the video. 

Each trial started with a 1000 ms fixation cross, then 1500ms video portraying a ballet or 

capoeira movement followed by a 350ms occlusion and a target static image until response 

(see figure 15). Participants were instructed to respond yes or no to the statement: 

“Indicate if that image is the correct continuation of the movement”.  The response was 

recorded by participants’ pressing on the keyboard with their right hand. 
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6.3. Results 

Behavioural data was collected, using a temporal occlusion paradigm where participants 

had to respond as a 2AFC (yes/no) to whether the target image seemed to be the correct 

continuation from the video’s movement. The experimental manipulation consisted in using 

a target frame that would be congruent (fluent) or incongruent (non-fluent) with the timing 

since video’s onset. Two different dance styles were used, displaying ballet or capoeira 

moves. Accuracy (ACC) and reaction times (RTs) were measured for congruent and 

incongruent trials in both ballet and capoeira movements. It was hypothesized that 

participants would discriminate faster, and more accurately congruent trials compared to 

incongruent ones.  

 

According to the experimental design, 2x2 RM ANOVA were used to analyse accuracy and 

reaction times separately, looking for evidence pointing towards the experimental 

hypothesis, but also a lack of effect on dance style. Effect sizes were also calculated and 

reported as Partial Eta Squared (PES). As a separate measure to evaluate the effectiveness 

of discrimination between conditions d’ (d prime) and criterion c were calculated from the 

behavioural responses (see Chapter 1.4 Measurements & Methods).  
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Table 3. Descriptive statistics showing mean (M), standard deviation (SD) and standard error (SE) of 

accuracy (ACC) and reaction time (RT) measures, for both congruent and incongruent conditions & 

for each dance style separately (ballet/ capoeira). 

    
M SD 

ACC Ballet Congruent 0.65 0.13 
 

Incongruent 0.55 0.20 
 

Capoeira Congruent 0.68 0.19 
 

Incongruent 0.54 0.19 
    

RT Ballet Congruent 997.09 264.23 
  

Incongruent 1071.63 312.75 
 

Capoeira Congruent 965.16 264.77 
 

Incongruent 1077.06 360.41 

 
  
   

Sample means suggested participants discriminated better and faster congruent trials 

regardless of the dance style (see table 3). Inferential tests showed those differences were 

only statistically significant for reaction times but not quite for accuracy measures. 

Statistical analysis using 2x2 RM ANOVA with factors dance style (ballet/capoeira) and 

fluency (congruent/incongruent target frame) was performed separately for accuracy (ACC) 

and reaction times (RTs) measurements. Results revealed a significant main effect of fluency 

on RTs (F(1,27)=4.549, p=0.042, PES = .144), and an almost-significant main effect of fluency 

on ACC (F(1,27)=4.125, p=0.050, PES = .135). There were no significant main effects of dance 

style or interactions (see figure 16). 
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Figure 16. Graphs showing mean values for accuracy (left) and reaction times (right) for each 

experimental condition. Error bars represent standard error. Significant differences are represented 

by (*). 

 

As a separate measure to evaluate the effectiveness of discrimination between conditions, 

sensitivity (d’) and response bias (criterion c) were calculated from the behavioural 

responses separately for each participant (see figure 17). Average across participants were 

calculated, showing appropriate levels of sensitivity (d’ = 1.27) meaning participants were in 

fact able to discriminate the fluent condition, and response bias (c = 0.26) meaning 

participants’ responses where not highly biased. 

 

Figure 17. Graph shows values on sensitivity (d’) and response bias (c), as standardized measures to 

assess quality of responses per participant.  

* * 
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6.4. Discussion 

These results support the experimental hypothesis that participants were significantly faster 

under the congruent condition, indicating that fluent continuations of the movement were 

easier to perceive, regardless of the dance style. Participants were able to discriminate quite 

well between congruent and incongruent trials, as shown by the sensitivity/discriminability 

index (d’), even though the difference in accuracy was found at threshold (p=.050) to be 

considered significant. There were no differences between the different dance styles, as 

predicted by the sample of participants not including dance experts.  

 

The current study's findings lend significant empirical support to the interrelated nature of 

perceptual and motor fluency, specifically within the context of biological motion. In line 

with our directional experimental hypothesis, participants demonstrated notably faster 

reaction times and greater sensitivity (d') in responding to fluent (congruent) biological 

movements as opposed to non-fluent (incongruent) ones. Interestingly, this enhanced 

performance did not extend to accuracy, which did not show a significant difference 

between conditions. The lack of significant differences in accuracy warrants particular 

discussion and replication studies. While sensitivity and reaction time are pivotal indicators 

of perceptual fluency, the absence of an accuracy effect suggests that other cognitive 

factors may come into play in the discrimination task. It is possible that participants were 

equally "accurate" in discriminating both fluent and non-fluent movements but did so more 

"efficiently" and with greater "confidence" in the fluent condition, as indicated by the 

quicker reaction times and higher d' values. 

 



   
 

 174 

These results are in harmony with existing literature positing the interconnectedness of 

perceptual and motor systems (Orgs et al., 2016; Guo & Song, 2019). Our data reinforce the 

idea that internal sensorimotor representations, built upon both visual and motor 

experiences, play a role in influencing perceptual tasks. This could be a manifestation of the 

concept of motor resonance (Calvo-Merino et al., 2005; 2006; Rizzolatti & Craighero, 2004), 

where the observation of biological motion activates neural pathways also used in the 

execution of those movements. The findings have important implications for real-world 

applications, from athletic training to clinical rehabilitation. The fact that reaction times and 

sensitivity were influenced by fluency could be instrumental in designing training regimens 

that aim to improve both the perception and execution of complex biological movements, 

such as dance, which served as the stimuli for our study. 

 

Nonetheless, some limitations must be acknowledged. The study was constrained to a 

specific form of biological motion—dance— which is particularly complex as a stimulus and 

rich in terms of information (perceptual, motor, aesthetic, emotions). Further studies could 

employ motor experts as a population of interest to confirm or challenge our findings. The 

absence of an accuracy effect also calls for further investigation into the interplay between 

different cognitive and motoric components that contribute to action discrimination. 

 

In conclusion, our study enriches our understanding of fluency as a multifaceted construct 

affecting both perception and action. While it confirmed some aspects of our experimental 

hypothesis, it also opened intriguing questions regarding the relative roles of sensitivity, 

reaction time, and accuracy in action prediction tasks, when using more ecologically valid 

stimuli. As the first in a series of planned experiments, these results provide a strong 
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foundation for further exploration into the complex interrelationship between perceptual 

and motor fluency, laying out a fertile ground for future research. 
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Chapter 7: Aesthetic Preference & Action Prediction: an online study  

7.1. Introduction 

There is plenty of evidence on how perceptual and motor experience modulate our 

predictions about others’ actions (for a review, see Chapter 5). Action features are inferred 

and predicted from movement kinematics (Saygin & Stadler, 2012). Neural studies looking 

at action prediction have shown higher AON activations during anticipation compared to 

observation for actions, using temporal occlusion paradigms (Balser et al, 2014). From the 

perspective of familiarity with the actions, some studies have also tested visual and motor 

mechanisms underpinning action prediction, finding that both visual and visuo-motor 

familiarity enhanced prediction performance (Mulligan et al., 2016). From the expertise 

perspective, the use of “high-skilled performers” has broadly been used, overall showing a 

motor enhancement when comparing perceptual to motor experts (Paull & Glencross, 1997; 

Ranganathan & Carlton, 2007; Aglioti et al., 2008; Rammami & Miall, 2004; Urgesi et al., 

2012; Verfaillie & Daems, 2002).  Sebanz and Shiffrar (2009) also found that experts made 

more accurate predictions than did novices, only when dynamic movement information was 

available, indicating that experts may have tapped into their own action repertoire.  

But, importantly, other studies using dance movements have also shown stronger 

engagement of visual and sensorimotor regions when non-experts watched dance 

movements they like (Calvo-Merino et al, 2008; Cross et al, 2011). 

 

Movement fluency has a profound impact on how we perceive and appreciate dance 

(Bläsing, Calvo-Merino, Cross, Jola, Honisch, & Stevens, 2012). In dance, fluency translates 

into smooth transitions, precise timing, and effortless execution of complicated moves, all 
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of which contribute to the overall aesthetic appeal of a performance (Orgs et al., 2013). A 

dancer who demonstrates high levels of movement fluency can convey emotions more 

effectively, tell a story more convincingly, and captivate an audience more thoroughly 

(Davidson, 2012). Fluent movements are generally easier on the eyes and mind, adhering to 

principles of perceptual fluency by requiring less cognitive effort to interpret or predict 

(Reber, Winkielman, & Schwarz, 1998). Moreover, motor fluency often signifies mastery of 

technique and control, qualities highly prized in dance (Kaufman & Mann, 2019). When a 

dancer moves with fluidity and precision, we are more likely to perceive them as skilled and 

proficient, which can heighten our emotional engagement with the performance. Fluid 

movements are often intricately linked with the narrative or emotive aspects of dance, 

allowing the dancer to express nuances that might be lost if the movements were stiff or 

awkward (Hanna, 1987). The significance of movement fluency in dance can also be seen in 

different styles and cultural contexts (Kaeppler, 1978). Whether in ballet, contemporary 

dance, hip-hop, or traditional cultural dances, fluency serves as a universal yardstick for skill 

and artistic excellence (Orgs et al., 2016). In some dance forms, fluency is not just about the 

smoothness of movement but also the seamless integration of rhythmic patterns, body 

isolations, or intricate footwork, which adds layers of complexity and depth to the 

performance (Orgs et al., 2016).  

 

Additionally, fluent movement in dance is often perceived as an indicator of a dancer's 

emotional and mental state (Davidson, 2012). A fluent dancer is often assumed to be more 

"in the zone", more connected to the music, and more in tune with their emotions, adding 

another layer to the audience's appreciation and understanding of the performance. In 

summary, movement fluency plays a pivotal role in our perception of dance, influencing 
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how we assess skill, engage emotionally, and derive aesthetic pleasure from a performance. 

It serves as a universal metric for excellence, regardless of the specific style or cultural origin 

of the dance, enriching our experience as viewers and elevating the art form itself.  

 

In recent times, the field of neuroaesthetics has laid the groundwork for understanding 

aesthetic preferences from both a physiological and methodological perspective 

(Chatterjee, 2011; Nadal and Pearce, 2011). This area of research typically investigates how 

the brain processes aesthetic experiences in real-time. Such studies are grounded in findings 

that correlate brain activity with experiences of aesthetic appreciation. Multiple brain 

regions involved in emotional evaluation, including the orbitofrontal and medial frontal 

cortex, ventral striatum, anterior cingulate gyrus, and insula, have been found to play a role 

in aesthetic experiences (Chatterjee and Vartanian, 2014).  

 

In a seminal study by Calvo-Merino and colleagues (2010), they asked participants to make 

aesthetic judgements about body postures. They examined the effect of transcranial 

magnetic stimulation (TMS) on the participant’s preference between two postures and 

assessed whether this preference reflected the person’s own ratings when shown the 

postures individually. This subjectivist approach did not assume which postures would be 

aesthetically pleasing. They observed differential effects of repetitive TMS over the EBA and 

the ventral premotor area, with the latter tending to improve and the former tending to 

worsen judgements. This therefore suggests a role for these body-related brain areas in 

appreciating aesthetic aspects of the body in space.  
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In summary, movement fluency plays a pivotal role in our perception of dance, influencing 

how we assess skill, engage emotionally, and derive aesthetic pleasure from a performance. 

We know Aesthetic perception of human movement depends on “good” continuation of 

movement (Orgs et al 2013), and that body-related brain areas have a role in appreciating 

aesthetic aspects of the body in space (Calvo-Merino et al., 2010), in a way that movement 

fluency can have a modulatory effect on aesthetic appreciation.  

 

There is plenty of evidence on how perceptual and motor experience modulate our 

predictions about others’ actions, from the familiarity with the action point of view, to a 

highly skilled performance enhancement. Action features can be inferred and predicted 

from movement kinematics. On the other hand, some studies using dance movements have 

shown stronger engagement of visual & sensorimotor regions when non-experts watch 

dance movements they like. Research studying aesthetics of dance, has also been proven 

that smooth and predictable movements are preferred in aesthetic evaluation. There is 

growing evidence to support that action prediction and aesthetic evaluation of dance 

movements share similar mechanisms evaluating visually the kinematics from biological 

motion.  

 

With this experiment, we aimed to measure whether our aesthetic appreciation of dance 

movements could enhance our sensitivity predicting those actions. Based on recent 

evidence (Arslanova et al., 2023), we also aimed to explore whether predicting the correct 

continuation of body movements is associated with individual differences using different 

questionnaires exploring dance experience, alexithymia, empathy and interoceptive skills. It 

was hypothesized that participants would overall show better performance on congruent 
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trials, based on previous empirical work (see Chapter 6). A second hypothesis was to explore 

whether aesthetic appreciation or other individual differences could be related to, or even 

predict performance. 

 

7.2. Methods 

7.2.1. Participants 

Forty-five participants (M=39.13, SD=10.89; 31 women) of which 6 were left-handed and 2 

ambidextrous, took part in the experiment recruited via Prolific and paid at a rate of 

£9/hour. All participants had normal or corrected to normal vision, and reported no 

cognitive, attentional, or neurological impairment. Written and informed consent was 

obtained from all participants and the study was approved by the Psychology Research 

Ethics Committee at City, University London (ETH2223-0289), following guidelines and 

procedures established in the Declaration of Helsinki.   

 

7.2.2. Materials 

Twenty-four whole-body dance videos with scrambled faces were used in the experiment, 

half portrayed ballet movements and the other half capoeira moves (stimuli used with 

permission from Calvo-Merino et al., 2005). The videos were 3 seconds long, recorded in a 

neutral background, matching kinematic level in both styles according to speed, part of the 

body involved, body location in space and movement direction. For the occlusion paradigm, 

videos were decomposed in 75 frames (25 frames per second). The experimental task 

showed only the first half of the videos and created both congruent and incongruent 

conditions using a time-coherent or 400ms-delayed frame respectively as a target (same 

stimuli and paradigm as in previous experiment – see Figure 18 or Chapter 6). A key 
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difference implemented from feedback in the previous study, was the clarity of the 

experimental question presented to participants during the temporal occlusion paradigm: 

“Does the last frame follow a fluent continuation of the movement on the video?”. 

 

In the current experiment, a collection of standardized questionnaires was also used. These 

include the Multidimensional Assessment of Interoceptive Awareness-2 (MAIA-2), which 

assesses multiple dimensions of interoceptive awareness; the Goldsmiths Dance 

Sophistication Index (Gold-DSI), aimed at measuring an individual's engagement and 

sophistication in relation to dance; the Interpersonal Reactivity Index (IRI), which evaluates 

empathy and perspective-taking abilities in social interactions; and the Toronto Alexithymia 

Scale-20 (TAS-20), designed to measure emotional awareness and the capacity to articulate 

emotions. These instruments were selected for their strong psychometric qualities and their 

ability to yield detailed insights into the cognitive and emotional variables we aim to explore 

as individual differences (see also section 1.4 Measurements & Methods). 

 

7.2.3. Design 

This study used a mixed-methods experimental design. The between-participants 

independent variable used was dance expertise, creating 2 groups for later comparison 

(experts and non-experts). All the other variables manipulated (IVs: dance style & 

congruency), measured (DVs: ACC, RTs), and calculated (quality of observers’ responses: d’ 

& c) in this study followed a within-participants design.  

 

All participants had to watch and rate their preference for each of the dance videos to-be-

used, prior to the main experimental task, and completed the Gold-DSI, IRI, MAIA-2 and 
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TAS-20 questionnaires. The same temporal occlusion paradigm implemented for the 

previous experiment was used as the action prediction task (see Figure 18). The first 1500ms 

of the video were displayed, followed by a 350ms occlusion and a target image. On the 

congruent trials, the target frame would represent a fluent continuation of the movement 

when the frame was following video’s onset, corresponding with correctly synchronised 

timing (frame 47 or 1850ms from onset). Incongruent trials would display a target frame 

representing a 400ms delay as the non-fluent continuation (corresponding to frame 57 or 

2250ms since video onset). Both target frames were extracted within the same clip, 

portraying a continuation of the movement displayed, but only one frame represents a 

fluent continuation and therefore congruent with the timing from onset. With a total of 24 

videos (12 ballet, 12 capoeira), and two equally possible conditions per video (50% 

congruent / 50% incongruent), trials were randomized within block and there were 4 blocks, 

adding up to a total of 192 trials. The experiment measured participants’ accuracy and 

reaction times when responding a 2AFC (yes/no) to the statement: “Does the last frame 

follow a fluent continuation of the movement on the video?”. 
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Figure 18. The experimental task used a temporal occlusion paradigm, showing 1500ms videos of 

different ballet and capoeira movements, followed by a 350ms occlusion and a target image from 

the same video which could be time-congruent with the video’s onset or 400ms delayed. The 

participant had to respond yes or no to the question: “Does the last frame follow a fluent 

continuation of the movement on the video?”. 

 
  
7.2.4. Procedure  

The study was implemented using the online platform Testable and advertised for online 

participation via Prolific. Participants were Prolific users, who signed up for the online study. 

Prior to participation, they had to read the information about the study and gave informed 

consent. There were 6 different tasks all participants had to complete in the same order.  

 

The first task was to watch 24 different 3 seconds-long videos portraying 12 ballet and 12 

capoeira movements, presented in randomised order, and give an aesthetic preference 
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rating (0 to 100) for each. As the second task, they had to complete the Goldsmiths Dance 

Sophistication Index (Gold-DSI) questionnaire, which is focused on dance experience. Third 

task was the main experimental task. The same videos they had to rate on the first task, 

were used in the occlusion paradigm, were participants had to predict whether the target 

image was a correct continuation of the video. Each trial started with a 1000 ms fixation 

cross, then 1500ms video portraying a ballet or capoeira movement followed by a 350ms 

occlusion and a target static image until response (see figure 18). Participants were 

instructed to respond yes or no to the statement: “Does the last frame follow a fluent 

continuation of the movement on the video?”.  The response was recorded by participants’ 

pressing “K” for yes or “L” for no, on their keyboard with their right hand. There were 48 

different conditions, presented in randomised order and repeated over 4 blocks. The 

remaining tasks were to complete 3 more questionnaires in the following order: the 

Interpersonal Reactivity Index (IRI), which evaluates empathy and perspective-taking 

abilities in social interactions; the Multidimensional Assessment of Interoceptive 

Awareness-2 (MAIA-2), which assesses multiple dimensions of interoceptive awareness; and 

the Toronto Alexithymia Scale-20 (TAS-20). The experiment was paid at a rate of £9 per hour 

via Prolific, and on average it took 35 minutes to complete. 

 

7.3. Results 

Behavioural data (N=45) was collected through an online platform, using a temporal 

occlusion paradigm where participants had to respond as a 2AFC (yes/no) to whether the 

target image followed a fluent continuation from the video’s movement. The main 

experimental manipulation consisted in using a target frame that would be congruent 

(fluent) or incongruent (non-fluent) with the timing since movement’s onset. Two different 
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dance styles were used, displaying ballet or capoeira moves. Accuracy (ACC) and reaction 

times (RTs) were measured for congruent and incongruent trials in both ballet and capoeira 

movements. Aesthetic ratings of the videos used in the paradigm, and a series of 

questionnaires were also collected during the experiment. It was hypothesized that 

participants would overall show better performance on congruent trials compared to 

incongruent ones. A second hypothesis was to explore whether aesthetic appreciation or 

related individual differences could influence or predict performance.  

 

According to the experimental design, 2x2 RM ANOVA were used to analyse accuracy and 

reaction times separately, looking for evidence pointing towards the experimental 

hypothesis, but also a lack of effect on dance style. Effect sizes were also calculated and 

reported as Partial Eta Squared (PES). As a separate measure to evaluate the effectiveness 

of discrimination between conditions, sensitivity (d’) and response bias (criterion c) were 

calculated from the behavioural responses (see Chapter 1.4 Measurements & Methods). To 

explore the second experimental hypothesis, parametric correlations were used looking at 

the relationship between aesthetic preference and behavioural performance. To further 

investigate the role of individual differences in action prediction and fluency perception, a 

series of linear regression models were used. An index of “fluency enhancement” was 

computed as the difference between congruent and incongruent conditions for both 

behavioural measures, ACC, and RTs. For each dance style separately, this index 

representing the advantage of fluent perception (over non-fluent), was used to explore 

whether it could be related to aesthetic ratings or predicted by individual differences from 

the questionnaires’ data. 
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Table 4. Descriptive statistics showing mean (M) and standard deviation (SD) for all measures 

collected in the study. Accuracy and reaction time measures were specified per experimental 

condition: congruent and incongruent trials & for each dance style separately (ballet/ capoeira). 

Other measures included in this table: aesthetic preference ratings, response bias, sensitivity, Gold-

DSI, IRI, MAIA-2 & TAS-20. 

      M  SD  

Accuracy Ballet Congruent 0.66  0.17    
Incongruent 0.55  0.20   

Capoeira Congruent 0.76  0.17    
Incongruent 0.52  0.16    
   

Reaction Times Ballet Congruent 986.69  347.09    
Incongruent 1010.90  346.67   

Capoeira Congruent 989.81  362.52    
Incongruent 1052.86  391.21    
   

Aesthetics Preference Ballet  64.75  16.54   
Capoeira  44.78  17.12   
    

response bias (c)   0.34  0.49  
     

sensitivity (d') Ballet  0.80  0.85   
Capoeira  0.89  0.66   
    

Gold-DSI Body Awareness 3.93  0.58   
Social Dancing 3.94  0.33   
Urge to Dance 4.97  0.77   
Dance Training 1.81  1.14   
Observational Dance Experience 3.62  0.58   
    

IRI Empathic Concern 3.14  0.33   
Fantasy  3.10  0.47   
Personal Distress 3.00  0.55   
Perspective Taking 3.36  0.33   
    

MAIA-2 Attention Regulation 3.96  0.88   
Body Listening 3.67  1.00   
Emotional Awareness 4.35  1.00   
Not-Distracting 3.77  1.03   
Noticing  4.15  0.81   
Not-Worrying 3.67  0.57   
Self-Regulation 3.94  1.03   
Trust  4.39  1.00   
MAIA-2 Total 3.97  0.58   
    

TAS-20 Difficulty Describing Feelings 13.13  2.73   
Difficulty Identifying Feeling 13.80  5.77   
Externally Oriented Thinking 27.24  2.15  

  TAS-20 Total 54.18  7.71  
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Accuracy was analysed using a 2x2 RM ANOVA. Results showed a main effect of dance 

(F(1,44)=7.39, p=.009, PES=.144), with more accurate values in capoeira (M=.606, SE=.012) 

compared to ballet (M=.606, SE=.014); a main effect of congruency (F(1,44)=29.51, p<.001, 

PES=.401), with more accurate values in congruent (M=.709, SE=.019) compared to 

incongruent trials (M=.534, SE=.021); and a 2-way interaction (F(1,44)=4.87, p=.033, 

PES=.100), explained by significant differences between dance styles on congruent (Mean 

difference = .101, SE=.033, p=.003) but not on incongruent trials (Mean difference = .037, 

SE=.034, p=.290). 

 

 
Figure 19. Bar graph represents mean values for accuracy measures across experimental conditions. 

Error bars represent 95% confidence intervals. Significant differences are represented as (*). 

 

Reaction Times (RTs) were analysed using a 2x2 RM ANOVA. Results showed a main effect of 

congruency on reaction times (F(1,44)=11.74, p=.001, PES=.211), showing faster responses 

to congruent (M=988.23, SE=51.87) compared to incongruent trials (M=1031.88, SE=54.39). 

* 

* 
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Figure 20. Bar graph represents mean values for RTs measures across experimental conditions. Error 

bars represent 95% confidence intervals. 

 

Sensitivity (d’) was calculated for each dance style and analysed using a paired samples t-

test. Results showed no significant difference on how well participants could discriminate 

the movements when comparing dance styles (t(44)=.71, p=.481). Instead, a strong positive 

correlation between sensitivity measures (d’) for ballet and capoeira movements was found 

(r(43)=.435, p=.003). 

 

* 
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Figure 21. Top, bar graph represents mean values for sensitivity measures for ballet and capoeira. 

Error bars represent 95% confidence intervals. Bottom, plot represents correlation between 

sensitivity measures for both dance styles. 
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Figure 22. Graph represents mean values for sensitivity and response bias across experimental 

conditions for each participant.  
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Figure 23. Mean aesthetic preference ratings (0-100), averaged across participants and displayed per 

dance video clip. A total of 24 videos were used in this experiment, displaying 12 different 

movements per style, previously matched for kinematic features across styles. 

 

Aesthetic preference was analysed using a paired sample t-test to compare dance styles. 

Results showed a significant difference (t(44)=595, p<.001), meaning that on average 

participants liked more ballet (M=64.75, SD=16.55) compared to capoeira moves (M=44.78, 

SD=17.12). 
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Figure 24. Bar graph represents mean values for aesthetic preference ratings, averaged by dance 

style. Error bars represent 95% confidence intervals. Significant differences are represented as (*). 

 

To further investigate the role of individual differences, an index of fluency enhancement 

was computed as the difference between congruent and incongruent conditions for both 

behavioural measures (ACC and RTs). Pearson correlations were used to explore these 

potential relationships between behavioural measures and aesthetic preferences. Results 

showed no significant relationships between accuracy and aesthetic preference (p>.05). 

Although, RTs showed significant relationships expressing inverse patterns depending on 

the dance style.  Aesthetic preference ratings for ballet were positively correlated with the 

difference between congruent and incongruent conditions when watching ballet moves 

(r=.364, p=.014). Aesthetic preference ratings for capoeira were negatively correlated with 

the difference between congruent and incongruent conditions when watching capoeira 

moves (r= -.5, p<.001). 

 

* 
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Figure 25. Top, plot represents correlation between aesthetic ratings RT differences in ballet. 

Bottom, plot represents correlation between aesthetic ratings RT differences in capoeira. 

 

Further analysis aimed to explore whether individual differences, measured via 

questionnaires Gold-DSI, IRI, MAIA-2 and TAS-20 (see Table 4), could predict the effects 

observed in performance (i.e., significant dance style differences on ACC & RTs). A separate 

multiple linear regression models was computed for each measure to be predicted, using a 

stepwise selection model, meaning only significant predictors would enter the model from 
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all the included as potential predictors (scales and subscales collected with the 

questionnaires).  

 

The first multiple linear regression was conducted to examine how individual differences 

predicted the differences in ACC for ballet moves. The model was statistically significant, 

F(2, 43) = 6.341, p = .016, accounting for 12.9% of the variance (Adjusted R Square = .108). 

The results indicate that TAS-20 significantly predicted ACC differences in ballet, β = .358, 

t(22)=2.52 p = .016.  

 

The second multiple linear regression was conducted to examine how individual differences 

predicted the differences in ACC for capoeira moves. The model was statistically significant, 

F(2, 43) = 5.67, p = .022, accounting for 11.7% of the variance (Adjusted R Square = .096). 

The results indicate that Difficulty Identifying Feelings (subscale of TAS-20) significantly 

predicted ACC differences in capoeira, β = -.341, t(22)=2.38 p = .022.  

 

The third multiple linear regression was conducted to examine how individual differences 

predicted the differences in RTs for ballet moves. The model was statistically significant, F(2, 

44) = 4.91, p = .012, accounting for 18.9% of the variance (Adjusted R Square = .151). The 

results indicate that Body Awareness (subscale of Gold-DSI) and Trust (subscale of MAIA-2) 

significantly predicted RT differences in ballet, β = -.415, t(22)=-2.86 p = .007 and β = .302, 

t(22)=2.07 p = .044 respectively.  

 

The last multiple regression conducted to examine how individual differences predicted the 

differences in RTs for capoeira moves showed no significant predictors. 
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7.4. Discussion 

Our study's findings strongly support the main hypothesis, revealing that participants 

performed better and faster when observing a fluent continuation of movements, in 

alignment with previous work on the importance of movement fluency in dance and 

aesthetic experiences (Bläsing et al., 2012; Orgs et al., 2013). This reaffirms the critical role 

of fluency in the perceptual evaluation of dance, augmenting our understanding of how 

smooth and predictable movements contribute to aesthetic appreciation. 

 

Interestingly, ballet moves were associated with greater accuracy among participants. This 

specificity could be attributed to the wider cultural exposure and acceptance of ballet as a 

refined form of artistic expression (Kaufman & Mann, 2019). However, it's crucial to note 

that the sensitivity measures did not indicate a difference in discriminability based on dance 

style. This suggests that while cultural or aesthetic preferences may influence accuracy, they 

do not necessarily impact the fundamental perceptual mechanisms involved in action 

prediction and kinematics, as highlighted by Saygin & Stadler (2012). Furthermore, a strong 

correlation was observed between participants' sensitivity to both ballet and capoeira 

styles, supporting the idea that the underlying neural mechanisms responsible for action 

prediction and aesthetic evaluation may be generalized across different forms of dance 

(Mulligan et al., 2016; Sebanz & Shiffrar, 2009). 

 

The study also found intriguing associations between aesthetic ratings and response times, 

particularly in the context of fluent and non-fluent conditions. Specifically, higher aesthetic 

ratings for ballet were directly related to higher differences in response times between the 

fluent and non-fluent conditions, while the opposite pattern was observed for capoeira. This 
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could be interpreted as further evidence for the modulatory effect of aesthetic preference 

on cognitive processing speeds (Chatterjee, 2011; Nadal and Pearce, 2011). 

 

Finally, our regression analysis illuminated the role of individual differences in participants' 

performance, as hypothesized. These individual variances could be predicted by self-

reported measures from questionnaires probing into dance experience, alexithymia and 

interoceptive skills. This finding is congruent with recent evidence suggesting that both 

perceptual and emotional factors can influence the aesthetic evaluation of dance and action 

prediction (Arslanova et al., 2023). 

 

In conclusion, our results offer compelling insights into the complex interplay between 

aesthetic appreciation, perceptual fluency, and action prediction, enriching our 

understanding of how these processes are integrated in the human experience of dance. 

Future research may delve deeper including experimental manipulations on kinematics (not 

just matched and controlled), and comparison with experts to offer more nuanced 

perspectives. 
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Chapter 8: General Discussion 

8.1.  Embodiment, attention & WM 

The integration of action representation, body perception, working memory (WM), and 

attention can be framed as a synergistic confluence of cognitive and neural systems. Action 

representation is rooted in the dynamic intersection between cognitive models and neural 

architecture. The notion of embodiment offers a conceptual vantage point, asserting that 

our physical presence substantially impacts our cognitive processes related to action 

representation (Gallese & Sinigaglia, 2011). 

 

The perceptual aspects of body and movement are intrinsically linked and share common 

neural substrates, aiding not only motor functions but also social interactions (Blake & 

Shiffrar, 2007). The interconnectedness of these perceptual domains serves evolutionary 

and adaptive purposes, underscoring the need for their integrated exploration in both 

cognitive psychology and neuroscience. 

 

The concept of attention serves as an operational model for understanding how cognitive 

resources are allocated to process specific stimuli (Chun et al., 2011). This cognitive 

mechanism acts as a filter, reconciling bottom-up sensory inputs with top-down cognitive 

modulations. In other words, attention operates at the nexus of sensory input and cognitive 

expectations, influencing perceptual outcomes based on previous experiences, beliefs, and 

current mental states (Desimone & Duncan, 1995). 
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The multicomponent model of WM provides a framework for understanding the cognitive 

structures and processes underlying the storage and manipulation of information (Baddeley 

& Hitch, 1974). Recent models have extended this framework to propose a convergence 

between the neural systems implicated in perception and those used for the retention of 

information in WM (Postle, 2006). This intersection has significant evolutionary 

underpinnings, particularly when it comes to retaining information related to bodily 

movements and actions. 

 

Recent developments in the study of attention have extended the framework to encompass 

both external and internal cognitive representations (Chun et al., 2011). Such a 

reconceptualization allows for a more nuanced understanding of how attention modulates 

both sensory inputs and internal cognitive schemas. Specifically, attention operates as a 

network of cognitive and neural systems that prioritize information based on salience and 

importance (Narhi-Martinez et al., 2022). This, in turn, has far-reaching implications for our 

understanding of visual working memory, particularly in the context of top-down 

modulatory processes that facilitate selective focus on relevant information. 

 

To summarize, action representation, body perception, WM, and attention are not isolated 

constructs but rather interrelated elements of a cohesive cognitive-neural ecosystem. Each 

domain enriches and informs the other, providing a holistic understanding of human 

cognition that is greater than the sum of its individual parts. Future research endeavours 

should aim to explore these interrelationships in greater depth, utilizing interdisciplinary 

methodologies that can capture the complexity of these interconnected systems. 
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8.2. What could we learn from WM for bodies & attentional control? 

In an effort to elucidate the intricate relationship between action representation, body 

perception, working memory (WM), and attention, it is imperative to delineate their 

respective roles and interplay. From the vantage point of embodiment, action 

representation epitomizes the synthesis of cognitive schemas and neural processes, 

advancing the notion that corporeal presence significantly impacts cognitive functioning, 

including action comprehension (Glenberg, 2010). This view aligns well with research on 

body and movement perception, which posits that these sensory processes, built on shared 

neural substrates, facilitating not only motor actions but also social interactions (Blake & 

Shiffrar, 2007). 

 

Concurrently, attention serves as the regulatory mechanism that arbitrates the salience of 

sensory inputs and internal schemas (Chun et al., 2011). Attentional control therefore 

operates at the intersection of bottom-up sensory inputs and top-down cognitive processes, 

shaping perception into a coherent and adaptive experience (Desimone & Duncan, 1995). In 

parallel, evolving models of WM underscore its integrative capacity to encode and retain 

multi-modal information, implicating common neural pathways in perception and memory 

(Postle, 2006). 

 

Current findings illuminate the nuanced interplay between WM, attentional modulation, 

and their impact on both behaviour and neural activity. Behavioural results indicate that 

participants perform better in tasks with congruent information and lower memory load. 

This appears to be in alignment with Oberauer's 'slots' model of WM, which suggests that 
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attentional control is pivotal in determining the type and quantity of information that can 

be held in WM (Oberauer & Hein, 2012). 

 

Visual evoked potentials (VEPs) and somatosensory evoked potentials (SEPs) revealed that 

both visual and somatosensory areas are actively engaged during the retention interval, and 

their activity is modulated by both the type of stimuli and attentional focus. These 

observations corroborate earlier work indicating that body-related cortices are specifically 

recruited during WM tasks involving bodily images (Galvez-Pol et al., 2018a; b). Similarly, 

the saliency effect of colour supports theories on the suppressive role of attention in 

improving data fidelity in WM (Gazzaley & Nobre, 2012). Such effects also lend empirical 

support to the study's hypothesis concerning attentional modulation in visual and 

somatosensory areas, reaffirming the fluidity of attentional allocation (Serences et al., 2009; 

Harrison & Tong, 2009). 

 

In sum, the empirical data derived from this research deepens our comprehension of how 

attentional mechanisms—both top-down and bottom-up—jointly influence the encoding 

and retention processes in WM. This, in turn, contributes significantly to our growing 

understanding of bodily representation and attentional regulation. As avenues for future 

investigation, the inclusion of more diverse stimuli and exploration of additional neural 

markers may offer further insights into this complex cognitive network. 

 

8.3. Why looking through the lens of prediction? 

Action prediction represents a multidimensional cognitive process, demanding the 

orchestration of several intricate components. It encompasses the detection of agents, the 
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utilization of internal representations, and the inference of intentions, all within a dynamic 

and ever-changing context. This cognitive feat leans on a rich tapestry of sensorimotor 

experiences, social knowledge, and contextual expectations. The ability to anticipate the 

actions of others is instrumental in our understanding of social cognition and empathy, 

greatly enhancing our capacity for effective social interactions and adaptive behaviours. 

 

The journey of action prediction embarks with the perception of sensory cues signalling 

agency and animacy, such as faces and biological motion. These cues act as guiding stars, 

leading to the activation of internal sensorimotor models, finely tuned over time through 

personal experiences and self-awareness. These models not only empower us to predict 

physical movements but also serve as a foundation for deciphering the hidden intentions 

and goals that underlie those actions. Adding depth to this intricate process is the influence 

of contextual information, encompassing socio-affective factors and cultural backgrounds, 

which further refines our predictive abilities. 

 

At the heart of this complex cognitive ballet lies Prediction Error, a pivotal mechanism that 

offers a window into the flexibility and adaptability of both sensorimotor predictions and 

the broader framework of social cognition. This mechanism continuously recalibrates and 

refines our anticipatory models, integrating different types of information and top-down 

influences. 

 

In summary, the complex nature of action prediction necessitates an integrative perspective 

that combines attention, perception, sensorimotor functions, implicit memory, and context, 

including socio-affective elements and cultural norms. Failing to unite these domains may 
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lead us to overlook the synergistic effects that these elements exert on our capacity to 

predict actions and intentions. Prediction Error stands as a testament to the adaptability of 

this integrated system, serving as a critical mechanism for the continuous improvement of 

our anticipatory models based on diverse information sources. 

 

This holistic review provides a comprehensive lens through which we can delve into not only 

the mechanics of action prediction but also its profound implications for social cognition, 

empathy, and theory of mind. The future of research in this field should continue to explore 

the neural mechanisms underpinning action prediction and its far-reaching implications for 

diverse domains, including social neuroscience, developmental psychology, and clinical 

populations. A heightened understanding of action prediction promises to unlock deeper 

insights into human behaviour and the intricate dance of social interactions. 

 

 

8.4. Empirical study of AP using fluency 

From this study, we've gained valuable insights into the interplay of perceptual and motor 

fluency, particularly within the domain of biological motion. Our findings affirm our 

expectations that participants exhibited significantly faster reaction times and heightened 

sensitivity (d') when discriminating fluent (congruent) biological movements compared to 

non-fluent (incongruent) ones. These results underscore the close relationship between our 

perceptual and motor systems. They suggest that our internal sensorimotor 

representations, crafted through a blend of visual and motor experiences, play a role in 

shaping how we perceive and respond to complex actions. This concept aligns with the idea 
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of motor resonance, where watching biological motion activates neural pathways used in 

executing those very movements. 

 

Practically, these findings hold significance for fields ranging from sports training to clinical 

rehabilitation. The fact that reaction times and sensitivity are influenced by fluency could be 

pivotal for designing training programs aimed at improving both the perception and 

execution of intricate biological movements, like dance, which formed the core of our study 

stimuli. 

 

Nevertheless, it's important to acknowledge certain limitations. Our study focused 

exclusively on one form of biological motion—dance—which is exceptionally complex in 

terms of information content, encompassing perceptual, motoric, aesthetic, and emotional 

aspects. Further research could explore the involvement of motor experts to validate or 

challenge our findings. Additionally, the absence of an accuracy effect prompts further 

inquiry into the nuanced interplay between various cognitive and motor components in 

action discrimination. 

 

In summary, our study has deepened our understanding of fluency as a concept that 

impacts both perception and action. While it confirmed specific aspects of our expectations, 

it has also prompted questions about the roles of sensitivity, reaction time, and accuracy in 

action prediction tasks, especially when using more ecologically valid stimuli. As the first 

step in an ongoing series of experiments, these results provided a strong foundation for 

future research, shedding light on the complex relationship between perceptual and motor 

fluency. 
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8.5. What else could we learn from aesthetics & individual differences in AP? 

This study provided robust support for our primary hypothesis, revealing that participants 

exhibited superior performance and quicker responses when observing fluent continuations 

of movements. This aligned harmoniously with prior research emphasizing the significance 

of movement fluency in dance and aesthetic encounters. It reaffirms the central role of 

fluency in the perceptual assessment of dance, deepening our comprehension of how 

smooth and predictable movements contribute to aesthetic enjoyment. 

 

An intriguing observation emerged regarding ballet movements, which correlated with 

greater accuracy among participants. This specificity can be attributed to the broader 

cultural exposure and recognition of ballet as a refined artistic form. However, it's vital to 

emphasize that sensitivity measurements indicated no substantial differences in 

discriminability based on dance style. This implies that while cultural or aesthetic 

inclinations may influence accuracy, they don't necessarily impact the fundamental 

perceptual mechanisms involved in action prediction and kinematics. This is in line with 

prior research that underscores the common neural mechanisms underlying action 

prediction and aesthetic evaluation across various dance forms. 

 

Additionally, our study unveiled noteworthy connections between aesthetic ratings and 

response times, particularly in the context of fluency. Notably, higher aesthetic ratings for 

ballet were associated with more pronounced differences in response times between fluent 

and non-fluent conditions, with an inverse pattern observed for capoeira. This implies that 
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aesthetic preferences may interact with cognitive processing speeds, aligning with existing 

research in this domain. 

 

Finally, our regression analysis shed light on the role of individual differences in participant 

performance, in accordance with our expectations. These individual variances could be 

predicted by self-reported measures related to dance experience, alexithymia, and 

interoceptive skills. This finding aligns with recent evidence highlighting the influence of 

both perceptual and emotional factors on the aesthetic evaluation of dance and action 

prediction. 

 

In conclusion, our results provide compelling insights into the intricate interplay between 

aesthetic appreciation, perceptual fluency, and action prediction, enhancing our 

understanding of how these processes converge in the human experience of dance. Future 

research can further delve into this domain, considering experimental manipulations on 

kinematics and comparisons with motor experts to offer deeper and more nuanced 

perspectives. 
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