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1 | INTRODUCTION

Roman Kriussl** |

Philip Stork'*

Abstract

Professional forecasters of economic data are remunerated based on accuracy
and positive publicity generated for their firms. This remuneration structure
incentivizes them to stick to the median forecast but also to make bold fore-
casts when they perceive to have superior private information. We find that
skewness in the distribution of expectations, potentially created by bold fore-
casts, predicts economic surprises across a wide range of US economic indica-
tors in-sample and out-of-sample, confirming our hypothesis that forecasters
behave strategically and possess private information. This strategic bias found
in US economic forecasts is also exhibited in individual forecasters’ data as
well as in continental Europe, the United Kingdom, and Japan. We show that
it has been increasing both through time and in relation to the behavioral
anchor bias. Our results suggest that the pervasiveness of the biases depends
on the popularity of the economic indicator being released, both in the United
States and internationally.

KEYWORDS

economic surprises, forecast error, predictability, skewness, strategic bias

JEL CLASSIFICATION
G14; F47; E44

Economist Harry Dent live on Futures
Now program at CNBC television,

“...hey look, I make bold forecasts and spe-

cially in things like QE and massive events,

8 December 2016

yes, I am going to miss some things but I

have the guts to make these bold calls and
most people couch their forecasts, which, to
me, makes them useless as economists...this
is a golden opportunity, the best I have seen

probably in my life-time ...”

The median forecast of economic data is an important
anchor of expectations for policy makers, governments,
firms, and financial market participants. As expectations
about the economy are a key input to policymakers’ and
private economic decision making, the consensus (i.e., the
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median forecast) plays a crucial role in the level of interest
rates set by central banks, as well as the level of govern-
ment spending, private investments, and financial market
prices. The consensus is estimated via the aggregation of
individual professional forecasters’ economic predictions
collected via surveys. Hence, it is one of the few economic
measures that is ex ante in nature, rather than backward-
looking information, which explains its importance.

Since professional forecasters may be subject to
systematic biases, it is essential for users of consensus
estimates to understand the factors influencing economic
predictions. Biases in analysts’ forecasts in a wider con-
text is a widely investigated topic. The seminal research
on the subject focuses on biases incurred by forecasters of
earnings per share (FEPS) rather than in economic data.
This literature mostly points to behavioral explanations
for the biases."?

The literature on inefficiencies in the forecast of eco-
nomic variables acknowledges strategic and behavioral
reasons for the presence of systematic biases of forecasters.
For instance, Scharfstein and Stein (1990) propose a
‘reputational herding model’ which suggests that
forecasters (investment managers in their case) mimic the
decision of others and ignore substantive private informa-
tion, mostly due to concerns about their reputation in the
labor market, which would cause forecasts to be concen-
trated around the consensus. Somewhat differently,
Ottaviani and Sorensen (2006) investigate strategies
carried out by professional forecasters, which lead to
either forecasts that are excessively dispersed or forecasts
that are biased towards the prior mean (herding), also due
to reputational concerns. They conclude that in a
‘winner-take-all contest’, which is suggested to be the case
for economic forecasting,® equilibrium forecasts are exces-
sively differentiated. This equilibrium occurs because,
even if reputational concerns cause agents to herd, when
agents have substantial prior knowledge on their own
superior forecasting ability, they tend to overweight the
use of private information in their forecasting.

In the same line, Laster et al. (1999) develop a model
in which forecasters have a dual goal: accuracy and pub-
licity following from the wage schemes paid by employers
to forecasters. Forecasters would signal confidence in
their own forecasts by departing from the median and
making them off-consensus when incentives related to
their firms' positive publicity outpace the wages received
by being as accurate as their peers. Note that posting a
forecast close to the current median is, from a relative
performance perspective, a safe course of action as the
forecaster accuracy versus peers cannot, by concept,
worsen. An important assumption of this ‘signaling
hypothesis’ of Laster et al. (1999) is that firms value
publicity given to the single top forecaster, as in a

‘winner-take-all contest’ assumed by Ottaviani and
Sorensen (2006). In such context, forecasters also tend to
excessively differentiate their estimates.

In the above literature, professional forecasters
behave strategically to maximize wages or preserve their
reputation, which are examples of strategic biases. Note
that strategic biases are able to back both excessive
dispersion and excessive concentration of forecasts.

Campbell and Sharpe (2009) is an important mile-
stone on addressing economic forecasts from a behavioral
bias perspective. Their study hypothesizes that the
median forecast of individual economic releases is sys-
tematically biased towards the previous release. They
argue that this bias is consistent with the adjustment
heuristic, commonly known as anchoring, proposed by
Tversky and Kahneman (1974). This cognitive bias is
characterized by the human propensity to rely too heavily
on the initial value (the ‘anchor’) of an estimation when
updating forecasts.* Note, however, that the empirical
consequence of anchoring (i.e., concentration of
forecasts) is similar to the ‘reputational herding model’
suggested by Scharfstein and Stein (1990), which is a stra-
tegic bias rather than a cognitive one.

A drawback of the literature on economic forecasts is
that their empirical conclusions cannot be generalized as
they do not cover many indicators and geographies for
the presence of the biases. For instance, the empirical
test of Laster et al. (1999) is based only on the real gross
domestic product/gross national product (GNP/GDP)
forecasts for the United States, whereas Ehrbeck and
Waldmann (1996) only consider the annualized discount
rate on new issues of 91-day US Treasury bills. The anal-
ysis of Ashiya (2009) uses data from Japanese forecasters,
who tend to continue herding rather than posting differ-
entiated forecasts as they become older and more
established (see Ashiya & Doi, 2001). However, the find-
ings of Lamont (2002) are the opposite (i.e., dispersion
of forecast rather than concentration) from Ashiya (2009)
using US data, which is an important support for
the ‘signaling hypothesis’ of Laster et al. (1999).
Ashiya (2006) uses a wider cross-country data set for test-
ing if economic revisions are rational, but his analysis
relies on GDP and its deflator only. Campbell and
Sharpe (2009) are the first to address bias in economic
forecast using a more comprehensive set of economic
indicators. They find that the previous economic releases
of 10 important economic indicators explain up to 25% of
the subsequent economic surprises. Their study is,
however, based on US data only.

In this paper, we investigate whether the skewness in
the distribution of forecasts of 43 economic indicators in
the United States and 219 indicators internationally is
linked to economic surprises. The main hypothesis of our
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paper is that the skewness in the distribution of forecasts
contains information, and, hence, it is able to forecast
economic surprises.

Finally, Legerstee and Franses (2015) use the number
of forecasts collected as a predictor of future economic
releases as a proxy for ‘attention’. Arguably this explicit
measure of popularity, which relates one to one to the
number of forecasters, can be used as a direct predictor of
economic data, as these authors do. Nevertheless, the
number of forecasters can also be employed as a
weighting scheme to test whether the pervasiveness of
biases fluctuates with popularity, which is the approach
we follow in this paper.

Our contribution to the literature on forecasting bias is
threefold. First, we empirically establish that skewness in
the distribution of forecasts present in a wide and global
data set of economic expectations is able to significantly
predict economic surprises. More specifically, we are the
first to empirically validate the effects of the ‘signaling
hypothesis’ of Laster et al. (1999) in a large multi-country
data set of economic releases. In this hypothesis, forecasters
behave strategically by making off-consensus forecasts as
they possess superior private information (and they know a
priori about their ability), which gets unveiled via the
skewness of the distribution of forecasts.

Second, we provide evidence that the importance of
the skewness in the distribution of forecasts in predicting
economic surprises increases steadily through time and
versus the anchor bias, the behavioral bias in economic
forecasting proposed by Campbell and Sharpe (2009).

Third, by expanding the number of countries and
indicators tested vis-a-vis the earlier literature on forecast
biases and by using our popularity measure per economic
indicator, we show that the prevalence of biases is related
to the number of forecasters posting estimates per indica-
tor. The same effect is observed when we compare our
results for the United States to those in other countries,
in which economic indicators are forecasted by much
fewer analysts.

There are three key implications of our findings.
First, they enable a better understanding of the informa-
tional content of the skewness in the distribution of eco-
nomic forecasts by regulators, policy makers, and market
participants. Second, our strong results provide evidence
that the anchor bias is not the single bias widely found
in economic forecasting. As a result, benchmarks for
assessment of economic surprise models should be com-
plemented with our suggested skewness measure. Third,
the popularity effect identified supports the usage of a
weighted scheme versus an unweighted one in the
construction of economic surprise indexes. The popular-
ity effect also reinforces the attention of economist and
market participants to popular economic indicators.

The remainder of this paper is organized as follows.
Section 2 describes the data and methodology. Section 3
presents our main empirical analysis. Section 4 checks
for the robustness of our findings, and Section 5
concludes.

2 | DATA AND METHODOLOGY

We use economic release data from the ECO function in
Bloomberg. These data comprise time-stamped real-time
released figures for 43 distinct US economic indicators, as
well as information on forecasters’ expectations for each
release; see Table 1. This expectations information com-
prises (1) the expected surprise conditional to the anchor,
the ESA, factor of Campbell and Sharpe (2009), which is
based on previous economic release>®; (2) the cross-
sectional standard deviation of forecasts; (3) the lagged
median survey expectations; and (4) the skewness in
economists' forecasts, calculated as the mean minus the
median survey expectations.

The anchor-based model of Campbell and Sharpe
(2009) is specified by Equation 1, and it is used as the
main benchmark for our experiments:

S;=a+yESA, + &4, (1)

The cross-sectional standard deviation of forecasts is
employed as a measure of dispersion of forecasts, which
is a control variable in our experiments based on the sug-
gestion by Mankiw et al. (2003), Zhang (2006), and
Capistran and Timmermann (2009) that the second
moment of forecasts also reveals biases. The lagged
median survey expectation is an additional control
variable.

We use similar data sets for continental Europe, the
United Kingdom, and Japan for robustness testing. Our
daily data set spans the period from January 1997 to
December 2016, covering 4,422 business days and 21,048
individual announcements.

We note that the economic indicators are released in
different frequencies and throughout the month. This
asynchronicity among indicators poses some challenges
to process the information flow coming from them and to
jointly test for the predictability of surprises. Therefore,
predictability is separately tested for each indicator, and
results are subsequently aggregated.

As we intend to use the state of the economy as a con-
trol variable, we implement the principal component
analysis (PCA)’-based nowcasting method of Beber
et al. (2015) using the same 43 distinct US economic
indicators. Their nowcasting method allows us to access
the real-time growth and inflation conditions present at
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TABLE 1 Overview of US macro releases
# Indicator name Type Start Frequency Release time Direction Stationary
1 US Initial Jobless Claims SA Growth 31/12/96 W 14:30:00 GMT -1 No
2 US Employees on Nonfarm Payroll Growth 02/01/97 M 14:30:00 GMT 1 No
3 U-3 US Unemployment Rate Total Growth 07/01/97 M 14:30:00 GMT -1 No
4 US Employees on Nonfarm Payroll Manuf.  Growth 08/01/97 M 14:30:00 GMT 1 Yes
5 US Continuing Jobless Claims SA Growth 09/01/97 W 14:30:00 GMT -1 No
6 ADP National Employment Report Growth 09/01/97 M 14:15:00 GMT 1 No
7 US Average Weekly Hours All Employees Growth 10/01/97 M 14:30:00 GMT 1 No
8 US Personal Income MoM SA Growth 10/01/97 M 14:30:00 GMT 1 Yes
9 ISM Manufacturing PMI SA Growth 14/01/97 M 16:00:00 GMT 1 Yes
10  US Manufacturers New Orders Total Growth 14/01/97 M 16:00:00 GMT 1 Yes
11  Federal Reserve Consumer Credit Growth 16/01/97 M 21:00:00 GMT 1 No
12 Merchant Wholesalers Inventories Growth 17/01/97 M 16:00:00 GMT 1 Yes
13 US Industrial Production MOM SA Growth 17/01/97 M 15:15:00 GMT 1 Yes
14  GDP US Chained 2009 Dollars QoQ Growth 28/01/97 Q 14:30:00 GMT 1 Yes
15  US Capacity Utilization % of Total Growth 03/02/97 M 15:15:00 GMT 1 Yes
16  US Personal Consumption Expenditures Growth 03/02/97 M 14:30:00 GMT 1 Yes
17  US Durable Goods New Orders Ind. Growth 25/02/97 M 14:30:00 GMT 1 Yes
18  US Auto Sales Domestic Vehicle Growth 04/03/97 M 22:59:00 GMT 1 No
19  Adjusted Retail & Food Service Growth 26/03/97 M 14:30:00 GMT 1 Yes
20  Adjusted Retail Sales Less Autos Growth 03/07/97 M 14:30:00 GMT 1 Yes
21  US Durable Goods New Orders Total Growth 16/07/97 M 14:30:00 GMT 1 Yes
22 GDP US Personal Consumption Change Growth 12/08/97 Q 14:30:00 GMT 1 Yes
23 ISM Non-Manufacturing PMI Growth 26/11/97 M 16:00:00 GMT 1 No
24  US Manufacturing & Trade Inventories Growth 12/12/97 M 16:00:00 GMT -1 Yes
25  Philadelphia Fed Business Outlook Growth 13/08/98 M 16:00:00 GMT 1 Yes
26  MNI Chicago Business Barometer Growth 08/01/99 M 16:00:00 GMT 1 Yes
27  Conference Board US Leading Ind. Growth 14/05/99 M 16:00:00 GMT 1 Yes
28  Conference Board Consumer Conf. Growth 01/07/99 M 16:00:00 GMT 1 No
29  US Empire State Manufacturing Growth 13/06/01 M 14:30:00 GMT 1 Yes
30 Richmond Federal Reserve Manuf. Growth 13/06/01 M 16:00:00 GMT 1 Yes
31 ISM Milwaukee Purchasers Manuf. Growth 28/12/01 M 16:00:00 GMT 1 Yes
32 University of Michigan Consumer Sent. Growth 25/07/02 M 16:00:00 GMT 1 No
33  Dallas Fed Manufacturing Outlook Growth 15/11/02 M 16:30:00 GMT 1 Yes
34  US PPI Finished Goods Less Food & En. Inflation  30/01/03 M 14:30:00 GMT 1 Yes
35  US CPI Urban Consumers MoM SA Inflation =~ 30/04/04 M 14:30:00 GMT 1 Yes
36  US CPI Urban Consumers Less Food & En.  Inflation = 26/05/05 M 14:30:00 GMT 1 Yes
37  Bureau of Labor Statistics Employment Inflation  30/06/05 Q 14:30:00 GMT 1 Yes
38  US Output Per Hour Nonfarm Business Inflation  25/10/05 Q 14:30:00 GMT -1 Yes
39  US PPI Finished Goods SA MoM% Inflation  02/08/06 M 14:30:00 GMT 1 Yes
40  US Import Price Index by End User Inflation  31/07/07 M 14:30:00 GMT 1 Yes
41  US GDP Price Index QoQ SAAR Inflation  05/02/08 Q 14:30:00 GMT 1 Yes
42 US Personal Con. Exp. Core MOM SA Inflation  26/01/09 M 14:30:00 GMT 1 Yes
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TABLE 1 (Continued)
# Indicator name Type Start Frequency Release time Direction Stationary
43 US Personal Cons. Exp. Price YOY SA Inflation  05/02/10 M 14:30:00 GMT 1 Yes

Note: This table reports the 43 US economic indicators used in our main analysis. Indicators are classified as either growth or inflation related. Column Start
reports the date that the time series of each economic indicator begins. Column Frequency reports in which frequency the indicator is released, where Q stands
for quarterly, M for monthly, and W for weekly. Release time reports the typical (most frequent) release time of the indicator in GMT time. Direction states the
potential directional adjustment, represented by —1 when the given indicator reports a quantity that is inversely related to growth or inflation. The column
Stationary shows if an indicator's series is stationary; a stationary adjustment (i.e., towards 6 months differences) is applied within our data manipulation step

so the series can be modeled using our methodology.

the time of any economic release.® Table 1 provides
details on stationarity adjustments, directional adjust-
ments, frequency of release, starting publication date for
the series, and (common) release time. Finally, we also
use the 12-month change in stock market prices (i.e., the
S&P500 index prices) and the VIX index to proxy for
wealth effects and risk appetite, respectively, as addi-
tional control variables in our empirical analysis.

21 |
models

Economic surprise predictive

Following Equation 1, we extend the anchor-only predic-
tive model for economic surprises by incorporating the
skewness of the distribution of economic forecasts as well
as other moments as control variables. The moments of
the distribution of economic forecasts added are (1) the
lagged median forecast (first moment); (2) the disagree-
ment among forecasters (second moment); and (3) the
skewness of forecasts (third moment). Equation 2 is our
unrestricted economic surprise model (UnES model):

St=a+ESA, + SurvLag, + Std,, + Skewness,, + Infl, (2)
+ Growth,, + Stocks, + VIX, + &,,

where subscript ¢ (used hereafter) is t— 1, ESA is
the expected surprise given anchor,’ SurvLag is the
lagged median forecast, Std is the dispersion (standard
deviation) of economic estimates across forecasters, and
Skewness is the skewness of economic estimates across
forecasters. SurvLag, Std and Skewness are the three vari-
ables selected to test our hypothesis that alternative mea-
sures intrinsic to the pool of economic forecasts can
reflect biases in expectations over economic releases.
More specifically, we use SurvLag to test whether an
anchor towards the previous median forecast exists. We
employ Std to test for the effect of forecasters' disagree-
ment and information uncertainty over the predictability
of economic surprises, in line with Zhang (2006). Skew-
ness is used to test for the presence of strategic behavior
in economic forecasting, in line with the forecasters'

dual-goal hypothesis of forecasting accuracy and
publicity as discussed in Laster et al. (1999) and Ottaviani
and Sorensen (2006). Infl and Growth are the states of
inflation and economic growth produced by the
nowcasting method implemented. Stocks and VIX are the
stock market returns and implied volatility. Infl, Growth,
Stocks, and VIX are control variables in our model.

3 | EMPIRICAL ANALYSIS AND
RESULTS

We split our empirical analysis and results section into
three parts. Section 3.1 reports the results in predicting
economic surprises. Section 3.2 explores the presence of a
popularity effect in the predictions. Section 3.3 tests our
findings out-of-sample.

3.1 | Predicting economic surprises

In this section we report our findings from Equations 1
and 2, that is, the anchor-only (restricted) model and the
unrestricted model, respectively, which we use to forecast
economic surprises.

Table 2 reports aggregated results of these models
across all 43 US economic indicators. We evaluate the
sign consistency (with our expectations) and the statisti-
cal strength of the individual regressors by computing the
percentage of times that the coefficients are positive
(as expected) and statistically significant at the 10% level
across regressions run separately for each economic indi-
cator. The model quality is evaluated using explanatory
power (R®) as well as the Akaike information criteria
(AIC) per individual (economic indicator's) regression.

The anchor-only model estimates confirm the general
finding of the previous literature, in which the expected
surprise given the anchor (ESA) is a strong predictor of
economic surprises. We observe that ESA is significantly
linked to surprises 65% of the times in our sample. This
result is confirmed by the unrestricted model, in which
ESA is statistically significant 67% of the times. The
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TABLE 2
unrestricted economic surprise models for the United States

Aggregated results of anchor-only (restricted) and

Region United States

Model Anchor-only Unrestricted

Panel A—Percentage of statistical significance per factor

Intercept 0.35 0.42
Bias 0.65 0.67
Std 0.35
SurvLag 0.40
Skewness 0.72
Infl 0.16
Growth 0.33
Stocks 0.07
VIX 0.23

Panel B—Percentage of positive coefficients

Intercept 0.47 0.56
Bias 0.81 0.88
Std 0.56
SurvLag 0.56
Skewness 0.93
Infl 0.49
Growth 0.30
Stocks 0.51
VIX 0.23
Panel C—Model quality
Mean R* 4% 17%
Median R* 2% 14%
Stdev R* 4% 10%
AlIC 923 896

Note: Panel A reports the percentage of statistically significant coefficients
across anchor-only and unrestricted regression models for economic
surprises of US economic indicators. For example, 0.65 found for the ESA
variable within the anchor-only model means that 65% of the ESA across the
individual regressions run for the 43 US economic indicators are statistically
significant at the 10% level. Panel B reports the percentage of positive
coefficients across anchor-only and unrestricted regression models for
economic surprises of US economic indicators. Panel C reports the mean,
median, and standard deviation of the explanatory power (R?) achieved
across all indicator-specific regressions, as well as average Akaike
information criteria (AIC).

results for the unrestricted model reveal that the Skewness
factor is also often significant (72%) across our individual
indicator regressions.

This finding supports our conjecture that forecasters
may behave strategically by signaling confidence in
their own forecasts (a strategic bias), which is in line
with Laster et al. (1999)."° SurvLag and Std are some-
what statistically significant, with 40% and 35% of the
times, respectively. The result for SurvLag challenges

our hypothesis that an anchor towards the previous
median forecast holds empirically. The weak statistical
significance of Std among our individual regressions
also suggests that disagreement among forecasters and
information uncertainty is linked to economic surprises.
The control variables Infl, Growth, Stocks, and VIX are
significant between 7% and 33% of times, suggesting a
weak relation with economic surprises.

From an explanatory power perspective, the
unrestricted model dominates the anchor-only model. The
mean R” across the predictive surprise models of the dif-
ferent economic indicators is 4% for the anchor-only
model and 17% for the unrestricted model (R* medians
are 2% and 14%, respectively).

We report for the anchor-only regressions positive
coefficients for the ESA factor 81% of the times. The
unrestricted model delivers a positively signed ESA coef-
ficient 88% of the times. Both results suggest a robust
relationship between economic surprises and the anchor
factor. The frequency of positive coefficients found for
Skewness is, however, even higher than for ESA. The
Skewness regressors are positive 93% of times across all
regressions. SurvLag and Std are with 56% also largely
positive but to a lesser extent than Bias and Skewness.
Our control variables are to an even lesser extent posi-
tive (between 23% and 51%). The results provided by
AIC are in line with R*> as the average AIC for the
anchor-only model is higher (926) than for the
unrestricted model (896). These findings thus support
our hypothesis that a strategic bias is embedded in
economic forecasting due to strategic behavior of fore-
casters; a notion that is in line with Laster et al. (1999)
and Ottaviani and Sorensen (2006).

Table 3 presents the results of the individual predic-
tive surprise models (restricted and unrestricted). The R*
gain ratio (reported in the last column) computes the
number of times that R of the unrestricted model exceeds
the R* for the restricted model. From a R* perspective,
the unrestricted models largely outperform the anchor-
only model. The R* gain ratio ranges from 1 to infinity, as
the average R? across the anchor-only model is 3.7%,
whereas for the unrestricted model it is 17%.

The Conference Board Consumer Confidence indicator
is the variable for which R? is the highest in the anchor-
only model (14%), followed by the US PPI Finished Goods
SA Mom% indicator (13%). Most R’s are of a single digit
level, and for only four indicators does the explanatory
power exceed 10%. Most anchor coefficients are statisti-
cally significant at least at the 10% level.

When the unrestricted model is used, US Personal
Income MoM SA (45%) is the indicator with the highest
R?, followed by US GDP Price Index QoQ SAAR (41%),
and Adjusted Retail & Food Service Sales (36%). Most R*s
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reach a double-digit level, in contrast with the anchor-
only model. Most anchor coefficients are statistically
significant, like in the anchor-only model. In line with
earlier results, the Skewness coefficients are mostly posi-
tive and statistically significant, whereas the coefficient
sign is more unstable for the SurvLag and Std
coefficients.

By analyzing individual models’ results, we are able
to explore an additional aspect of economic indicators,
popularity. We measure popularity by averaging the
number of analysts that provide forecasts for a given indi-
cator in our sample. In Table 3, popularity is reported in
the last column as Popularity weight, which uses the sum
of our popularity measure across all indicators as the
denominator. We also aggregate statistics in Table 3
using the nine most popular US economic indicators
employed by Campbell and Sharpe (2009)."" Overall, we
find that model quality is higher for more popular indica-
tors. The R* (AIC) weighted using our popularity mea-
sure for the anchor-only model is 4.0% (110), whereas the
(unweighted) average R® (AIC) is 3.7% (923). For the
unrestricted model, the weighted R*> (weighted AIC) is
17% (102), whereas the average R* (average AIC) is 17%
(896). Hence, popular indicators seem to be better
explained by our explanatory variables. If we compare
the percentage of positive and significant coefficients
across all models (see bottom of Table 3) to the same
measure weighted by popularity and using the most pop-
ular indicators, we observe that ESA and Skewness are
more likely to hold with the correct sign among popular
indicators. This result applies to the anchor-only model
and the unrestricted model of ESA.

Hence, we conjecture that the strategic and behav-
ioral biases modeled by Skewness and ESA are more pre-
sent among popular indicators. This finding makes
explicit that the bias in analysis here links to the atten-
tion, not to inattention, which is commonly suggested as
one of the reasons for behavioral biases in forecasting as
argued by Mendenhall (1991), Stickel (1991), Campbell
and Sharpe (2009), and Cen et al. (2013)."* The intuition
behind this finding is that as the number of analysts
increases, the biases embedded in forecasts are
reinforced. In particular, for the case of the ESA as the
number of forecasters with private (noisy) signals rises,
the standard deviation of forecasts decreases. That means
that the marginal forecasters (in possession of signals
with same quality) must post a forecast in increasingly
tighter range to remain close to the consensus, which
reinforces the bias. In the case of Skewness, as the num-
ber of off-consensus forecasts increases with the number
of forecasters with superior private information, then the
distribution skewness rises, which pushes the marginal
forecaster with superior ability to even extremer

forecasts. Note that this is a function of the ‘winner-take-
all contest” where forecasters differentiate from con-
tenders by putting excessive weight on their private
signals. Another argument for larger differentiation of
forecasts and Skewness when the number of forecasters is
higher, is that prizes tend to be proportional to the num-
ber of forecasters participating in the contest.

3.2 | Popularity effect

We now attempt to more formally capture the effect of
popularity on biases represented by the Skewness and
ESA variables. We run panel regression across all US eco-
nomic indicators using a monthly frequency, with our
popularity measure (Pop) as an additional predictor. As
the economic indicators are expressed in different scales,
we normalize them into Z scores. In fact, for the sake of
comparison, we first run a Non Pop-effect model that does
not use information on the popularity of indicators. Note
that the Non Pop-effect model is the panel version of
Equation 2. Subsequently, we run Equation 3, a Pop-effect
only model, that uses our popularity measure (Pop) as an
additional predictor in the regression. The ESA interac-
tion model uses an interaction variable Pop*ESA in addi-
tion to the Pop-effect only model of Equation 4. The
Skewness interaction model uses an interaction variable
Pop*Skewness in addition to the Pop-effect only model as
in Equation 5. Finally, the Dual interaction model uses
both interactions: Pop*ESA and Pop*Skewness as in
Equation 6.

St=a+ESA, + SurvLag, + Std,, + Skewness,, + Infl, (3)
+ Growth,, + Stocks,, + VIX,, + Pop , + €,

St =a+ESA, + SurvLag, + Std, + Skewness,, + Infl,
+ Growth,, + Stocks,, + VIX,, + Pop , + Pop « ESA + &,

(4)

Si=a+ESA, + SurvLag, + Std,, + Skewness,, + Infl,  (5)
+ Growth,, + Stocks,, + VIX, + Pop,, + Pop x Skewness,,
+ <y,

St=a+ESA, + SurvLag, + Std,, + Skewness,, + Infl, (6)
+ Growth,, + Stocks,, + VIX,, + Pop , + Pop * ESA,,
+ Pop x Skewness,, + &;,

The estimation results of the models above are
reported in Table 4. They suggest that the usage of Pop as
an additional predictor leads to no improvements relative
to the original model. However, when Pop interacts with
either ESA and Skewness, then it becomes highly signifi-
cant. The coefficients of the predictors derived from Pop
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TABLE 4 Popularity effect panel regressions for US economic surprises

No pop effect Pop effect only ESA interaction Skewness interaction Dual interaction
Intercept 0.060* 0.056 0.057 0.055 0.055
(0.034) (0.042) (0.042) (0.042) (0.042)
ESA 0.159%** 0.159%** 0.055* 0.159%** 0.051
(0.012) (0.012) (0.031) (0.012) (0.031)
SurvLag 0.009 0.009 0.012 0.009 0.013
(0.013) (0.013) (0.013) (0.013) (0.013)
Std —0.005 —0.005 —0.005 —0.006 —0.007
(0.012) (0.012) (0.012) (0.012) (0.012)
Skewness 0.203%** 0.203%** 0.203*** 0.148%** 0.141%**
(0.011) (0.011) (0.011) (0.030) (0.030)
Infl 0.055%** 0.055%** 0.057*** 0.055%** 0.057***
(0.011) (0.011) (0.011) (0.011) (0.011)
Growth —0.025* —0.025* —0.027** —0.025* —0.028**
(0.014) (0.014) (0.014) (0.014) (0.014)
Stocks —0.914* —0.914* —0.903** —0.906* —0.894**
(0.850) (0.851) (0.850) (0.850) (0.850)
VIX —0.003* —0.003* —0.003** —0.003* —0.003**
(0.002) (0.002) (0.002) (0.002) (0.002)
Pop 0.007 0.004 0.007 0.005
(0.055) (0.055) (0.055) (0.055)
Pop*ESA 0.227%* 0.235%**
(0.062) (0.062)
Pop*Skewness 0.118* 0.132**
(0.061) (0.061)
R? 5.8% 5.8% 5.8% 6.0%
Adjusted R* 5.8% 5.8% 5.8% 6.0%
F-stats 65.1 57.9 53.5 52.5 49.1

Note: The table reports results of panel regression models applied for the 43 US economic surprises used in our study. The Non Pop-effect model does not use
information on the popularity of indicators. The Pop-effect only model uses our popularity measure (Pop) as an additional predictor in the regression. The ESA
interaction model uses an interaction variable Pop*ESA in addition to the Pop-effect only model. The Skewness interaction model uses an interaction variable
Pop*Skewness in addition to the Pop-effect only model. The Dual interaction model uses both interactions earlier mentioned, Pop*ESA and Pop*Skewness. We
measure popularity by averaging the number of analysts that provide forecasts for a given indicator in our sample. Regression results are reported per
economic indicator. We use Newey-West adjustments to compute coefficient standard errors.

***Significance at the 1% level.
**Significance at the 5% level.
*Significance at the 10% level.

are always positive, suggesting that it adds to the effects
of the ESA and Skewness variables when used in isola-
tion. Note that in the Dual interaction model, the ESA
predictor becomes statistically non-significant and drops
from 0.159 to 0.051, as the Pop*ESA captures the full rela-
tion between ESA and the target variable. The Skewness
predictor remains positive and statistically significant
despite the introduction of the Pop-related variables,

indicating its strong relation with economic surprises and
an independence from popularity.

The findings above constitute strong evidence that
the popularity of economic indicators, measured by the
number of analysts posting forecasts, seems to reinforce
the presence of forecasting bias. In other words, strategic
bias in economic forecasting seems to be more pervasive
around popular indicators.
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3.3 | Out-of-sample testing

Now that we have identified evidence of a strategic bias
and a popularity effect in expected economic surprises,
we next attempt to test these findings out-of-sample. The
natural benchmark for our out-of-sample analysis is the
previously identified anchor-based bias introduced by
Campbell and Sharpe (2009), represented by the ESA
variable. We ultimately want to compare the models
specified by Equations 1 and 6. As it is interesting to eval-
uate how the different components of Equation 6 per-
form versus the benchmark (Equation 1), we also
estimate seven intermediary models in Equations 7a-7g.
The anchor-based model with control variables and the
Skewness variable in Equation 7b equals Equation (2).

St=a+ ESA, + SurvLag,, + Std,, + Infl, + Growth,, (7a)
+ Stocks, + VIX , + &,

Si=a+ESA, + SurvLag,, + Std,, + Skewness,, + Infl, (7b)
+ Growth,, + Stocks, + VIX, + &;,

S; = a+ Skewness, + &;, (7¢c)
S; =a+ ESA, + Skewness,, + €, (7d)
S¢=a+ESA, + Pop,, + Pop+ESA, (7e)

+ Pop * Skewness,, + €,

St = a+ Skewness,, + Pop,, + Pop « ESA,, (7f)
+ Pop * Skewness,, + &;,

St=a+ESA, + Skewness, + Pop,, + Pop+ESA,  (7g)
+ Pop * Skewness,, + €,

Note that we have no option but to estimate these
models using our panel approach specified when we
introduced Equation 6 due to the usage of our popularity
measure. We focus on US data only and we evaluate
model performance in the last 25% portion of the avail-
able history. We estimate models using either the entire
data history available prior to the out-of-sample period
(i.e., 75% of history, the so-called 75% IS + 25% OOS) or
using only the 50% of history prior to the out-of-sample
to capture the most recent behavior of the data (i.e., the
so-called 50% IS + 25%)."> We report results in Table 5.

Our first takeaway from Table 5 is that the control
variables employed cause a drag to the out-of-sample per-
formance of models when added to more parsimonious
models, especially in root mean-square errors (RMSE)
terms. In contrast, the popularity measure most of times
has a positive or neutral impact to performance. The hit
ratio is mostly improved when popularity is added to the
Skewness model in the 75% IS + 25% OOS run, an
impressive improvement of 4.9% in the hit ratio from a
low base (49%), as the pure Skewness model estimated
using the longer sample is the weakest one in the hit-
ratio basis. One could think of the popularity measure

TABLE 5 Out-of-sample performance of panel regressions for US economic surprises

Root mean-square errors (*100) Hit ratio

Equation 75% IS 50% IS 75% IS 50% IS
# Models + 25% 00S + 25% 00S + 25% 00S + 25% 00S
1 ESA 1.952 1.953 50.7% 54.6%
7a ESA + Controls 2.157 2.160 53.1% 51.6%
7b/2 ESA + Controls + Skewness 2.151 2.154 54.1% 51.8%
7c Skewness 1.962 1.963 49.2% 53.2%
7d ESA + Skewness 1.949 1.933 51.6% 51.5%
7e ESA + Pop 1.947 1.949 51.3% 54.1%
7t Skewness + Pop 1.949 1.948 54.1% 54.8%
7g ESA + Skewness + Pop 1.946 1.949 52.2% 54.4%
6 ESA + Controls + Skewness + Pop ~ 2.129 2.156 53.4% 51.9%

Note: The table reports out-of-sample performance statistics of panel regressions for economic surprises using US data. The performance statistics are the root
mean-square errors (RMSE) and the hit ratio, which evaluates that directional accuracy of the forecast in percentage terms. We ultimately want to compare the
models specified by Equations 1 and 6. However, as it is interesting to evaluate how the different components of Equation 6 perform versus the benchmark
(Equation 1), we also estimate seven intermediary models as specified by Equations 7a-7g. Note that the anchor-based model with control variables and the
Skewness variable (Equation 7b) is also specified by Equation (2. Our out-of-sample period corresponds to the last 25% portion of the available history. We
estimate models either using the entire data history available prior to the out-of-sample period (i.e., 75% of history), thus named 75% IS + 25% OOS in the
table, or using only the 50% of history prior to the out-of-sample, thus named 50% IS + 25% OOS.
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adding more value when the earlier part of the sample is
used for estimation, as popular indicators may correlate
with indicators with higher longevity. This would happen
because popularity would put more weight into better
performing forecasts of long-standing indicators (where
biases are likely to be higher) versus weaker performing
forecasts of new indicators in the earlier part of the sam-
ple relative to its later part. Popularity adds substantial
value to the ESA+Skewness as well, nearly 3% in the hit
ratio in the 50% IS + 25% OOS run. This model is most
powerful in a statistical sense; that is, it has the lowest
RMSE, but it ranks among the worst ones in an economic
sense, as hit ratios are mostly below 52%. Once popularity
is added, this model becomes a top performer also on a
hit-ratio basis. For the ESA model, the benchmark model,
the usage of the popularity measure seems to positively
impact performance on a RMSE basis, though, the result
is mixed for the hit ratio. The benchmark model is medi-
ocre in RMSE basis and the hit ratio using the earlier part
of the sample but strong when only the last part of the
sample is used for estimation. When we directly compare
the benchmark model with our suggested Skewness
model, we observe that, in isolation, the ESA is a stronger
model. However, when popularity is added then the
Skewness model becomes superior and the best model on
an average hit-ratio basis across the two samples used.
Adding Skewness to ESA has an average positive impact
of 0.6% in the hit ratio provided that popularity is pre-
sent, suggesting that our two innovations add value to
the current benchmark model.

Our out-of-sample results confirm our findings
observed in-sample as they reiterate the presence of the
strategic bias reflected by the Skewness measure and
popularity effect in the forecasting of economic surprises.

4 | ROBUSTNESS TESTS

4.1 |
regions

Economic surprise models across

As a robustness test, we apply Equations 1 and 2 across
continental Europe, the United Kingdom, and Japan
using, respectively, 147, 37, and 35 indicators.'* Table 6
indicates that our results for these three regions are quali-
tatively the same as the ones reported for the United
States. The unrestricted models tend to improve the R* of
anchor-only ones. The coefficients for the ESA and Skew-
ness factors are as expected mostly positive. These two
coefficients are positive between 56% and 75% of all times,
which is, however, lower than the percentage of correct
signs found for the United States. Yet, among coefficients
for all factors (including control variables), ESA and

Skewness remain the ones that are mostly positive. More-
over, in terms of statistical significance, the specified
models (anchor-only and unrestricted) for Europe, Japan,
and the United Kingdom perform worse than the US
model, as the percentage of coefficients that are significant
is, in general, lower than for the United States.

We conjecture that the difference in presence of biases
in economic forecasting across the different regions may be
explained by the number of experts dedicated to economic
forecasts across these countries. The average number of
analysts providing forecasts across all indicators of our
sample is 44 for the United States. For Europe, Japan, and
the United Kingdom this number is 9, 13, and 15, respec-
tively. We argue that, as the number of forecasters
increases for a specific indicator or within a country, it
becomes more likely that (1) convergence towards the pre-
vious release happens simply by the law of large numbers;
(2) some forecasters possess superior private information;
and (3) such private information is revealed by the skew-
ness in forecasts, given strategic behavior by experts.

4.2 | Economic surprise models
through time

We investigate in this section how the strong relations
found between economic surprises and the ESA and
Skewness factors in our main analysis behave over time. To
perform a stability test we employ a panel regression
version of Equation 2, our main predictive model for
economic surprises. We use a panel regression'> because,
as we mostly use monthly data, rolling regressions using a
single indicator would hardly contain enough observations
to capture statistically significant links between surprises
and explanatory variables. Given that economic surprises
and some explanatory variables, such as ESA are expressed
in different scales, we normalize them into Z scores.

Our results are reported in Figure 1, which depicts the
coefficient values and p values of the predictors ESA,
Skewness, Std, and SurvLag over time. We observe that the
coefficients for the variables ESA and Skewness are positive
and statistically significant, with a few exceptions. At the
same time, the signs of the coefficients for Std and SurvLag
are unstable, fluctuating between positive and negative,
beyond being mostly statistically insignificant. Addition-
ally, we observe that at the start of our sample the magni-
tude of the ESA coefficient is more than twice that of the
coefficient of Skewness, indicating a larger economic sig-
nificance of the normalized ESA in estimating economic
surprises. Nevertheless, the magnitude of the coefficient
for Skewness steadily increases through our sample and
after 2009 it becomes structurally larger than the one for
ESA. This behavior reiterates our main findings, which
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TABLE 6 Aggregated results of anchor-only and unrestricted economic surprise models for Europe, the United Kingdom, and Japan
Region Continental Europe United Kingdom Japan
Model Anchor-only Unrestricted Anchor-only Unrestricted Anchor-only Unrestricted
Panel A—Percentage of statistical significance per factor
Intercept 0.22 0.29 0.33 0.19 0.24 0.16
Bias 0.44 0.37 0.33 0.31 0.42 0.28
Std 0.18 0.42 0.16
SurvLag 0.20 0.33 0.31
Skewness 0.09 0.44 0.13
Infl 0.11 0.11 0.09
Growth 0.14 0.19 0.13
Stocks 0.15 0.22 0.13
VIX 0.29 0.25 0.06
Panel B—Explanatory power (R%)
Mean R? 8% 25% 3% 18% 3% 16%
Median R? 3% 16% 1% 13% 2% 10%
Stdev R? 17% 24% 5% 13% 3% 20%
Panel C—Percentage of positive coefficients
Intercept 0.37 0.53 0.56 0.50 0.52 0.78
Bias 0.66 0.62 0.58 0.72 0.70 0.69
Std 0.42 0.56 0.44
SurvLag 0.47 0.36 0.31
Skewness 0.56 0.75 0.59
Infl 0.40 0.25 0.44
Growth 0.44 0.44 0.34
Stocks 0.48 0.44 0.47
VIX 0.26 0.42 0.19

Note: Panel A reports the percentage of statistical significant coefficients (factors) across anchor-only and unrestricted regression models for economic surprises
of economic indicators for Europe, the United Kingdom, and Japan. For example, 0.44 found for the ESA factor within the anchor-only model for Europe
means that 44% of such ESA factor across the individual regressions run for the European economic indicators are statistically significant at the 10% level.
Panel B reports the mean, median, and standard deviation of the explanatory power (R®) achieved across all indicator-specific regressions. Panel C reports the
percentage of positive coefficients across anchor-only and unrestricted regression models for economic surprises of the same economic indicators.

suggest that both ESA and Skewness are strongly con-
nected to economic surprises. It also indicates that the
Skewness factor has gained relevance lately, whereas the
impact of our anchor-based factor (ESA) has diminished
over the sample period, which may be linked to the semi-
nal publication of Campbell and Sharpe (2009).

4.3 | Biases by individual forecasters

In this section we evaluate if the anchor and the strategic
bias found in our main experiments are also observed in
data from individual forecasters. The availability of data
per forecaster is much less than aggregated forecasters'
data, therefore, our analysis uses only three economic

indicators and ranges from 2015 to 2018 only. The US eco-
nomic indicators investigated are the Consumer Price
Index (CPI) headline inflation, the unemployment rate,
and the quarterly annualized GDP. The forecasters' data
are downloaded from Bloomberg's FRCS function, which
compiles forecasts for multiple end-of-quarter numbers of
some economic indicators. Therefore, this analysis differs
from the main empirical analysis in this paper, which
evaluates forecasts and economic releases at the frequency
of releases’ publication, where the coming release number
is always the one in focus. Differently, here we evaluate
forecasts on a daily or monthly basis but the economic
release in focus is always the end-of-quarter number.
Thus, despite the fact that the CPI inflation and the unem-
ployment rate are published on a monthly basis, the
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Economic surprise models through time. The line plots above depict the coefficient values and p value of predictors ESA,

Skewness, Std, and SurvLag through time, respectively in panels (a) and (b). The coefficient of ESA and Skewness are positive and statistically
significant, with few exceptions, whereas the coefficients for Std and SurvLag fluctuate between a positive and a negative sign, beyond being

mostly not statistically significant [Colour figure can be viewed at wileyonlinelibrary.com]

forecasts used may target 1- to 3-month ahead releases. As
forecasts can be adjusted on a continuous basis, our data
set comprises a set of daily forecasts per forecasting profes-
sional, whereas realized numbers are constant in the
interval between releases. This way, the median forecast
changes between releases, whereas the anchor (the
previous release) is kept constant.

The panel consists of 98 forecasters within the period
specified. Nevertheless, to avoid an unbalanced panel, we
exclude forecasters who failed to submit a forecast to any
of the targeted quarter numbers. This adjustment leaves
us with 66 forecasts for the headline CPI, 62 for the
unemployment rate, and 77 forecasts for the GDP for the
14 quarters evaluated.

First, to assess whether forecasts use the previous
release as an anchor, we estimate the following model,
which resembles Equation A3:

Fi=ar+Ais+ €4 (8)

where A, is the last available economic release and F, is
the most recent forecast.

Second, we check if the ESA is capable of forecasting
economic surprises. Thus, we estimate model Equation 9,
which is the panel version of model Equation 1, as follows:

St:af+ESAtf+elf, (9)

where ESA,; is computed per individual forecaster,
f=1...66 for the US CPI inflation case, f= 1...62 for the
employment rate, and f = 1...77 for the GDP.

Third, we check if the individual forecaster Skewness, g,
namely, the difference between the individual forecaster

estimate and the median estimate, F,;— F;, can also help
to forecast economic surprises, using Equation 10:

St =ay + ESA; s + Skewness; ; + €. (10)

The estimation results of Equations 8-10 are reported
in Table 7. As we run regressions using forecasts at the
daily and monthly frequency, we report results separately
in Panels A and B.

A first observation from Table 7 is that the previous
release anchor remains strongly connected to individual
forecasters' expectations, especially for inflation and for
unemployment. The previous release explains up to 44%
and 82% of the variation of inflation and unemployment
rate forecasts across the panel. For GDP, this explanation
is much smaller, at around 4%. These findings are homo-
geneous across the two data frequencies used.

Further, ESA is also found to be statistically signifi-
cantly linked to economic surprises, explaining from 7%
(for unemployment) to 51% (for inflation). In contrast to
our main results, ESA is negatively linked to surprises
across the three indicators and the two frequencies evalu-
ated. More importantly, Skewness again boosts the
explanatory power of regressions when added to ESA to
explain economic surprises. The explanatory power of
inflation surprises rises approximately 25 percentage
points when Skewness is used. In the case of unemploy-
ment, the explanatory power of regressions increases
from 7% to 21%. For GDP, the explanatory power also
rises but to a lesser extent, roughly 5% across the two fre-
quencies used. The AIC also indicates that the quality of
fit improves across regressions. In line with the ‘signaling
hypothesis’, the sign of Skewness is positive across all
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regressions and all coefficients are statistically significant.
These results are consistent across the two frequencies
evaluated and strengthen our main findings.

4.4 | Popularity effect for Europe, the
United Kingdom, and Japan

In the following we check for the presence of the popu-
larity effect found for the United States (see Section 3.3)

in Europe, the United Kingdom, and Japan. We apply the
panel regression approach of Equation 5 across these dif-
ferent regions. To perform an out-of-sample test of the
popularity effect found for the United States, we also use
the model parameterized with the US data to forecast
economic surprises in the other geographies. The esti-
mates for Europe, the United Kingdom, and Japan are
reported in Table 8 below. For comparison purposes, we
also report the model previously estimated for the United
States in Table 8.

TABLE 8 Popularity effect pooled regressions for the United States, Europe, the United Kingdom, and Japan

United States Europe United Kingdom Japan
Intercept 0.055 0.036** —0.033 0.039
(0.042) (0.018) (0.041) (0.038)
ESA 0.051 —0.164*** —0.053 —0.228%***
(0.031) (0.010) (0.035) (0.022)
SurvLag 0.013 —0.059%*** —0.084*** —0.082%***
(0.013) (0.007) (0.015) (0.015)
Std —0.007 —0.051%*** —0.041%** 0.000
(0.012) (0.007) (0.014) (0.014)
Skewness 0.141%** —0.100%*** 0.116** 0.034
(0.030) (0.022) (0.046) (0.024)
Infl 0.057*** —0.013** —0.027** 0.023*
(0.011) (0.006) (0.012) (0.012)
Growth —0.028** 0.041%** —0.008 0.008
(0.014) (0.007) (0.013) (0.014)
Stocks —0.894** —0.222%** 1.055 0.576
(0.850) (0.480) (0.862) (0.954)
VIX —0.003** —0.002%** 0.003 —0.002
(0.002) (0.001) (0.002) (0.002)
Pop 0.005 0.000 —0.144 0.010
(0.055) (0.060) (0.138) (0.109)
Pop*ESA 0.235%** 1.265%** 0.429** 1.138%**
(0.062) (0.072) (0.191) (0.123)
Pop*Skewness 0.132** 0.838*** —0.367 0.577***
(0.061) (0.136) (0.298) (0.131)
R’ 6.0% 2.0% 1.1% 3.5%
Adjusted R* 6.0% 2.0% 1.1% 3.5%
F-stats 49.1 55.0 7.1 23.7

Note: The table reports results of pooled regression models applied for the United States, Europe, the United Kingdom, and Japan. The Non Pop-effect model
does not use information on the popularity of indicators. The Pop-effect only model uses our popularity measure (Pop) as an additional predictor in the
regression. The ESA interaction model uses an interaction variable Pop*ESA in addition to the Pop-effect only model. The Skewness interaction model uses an
interaction variable Pop*Skewness in addition to the Pop-effect only model. The Dual interaction model uses both interactions earlier mentioned, Pop*ESA and
Pop*Skewness. We measure popularity by averaging the number of analysts that provide forecasts for a given indicator in our sample. Regression results are
reported per economic indicator. We use Newey-West adjustments to compute coefficient standard errors.

***Significance at the 1% level.
**Significance at the 5% level.
*Significance at the 10% level.
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In line with the results found for the United States,
the interaction variables Pop*ESA and Pop*Skewness are
mostly statistically significant and positive. Whenever
these variables have a negative sign, they are not
statistically significant. We find that Pop*ESA is always
statistically significant and positive, whereas ESA has a
negative coefficient when statistically significant. This
finding suggests that the original positive impact of ESA
in the economic surprises, captured by Equation 2, is
now fully captured by the interaction variable, a shift that
was also observed for the United States when different
panel regressions were compared in Section (3.3). In con-
trast to the United States, when Pop*Skewness is positive
and statistically significant, Skewness is either negative or
not statistically significant, suggesting that outside the
United States the influence of Skewness is -either
channeled via the interaction term or Skewness in isola-
tion, not via the two channels. For instance, for the
United Kingdom the link between Skewness and eco-
nomic surprises is independent of popularity, whereas for
Europe and Japan the interaction term Pop*Skewness
matters more than Skewness in isolation. Similar to the
United States, Pop is never statistically significant across
the other geographies. In summary, the results above
suggest that popularity effect reported for the United
States is to a great extent also found in Europe, the
United Kingdom, and Japan as well, more strongly so via
ESA but are also via Skewness in Europe and Japan. This
result is in line with expectations as economic data in the
United States is likely more closely followed than similar
data in any other country or region. Put differently, if
‘relative popularity’ across the different economic indica-
tors is a catalyst for bias in economic forecasts, it is
expected that such biases are more prevalent where
‘absolute popularity’ is higher, that is, in the geography
with a higher number of forecasters. This expectation is
based on the notion that, as the number of biased fore-
casters increases, the biases tend to become stronger.
Evidence for these biases being stronger in the United
States is given by the average number of forecasters per
indicator per country, which is 44 for the United States,
compared to only 9 for Europe, 15 for the United
Kingdom, and 14 for Japan.

To test the popularity effect model out-of-sample, we
calculate the RMSE produced by the model specified in
Equation 5 parameterized with US data, to forecast
economic surprises in Europe, United Kingdom, and
Japan. The benchmark for the RMSE calculated for this
out-of-sample test is the in-sample RMSE produced by
the same model when estimated with data from the
respective countries, that is, the models presented in
Table 8 for Europe, United Kingdom, and Japan. Out-
of-sample RMSEs (x100) are 0.586, 1.144 and 1.203 for

Europe, United Kingdom, and Japan, whereas in-sample
RMSEs are, respectively, 0.578, 1.113 and 1.184.1° Hence,
the increase in RMSE of the out-of-sample model versus
the in-sample models is only 2.8% at the highest, which
we consider low when comparing an out-of-sample
statistic to an in-sample one.

A final out-of-sample test is performed by comparing
out-of-sample RMSEs of the model parameterized using
75% of US data and evaluated using the remaining 25% of
the data in the other geographies. The benchmarks in
this case are the models parameterized using 75% of the
data from Europe, United Kingdom, and Japan, respec-
tively. In this case, as all RMSEs are out-of-sample, the
gap in RMSEs is much lower. RMSEs for Europe, United
Kingdom, and Japan, when the model is estimated with
US data are 1.375, 2.842, and 2.752, whereas RMSEs
when the model is estimated with the country-specific
data are 1.359, 2.826, and 2.712. The RMSE increase
delivered by the United States-based model equals 1.5%
at the highest, which we again consider a low number.
We thus note that the popularity effect observed in the
United States also holds in Europe, United Kingdom, and
Japan.

5 | CONCLUSION

This paper provides evidence that the information con-
tained in the distribution of economic forecasts from sur-
veys is an additional source of information in predicting
economic surprises across a wide range of indicators. In
particular, we argue that the skewness in the distribution
of economic forecasts reflects a strategic bias and con-
tains information, as proposed by the literature on strate-
gic behavior of forecasters. According to this stream of
research, forecasters have dual and contradicting objec-
tives, that is, forecast accuracy and publicity. Forecasters
often stay close to the ‘pack’ (and exhibit herding behav-
ior) to avoid being wrong. Eventually, though, when in
the possession of what they perceive to be superior
private information, they signal confidence in their own
forecasts by issuing off-consensus forecasts, giving rise to
a skewed distribution of forecasts. Thus, by using infor-
mation from these controversial forecasts, predictability
of economic surprises is improved versus the usage of the
anchor bias, a well-documented behavioral bias in
economic forecasting. This strong finding is confirmed by
us empirically, through both in- and out-of-sample
analysis.

The strong link between economic surprises and
skewness in the distribution of forecasts also holds in the
data from individual forecasters and for continental
Europe, the United Kingdom, and Japan, however, to a
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lesser extent than in the United States. We find that the
importance of the skewness in the distribution of eco-
nomic forecasts in predicting economic surprises has
been steadily increasing through time and versus the
anchor bias.

Predictability of economic surprises is found to be
stronger for popular indicators in the United States.
When we move from widely followed US indicators
towards less watched ones, the strategic bias documented
becomes less pervasive: a popularity effect in the predic-
tion of economic surprises. This popularity effect also
holds in continental Europe, the United Kingdom, and
Japan but, again, in a weaker form than in the United
States as the number of forecasters per indicator in these
regions is much smaller than in the United States. The
popularity effect is particularly strong in boosting
performance of models based in the skewness in the dis-
tribution of forecasts but also present in anchor-based
models.

There are three key implications of our findings. First,
they enable a better understanding of the informational
content of the skewness in the distribution of economic
forecasts by regulators, policy makers, and market
participants. Second, our strong results provide evidence
that the anchor bias is not the single bias widely found in
economic forecasting. As a result, benchmarks for assess-
ment of economic surprise models should be complemen-
ted with our suggested skewness measure. Third,
the popularity effect identified supports the usage of a
weighted scheme versus an unweighted one in the con-
struction of economic surprise indexes. The popularity
effect also reinforces the attention of economist and mar-
ket participants to popular economic indicators.
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ENDNOTES

! It attempts to explain why earnings estimates by equity analysts
are systematically overoptimistic. De Bondt and Thaler (1990)
suggest that equity analysts suffer from a cognitive failure which
leads them to overreact and have too extreme expectations.
Mendenhall (1991) argues that underreaction to past quarterly
earnings and stock returns contributes to an overoptimistic bias
in earnings.

N)

A later branch of the literature proposes that biases are caused
by a strategic bias. Michaely and Womack (1999) advocate that
equity analysts often recommend companies that their employer
has recently taken public. In the same vein, Tim (2001) suggests
that a strategic bias exists within corporate earnings forecasts
because analysts trade off this bias to improve management
access and forecast accuracy.

w

Evidence that economic forecasting is a “winner-take-all contest”
is that analyst awards, such as the StarMine Analyst Awards
from Refinitiv, a data provider, recognize the world’s top individ-
ual on the different categories of the award. See https://www.
analystawards.com/awards.php?t=2.

4 Anchoring in forecasting seems not to be, however, restricted to
economic data releases. Cen et al. (2013) show that anchoring
also plays a role in FEPS by stock analysts, who tend to issue
optimistic (pessimistic) forecasts when FEPS are lower (higher)
than the median.

The ESA, variable builds fully on the work of Campbell and
Sharpe (2009). The only difference between our approach and
theirs is that they model the anchor as the average value of the
forecasted series over a number of previous releases, whereas our
anchor variable relies only on the previous release. A generic for-
mulation of research applied to forecast bias as well as a deriva-
tion of the ESA, variable is provided in Appendix A.

5 Note that we use ESA variable of Campbell and Sharpe (2009)
instead of a variable motivated by a strategic bias with similar
hypothetical implication (i.e., concentration in forecasts) because
ESA is an empirical test, whereas limited empirical evidence has
been produced over a connected strategic bias.

w

PCA is an unsupervised machine learning method that trans-
forms correlated variables into a set of orthogonal variables, so-
called principal components.

%0

Beber et al. (2015) split indicators into four categories, that is,
output, employment, sentiment, and inflation. We aggregate out-
put, employment, and sentiment indicators into the single cate-
gory growth. As our set of indicators perfectly matches the one of
Beber et al. (2015), this attribution exercise is straightforward.
The only different nuance is that Beber et al. (2015) adjust series
using 1- and 12-month changes, whereas we use 6-month
changes across all non-stationary indicators.

©

The coefficient y of Equations 1 and A5 is excluded from this
model and subsequent ones for conciseness of presentation. We
use subscript ¢ (i.e., t — 1) to state that the model is predictive. In
reality, the subscript ¢ still suggests a prediction as most eco-
nomic indicator surveys close for forecast submission days before
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the release. In Bloomberg, surveys close one business day prior
to the announcement.

19 We also apply Equations 1 and (2 where the predictor ESA

(i.e., F; — A) is not calculated relative to the median forecast but
to the mean forecast. The rationale behind this robustness check
is to identify whether or not the median forecast is an inefficient
predictor of economic surprises (versus the mean) and to test
whether the predictive power of our Skewness measure vanishes
through the use of the mean forecast within ESA. We find that
our outcomes change only marginally, thus leaving our main
results unaffected.

! The indicators used by Campbell and Sharpe (2009) are the NFP
Employment Indicator, Michigan Consumer Confidence, Con-
sumer Price Index (CPI) headline and Core, Industrial Produc-
tion, ISM Manufacturing Index and Retail Sales Headline and
ex-Autos. New Homes Sales is also used by these authors but as
housing data is out-of-scope of our set of economic indicators, it
is not part of our data set.

We see no contradiction between attention seeming to reinforce
bias in the current case while dampening biases in other cases.
Inattention in the case of behavioral biases typically applies to
the processing of information; thus, it is the root cause of the
bias. In the case of the strategic bias we focus here where public-
ity and public endorsement is sought (driven by incentives);
attention is ultimately dictated by the pubic or forecasters’ cli-
ents, who focus on the indicators they value the most. Thus,
attention of forecasters is not the root cause of the bias but sim-
ply follows from the popularity of one indicator versus others,
driven by the forecasters’ clientele attention. This differentiation
is the main reason why we do not refer to the effect investigated
here as an attention effect but, rather, a popularity effect, which
we further explore in the coming section.

3 We estimate models using the most recent data only as we
observe a clear shift in coefficient size for ESA and Skewness as
reported in the upcoming Section 4.2 and Figure 1.

4 The overview of economic news releases for these regions is
available upon request.

5 We use a fixed-effect panel regression model. As an alternative
method, we test a pooling regression model. This method
delivers results that are qualitatively the same.

16 Note that RMSE is calculated over the entire history as the test is
out-of-sample relative to the country data used for estimation,
not relative to a specific part of the history used for estimation.

17 For simplicity we omit the intercept term of this and the follow-
ing regression.
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APPENDIX A: FORECAST BIASES AND
ANCHORING AND RATIONALITY TESTS

This appendix introduces the generic formulation of
research applied to forecast biases, based on Aggarwal
et al. (1995), Schirm (2003), and Campbell and
Sharpe (2009). A rationality test of economic forecasts is
run by regressing the actual release, A;, as the explained
variable, on the most recent forecast, F,, as the explana-
tory variable:

At:ﬂlFt+€t' (Al)

Rationality holds when f; is not significantly different
from one, while f; significantly higher (lower) than one
suggests a structural downward (upward) bias of fore-
casts.'” Observing serial correlation in the error term sug-
gests irrationality, as one would be able to forecast A,
using an autoregressive model.

A more intuitive rationality test, suggested by
Campbell and Sharpe (2009), is achieved by subtracting
the forecast from the left side of Equation A1l:

Si=Ar+Fi=p,F + &, (A2)
where the new explained variable is the forecast error or

‘economic surprise’, S;. In Equation A2, rationality holds
when f, is not significantly different from zero;

otherwise, a structural bias is perceived. For the case of
anchoring, we dissect the forecast bias using

F, = E[A] + (1-1)A, (A3)

where E[A,] is the forecaster's unbiased prediction, and
A is the anchor, which equals the value of the previous
release of the indicator. If A < 1, the consensus forecast is
anchored to the previous release. If 1 = 1, no anchor is
observed. By applying expectations to Equation A2, then,
substituting E[A,] = E[S;] + F; into Equation A3, we
obtain after some manipulations Equation A4c:

}.E[S[] :F[—AF[ —A+M, (A4b)
1-4)(F—A
B[S, = % (Adc)
introducing y@ and unveiling the intercept (a),

we find
Sl =a+ ]/ESA[ + &4, (AS)
which enables a direct test of anchoring, if y > 0, where

ESA, (=F, — A) is the expected surprise conditional to an
anchor.

85UB017 SUOWIWOD SAIEaID (edl|dde auy Aq peusenob ake sapie YO 8sn Josejn. Joj Afeiq18ul|uo A8|IA UO (SUONIPUO-PUE-SWBIAL0D" AB | IM"A eI pul|UO//ScY) SUOIPUOD Pue SWLB | 8L 88S *[7202/20/T0] Uo AriqiTauliuo A8|im ‘Akidi uopuo JO Aisieaun A Ad £9.2°103/200T OT/I0P/W00" A8 | 1M Afe.d 1 jpuluo//Sdny Wwoiy papeojumoq ‘9 ‘TZ0Z ‘XTETE60T



	Strategic bias and popularity effect in the prediction of economic surprises
	1  INTRODUCTION
	2  DATA AND METHODOLOGY
	2.1  Economic surprise predictive models

	3  EMPIRICAL ANALYSIS AND RESULTS
	3.1  Predicting economic surprises
	3.2  Popularity effect
	3.3  Out-of-sample testing

	4  ROBUSTNESS TESTS
	4.1  Economic surprise models across regions
	4.2  Economic surprise models through time
	4.3  Biases by individual forecasters
	4.4  Popularity effect for Europe, the United Kingdom, and Japan

	5  CONCLUSION
	ACKNOWLEDGMENTS
	  DATA AVAILABILITY STATEMENT

	ENDNOTES
	REFERENCES


