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ABSTRACT

This thesis describes the development and validation of mathe-

matical models of the human cardiovascular system suitable for the 

study of short-term haemodynamic effects.

The basis of the model development is a large-scale mathematical 

representation of the controlled circulatory system which is capable 

of investigating short-term dynamics resulting from the administration 

of drugs which have rapid effects upon the heart and blood vessels. 

This model comprised a 19th order representation of the uncontrolled 

circulatory dynamics, so that overall, with neural control and pharmaco-

kinetic and local pharmacodynamic models added, it was of 61st order 

with 178 parameters. A comprehensive and systemic programme of vali-

dation has been undertaken upon these models. Principal features of 

this validation programme include: investigating the nature of the 

sources of data used in specifying model parameters and initial values 

of model variables, in particular identifying the magnitude of uncer-

tainty associated with such data; performing a series,of empirical 

tests, examining the ability of the model to reproduce the principal 

features of response observed in dynamic experimental data corresponding 

to a wide range of physiological and pharmacological investigation; and 

using the results of such validation tests to highlight areas of struc-

tural uncertainty in the model, specifically relating to the represen-

tation of neural control mechanisms.

Whilst such large-scale mathematical models have substantial heuristic 

potential, more compact representations are required if such models are 

to find potential clinical application. The Associated problems of 

model reduction are therefore discussed.

The result of this model reduction process is a smaller model which 

includes an 8-segment representation of the uncontrolled circulatory 

dynamics. The development of this reduced form is fully described, as 

is the programme of model validation which parallels that performed upon 

the original large-scale model. Particular emphasis is placed on the 

role of this more compact model to test alternative hypotheses regarding 

the neural control of peripheral resistance.

The programme of work described in this thesis constitutes an 

exemplar of the role of validation and the processes by which it is 

implemented in the context of large-scale physiological systems.



CHAPTER 1

INTRODUCTION

Mathematical models are now widely used as important investigative 

tools in the analysis of complex problems in physiology and medicine. 

Such models can be used to serve a wide variety of purpose ranging 

from testing hypotheses regarding the nature and structure of physio-

logical control systems to their use in predicting patient response 

to therapy and thus potentially constituting an important aid to 

clinical decision making.

The nature of the modelling process is becoming increasingly well 

understood and the importance of model validation within the overall 

process is becoming both more clearly defined and more widely appre-

ciated. Nevertheless, there is still the need for further development, 

particularly with regard to the validation of complex, large-scale 

models of correspondingly complex physiological systems.

The cardiovascular system is one which exhibits a variety of forms 

of complexity, for instance in terms of its structural complexity as 

well as in terms of the number of control systems which are involved 

in the maintenance of normal circulatory function. Whilst this system 

has received a great deal of attention from many physiologists and 

clinicians as well as, increasingly, from control and biomedical 

engineers, there are still many aspects of its function which are not 

clearly understood.

In seeking to increase the knowledge-base regarding the cardio-

vascular system, mathematical models have a vital role to perform, 

particularly since they provide the means by which alternate hypo-

theses, for example regarding the neural control of heart rate, can 

be assessed in quantitative terms.

The work described in this thesis takes as its basis a large-scale 

mathematical model of the controlled circulatory system which was 

originally developed in order to investigate the short-term dynamics 

resulting from the administration of drugs which have rapid effects 

upon the heart and the blood vessels (Pullen, 1976). This model 

incorporated representations of circulatory dynamics, the neural control 

of circulatory variables/parameters together with pharmacokinetic and 

local pharmacodynamic models such that overall pharmacodynamic effects 

1



could be investigated. Although some initial validation studies were 

carried out by Pullen, the nature of his research investigation was 

such that it did not set out to include a full and rigorous programme 

of model validation. It is this process of model validation, per-

formed both upon the large-scale model initiated by Pullen as well as 

on a variety of developments and reductions of this model form, which 

is the core of the work to be described in the subsequent chapters.

1.1 AIMS

The aims of the work described in the earlier chapters of the 

thesis are directed towards carrying out a comprehensive and rigorous 

investigation of the validity of the model developed by Pullen. This 

model comprised a 19th order representation of the uncontrolled circu-

latory dynamics, so that overall, with neural control and pharmaco-

kinetic and local pharmacodynamic models added, it was of 61st order 

with 178 parameters. Three specific aspects of this validation study 

were as follows:

(i) to investigate the nature of the sources of data used in 

specifying model parameters and initial values of model 

variables, in particular identifying the magnitude of uncer-

tainty associated with such data;

(ii) to perform a series of empirical tests, examining the ability 

of the model to reproduce the principal features of response 

observed in dynamic experimental data corresponding to a 

wide range of physiological and pharmacological investigation; 

and

(iii) to use the results of such validation tests to highlight areas 

of structural uncertainty in the model , specifically relating 

to the representation of neural control mechanisms.

Following on from this the programme of work described sets out 

to examine the procedures by which complex models can be reduced in 

order to render them more tractable and capable of being simulated on 

smaller computers.

The final chapters are then aimed at examining the validity of a 

reduced model of the cardiovascular system which incorporates an 8th 

order representation of the uncontrolled circulatory dynamics. The 

specific aspects of this validation study are the same as that for the 
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full model with the addition of testing alternative hypotheses regarding 

the neural control of peripheral resistance..

1.2 ORGANISATION OF THE THESIS

Chapter 2 provides a description in systemic terms of aspects of 

cardiovascular physiology relevant to the models which are to be 

developed in subsequent chapters. The nature of the modelling process 

in relation to physiological systems is described and a critical review 

is presented of some earlier important models of the cardiovascular 

system.

In Chapter 3, a comprehensive description is given of the large- 

scale pulsatile mathematical model of the cardiovascular system 

developed originally by Pullen (1976). This model comprises a 19th 

order representation of the uncontrolled circulatory dynamics together 

with sub-models representing the neural control of circulatory variables 

and parameters and pharmacokinetics and local pharmacodynamic effects 

of vasoconstrictive and vasodilitative drugs.

Chapters 4-7 are concerned with the validation of this large- 

scale model. In Chapter 4 the general framework of model validity and 

model validation which is to be employed is outlined. Chapter 5 

focusses on the nature of the information incorporated into the model, 

examining the validity of parameter values and initial conditions 

(steady state values) of the variables, highlighting the uncertainty 

associated with much anatomic and physiological measurement and the 

need for enhanced experimental design.

Chapter 6 describes the validation of the complete model, 

examining its responses to a range of dynamic tests including blood 

volume changes, orthostasis, the Valsalva manoeuvre and short-term 

drug effects.

In Chapter 7, a programme of sensitivity analysis performed upon 

the completed model is presented to complete the validation study of 

the 19-segment model.

Given the uncertainty associated with the full-model due to the 

limited availability of experimental data, approaches to model reduc-

tion are considered in order to render the model more tractable. This 

review of the model reduction process, together with proposals for 

obtaining a simpler realisation, is reported in Chapter 8.
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Chapter 9 describes the development of such a reduced model, 

this form containing an 8-segment representation of the circulatory 

dynamics. To this are added simple realisations of the thermoregula-

tory and body fluid sub-systems, thereby increasing the model’s 

potential to investigate the nature of circulatory-related effects. 

In this chapter modifications to the neural control model are des-

cribed, including specifically the effects of volume receptors.

In Chapter 10, the validity of this reduced model is considered 

involving a programme which parallels that described in Chapters 6 and 7. 

Model responses are compared with empirical data on blood volume 

changes and a full programme of sensitivity analysis is described.

Overall conclusions from the research programme, together with 

recommendations for future work, are given in Chapter 11.
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CHAPTER 2

A SYSTEMS APPROACH TO CARDIOVASCULAR PHYSIOLOGY

This chapter provides a systemic view of cardiovascular physiology 

revealing the complexity of the processes under investigation and their 

essentially control system nature.

Having presented an overall systems model of the cardiovascular 

system, the role of mathematical models in the analysis of complex 

physiological mechanisms is defined. The chapter concludes with a 

brief critical review of some of the more important models which 

have been developed as aids to the understanding of cardiovascular 

physiology.

2.1 A SYSTEMS VIEW OF CARDIOVASCULAR PHYSIOLOGY

The human heart and blood vessels are a complex closed-loop 

system which can be considered to be the transport system of the 

body. It distributes to the cells the oxygen and metabolic fuels 

which are involved in physico-chemical processing.

Cells produce an output of work, carbon dioxide, heat and sec-

retions indispensable for life. In addition, cells excrete the un-

wanted end products of metabolism.

The body must maintain an appropriate balance between metabolic 

activity, and the rates of delivery and removal of the biochemical 

substances from the cells (Figures 2.1 - 2.3). The distribution of 

blood flow to different parts of the body is a function of the local 

demands, and these depend on the factors mentioned above.

From a systems point of view, the cardiovascular system is a 

regulatory system, whose main objective is the control of blood 

pressure and the flow of blood to act as a general transport system. 

The cardiovascular system may therefore be divided into two inter-

acting subsystems:

(i) controlled subsystem

(ii) controlling subsystem.
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The controlling system consists of the brain and neuro-endocrine 

systems . This is analogous to a computer which controls an industrial 

machine or plant (controlled system).

The controlling system consists of:

(i) neural section (vasomotor centres, medullary and cardiac)

(ii) hormonal section (endocrine glands) which operates on the 

heart and the blood vessels.

The controlled system consists of:

(i) the haemodynamic element

(ii) the transport element

and, like any system, this may be represented in terms of sets of input 

and output variables, related by system parameters (see Figure 2.4).

In this case, one or more outputs of the controlled system (con-

trolled variables) will feed back to provide inputs to the controlling 

system. The output of the controlling system will then influence one 

or more properties of the controlled system.

In general, the system is affected either by external changes 

(e.g. exercise) entering the controlling system (termed command forcing 

by Milhorn (1966)), or by disturbances (internal changes) entering the 

controlled system (load forcing - Milhorn (1966)).

If only short-term haemodynamic effects are considered, the 

system can be treated as if it was operating on the basis of negative 

feedback, as shown in Figure 2.5a. In the longer term, however, hor-

monal control needs to be included along with neural effects, giving 

rise to the more complex picture of adaptive control with both negative 

and positive feedback, as shown in Figure 2.5b.

A more detailed systems view of cardiovascular physiology as it 

relates to short-term effects is given in Chapter 3.

2.2 MATHEMATICAL MODELLING IN BIOLOGY AND MEDICINE 

The development of mathematical models provides a means of quanti-

fying the behaviour and properties of complex processes such as occur

in biology and medicine. As in other fields, mathematical models in

biology and medicine are formulated on the basis of current knowledge

about the system. This basis may be empirical, theoretical, or a

9



combination of empirical and theoretical knowledge. In general, as 

much theoretical, a priori knowledge should be incorporated in the for-

mulation process as is consistent with the purpose of the model. 

Available theories (and data) reflect the stage of development of the 

particular area of research or application. As the field develops 

through increased availability of data, an'increased theoretical basis 

for model formulation will normally result (Carson et al, 1983 ).

Mathematical models can be classified in accordance with the way 

in which they represent the system, that is ’into behavioural (or 

functional) models and structural (or physical) models.

Behavioural or functional models are models which simply represent 

behaviour (or function), relating input and output variables without 

any of the characteristics of the equations corresponding to any 

aspects of the system structure.

Structural models mirror, in the form of equations relating input 

and output, the structure of the system. There is a one-to-one corres-

pondence between features of the system and features of the equation. 

The models may therefore be termed isomorphic.

Empirical models are behavioural only. Theoretical models may 

be isomorphic, but structural information may be lost in mathematical 

transformations or reductions of the model (Finkelstein and Carson, 

1979; Carson et al, 1983 ).

Given the complex nature of biological systems, the types of 

mathematical model which have been employed to describe such processes 

cover the spectrum of approaches which are typically available to the 

control engineer - deterministic and stochastic models, linear and 

non-linear models, lumped and distributed models. Again, as to which 

should be applied in a particular situation must depend upon the 

particular physiological processes being examined and the level of 

scrutiny required.

The form and detail of a mathematical model and the processes 

by which it is derived are principally determined by the purposes for 

which it is desired. Classically, models can be categorised as being 

descriptive, predictive and explanatory. For complex processes such 

as the cardiovascular system, specific purposes for modelling could 

include:

10



(i) testing hypotheses regarding mechanisms by which cardio-

vascular variables are controlled

(ii) estimating inaccessible circulatory parameters

(iii) prediction of the behaviour of the cardiovascular system 

following drug administration or physiological stimulus.

A methodology appropriate for modelling complex physiological 

systems has been reported in a number of recent publications,, including 

Carson et al (1983 ) and Leaning et al (1982a; b).

The basic outlining of this modelling approach is shown in Figure 2.6. 

The inter-related components are: modelling objectives or purposes, 

the laws, theory and data relevant to the model, model formulation, 

identification and model validation, the overall processing being 

essentially iterative in nature.

The three distinct components of model formulation are: concep-

tualisation; mathematical realisation; solution to give required 

relations between variables of interest. At any stage additional data 

may be required. In conceptualisation, assumptions of aggregation, 

abstraction and idealisation are necessary consistent with the model's 

purpose in order that it shall be tractable. Having produced an 

appropriate conceptual model, equations are then constructed either 

describing the overall relations contained within the functional model 

or providing a detailed description of the physico-chemical processes 

involved.

Within the model, the relevant variables are commonly connected 

through complex relations, e.g. differential equations. Model solution 

involves obtaining the required explicit relations between variables 

and/or parameters, often by computer implementation. In some cases 

model structure and parameter values may be known a priori. Often, how-

ever, there is uncertainty in the structure of the model and/or its 

parameters. In this situation, solution is not possible directly and 

identification of the model from input/output data must be carried out.

Model validation involves assessing the extent to which a model 

is well-founded, tractable and fulfils the purposes for which it is 

formulated. It is an integral component of the modelling process, 

being firmly embedded within all its stages rather than merely being 

an activity which is carried out once model identification has been 

completed. Model validation is treated in more detail in Chapter 5.
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Figure 2.5a The control system for short-term 
haemodynamic effect.

Figure 2.5b The adaptive control for 
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2.3 A REVIEW OF MODELS OF THE CARDIOVASCULAR SYSTEM

In this section a brief historical review is given of some of the 

models which have been used in cardiovascular research. The review 

is not exhaustive but rather is intended to illustrate some of the 

more important developments which have been made in relation to phy-

sical aspects of the heart and circulation.

Let us first consider some models that have aided the basic 

operation of the circulatory system. In the seventeenth century 

William Harvey (1628) inferred the fact that the heart propels blood 

around a closed circuit and demonstrated the passage of blood from 

arteries to veins by means of a ligature. He showed that the continual 

movement of the blood within its circuit was caused by the beat of the 

heart.

One of the earliest approaches to physical modelling was the study 

of wave transmission phenomena in the aorta and its large arterial 

branches as well as properties of the heart and circulation using 

hydrodynamic models mentioned, by Schwan . (1969). It was pointed out that 

the arterial wave did not reach the veins, a fact which he attributed 

to wave reflection against the periphery. The next significant advance 

was the famous law of the heart formulated first by Starling (1866-1927) 

who explained the phenomenon whereby the heart is able to balance auto-

matically the cardiac output with venous return. Hence, within physio-

logical limits the external stroke work done by the heart is proportional 

to end-diastolic ventricular volume.

2.3.1 Uncontrolled Models

Turning now to explicit mathematical models, one of the earliest 

was that formulated by Van Harreveld et al (1949; 1951) using a resis-

tive-capacitive electrical analogue. This model represented the mean 

flow and the mean pressures at the outlet and inlet of the heart, to-

gether with their changes when the system parameters vary. In this 

analogue form resistance to blood flow is represented by the resis-

tance in the electrical circuit, the capacity for blood storage is 

represented by the charge capacity, and the blood pressure is repre-

sented by voltage.

This model of Van Harreveld, like all the other work carried out 

in this period, described the steady state behaviour of cardiovascular 
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systems without taking into account the effects of neural or hormonal 

control.

Guyton (1955) used graphical techniques for determining mean car-

diac output, venous return and atrial pressure for both normal and 

abnormal conditions. In this method curves of venous return and car-

diac output are drawn against the right atrial pressure (cardiac-

response curves and venous return curves). The intersection of venous 

return and cardiac output determines the operating point, thereby 

satisfying Starling's law.

In 1959 Grodins proposed a more sophisticated resistive-capacitive 

model to describe steady state behaviour. In this Starling's law was 

represented by a linear relationship between end-diastolic ventricular 

volume and stroke work. The model consisted of 23 simultaneous equa-

tions. This may thus be regarded as the next level of complexity in 

the development of cardiovascular models in terms of compartmental 

structure.

Noordergraaf et al (1963; 1964) used an electrical

analogue model of the systemic arterial tree, in which the pressure-

flow relationships in the peripheral vascular bed were assumed to be 

linear even in the stationary•state. The model consists of 113 seg-

ments, but the only measurements made were the magnitude and phase 

of the input impedance of a single artery and of the entire systemic 

arterial tree.

Dick and Rideout (1965) developed a four-compartment model repre-

senting the major elements of the arterial tree. They used time-

varying compliance of the left ventricular compartment to represent 

the pumping action of the heart.

Beneken (1965) simulated an 8-segment model representing the two 

ventricles of the heart, two for pulmonary arteries and veins, two for 

the systemic arteries and two for the systemic veins. The mechanical 

properties included in the model were: the contractility of the 

vessels and the elasticity of the heart chambers. The model was simu-

lated on an analogue computer and was uncontrolled but included the 

time-varying compliances of both ventricular segments. He investigated 

the effect of perturbing the parameter corresponding to the properties 

of the contractile elements.
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2.3.2 Models of the Cardiovascular System Including Neural Control

The next development was the inclusion of the neural control of 

the heart and blood vessels. This allowed the control and stability 

of the system to be studied over longer time periods and under condi-

tions of changing environment. There are two kinds of controlled 

haemodynamic models: firstly, pulsatile models suitable for investi-

gating short-term (i.e. less than 5 minutes) haemodynamic effects 

(Section 2.3.2.1); secondly, non-pulsatile models for studying long-

term effects (Section 2.3.2.2).

2.3.2.1 Pulsatile haemodynamic models

Beneken and DeWit (1967) developed a 19-segment model of the 

cardiovascular system. This consisted of 4 heart chambers, a 

7-segment systemic arterial tree, 6 segments to represent systemic 

veins, and a 2-segment pulmonary tree. All the 4 heart segments 

have time-varying compliances and the neural control of heart rate, 

myocardial contractility, peripheral resistance and venous tone are 

included. The models of the two baroreceptors (carotid sinus and 

aortic arch) which send pressure information to the central nervous 

system are based on Katona's studies on dogs (1965; 1967). In these,

the relationship between arterial pressure and heart rate was examined, 

the net effect at the brain of all the baroreceptor impulses being 

considered as a single input signal to the model. The model responses 

were shown to agree well with a range of circulatory responses over 

short periods of time.

Pullen (1976) based his model structure on that of Beneken and 
DeWit (1967), and on Hy&man’s (1970) "bang-bang" models of neural 

control. These were developed in a study of the cardiac arrhythmias. 

In addition, Pullen's model makes use of the method of Beneken and 

Rideout (1968) known as "multiple modelling" to represent the transport 

of chemical substances in the bloodstream. Pullen introduced an 

algebraic method for modelling the local effects of cardiovascular 

active drugs. This model is discussed in detail in Chapter 3.

2.3.2.2 Non-pulsatile models

Guyton et al (1972) developed a non-pulsatile lumped parameter 

model of the uncontrolled circulation to which was added a large number 

of short- and long-term control mechanisms. In this model some of the 
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control and haemodynamic systems operate with very short time constants 

of the order of 0.005 min (e.g. in the haemodynamic circuit)r while 

others operate with longer time constants as high as 57,600 min 

(e.g. describing ventricular hypertrophy). The model, used to study 

overall circulatory behaviour, yields responses which agree adequately 

with the results from equivalent physiological experiments.

The non-pulsatile control model of the cardiovascular system 

developed by Boyers et al (1972) was used to study the normal responses 

to change of posture, blood loss, transfusion and autonomic blockade. 

The model can simulate the steady state responses of the cardiovascular 

system to stresses ranging in duration from a few seconds to many hours, 

and can also be used to study the regulation of interstitial fluid and 

total blood volumes. The model, which consists of the heart, large 

arteries, peripheral circulation and the central blood volume (pulmonary 

reserve), was also used to investigate the effects of the ganglionic 

blocking agent Arfonad on the circulatory response to a large trans-

fusion of blood. The results from all the tests agreed closely with 

the observed measurements .

Noriaki et al (1979) produced a large-scale model of the overall 

regulation of body fluids to consider problems concerning body fluid 

distribution and fluid therapy. This model consists of the following 

subsystems: circulation, respiration, renal function, and intra- and

extra-cellular fluid spaces.

Dickinson et al (1971) developed a mathematical model and computer 

simulation of systemic haemodynamics (MACMAN) to be used particularly 

for teaching purposes. The model is based upon Starling’s law of the 

heart (which describes its performance) and includes neural control 

via the arterial baroreceptor feedback loop. This model was designed 

in such a way that it could easily be used by the student to simulate 

a variety of circulatory effects (e.g. the effects of vasoconstrictor 

or vasodilator drugs, myocardial infarction, pericardial tamponade, 

positive pressure ventilation, and haemorrhage or transfusion).

2.4 CONCLUSION

In this chapter, the structure and functioning of the human cardio-

vascular system has been set within a systemic framework. The role of 

mathematical models in the analysis of complex physiological systems 
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has been examined and a brief, but critical, review of some of the 

more important cardiovascular system models has been presented.

In Chapter 3, the pulsatile, model of the human cardiovascular 

system developed by Pullen and others (Pullen, 1976; Leaning et al, 

1983) is described in detail, this being the model, the validity of 

which is assessed in Chapters 5 and 6.
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CHAPTER 3

A 19-SEGMENT PULSATILE MATHEMATICAL

MODEL OF THE HUMAN CARDIOVASCULAR SYSTEM

3.1 INTRODUCTION

Having reviewed a number of models of the cardiovascular system 

in the previous chapter, the present chapter will be devoted to a des-

cription of a comprehensive, cybernetic, pulsatile mathematical model 

developed by Pullen (Pullen, 1976; Pullen and Finkelstein, 1977; 

Leaning et al, 1982a). Its function was to examine short-term blood 

dynamics, particularly those observed following the administration 

of rapidly acting drugs.

This model is the vehicle for the validation studies which follow 

in Chapters 4 and 5. It is also used in Chapter 6 to focus upon the need 

for new experiments with which to provide anatomical and physiological 

data with which to validate cardiovascular models in general.

The three major sections of the model - circulatory fluid dynamics, 

neural control and pharmacokinetics/pharmacodynamics - are described in 

the following sections. The total set of all the symbols adopted is 

given in Appendix I, with a complete listing of all the model equations 

being given in Appendix II.

3.2 MODEL OF THE CIRCULATORY FLUID MECHANICS

3.2.1 The Basic Structure and Equations

Blood flow through the complex network of vessels in the circulatory 

system may be described accurately by a very large set of simultaneous 

non-linear partial differential equations. To avoid computational un-

wieldiness, a simplified 19-segment fluid mechanics model, based on the 

approach of Beneken and DeWit (1967), is used (Figure 3.1). A diagram-

matic representation of this model is shown in Figure 3.2. Each segment 

is an elastic reservoir with lumped hydrodynamic parameters representing 

the distributed properties of the appropriate collection of blood 

vessels.

General equations characterising a typical segment are derived 

considering two typical segments connected together, as shown in
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Figure 3.3. The static pressure-volume curve of a typical lumped para-

meter segment is approximated as being linear in the normal operating 

range. In passive elements, where the compliance Cn can be considered 

to be constant, transmural pressure (P^) and volume (V^) are related 

by the equation

P1 = (V1-VU1,/C1' V1 >VU1 (3-1)

where vui 1S the unstressed volume. The laminar Poisseuille flow

(F12> through the viscous resistance (R-ip) between the two segments

is •

F
12

= (P - P ) /R1 2;/ 12 (3.2)

From continuity considerations, it is necessary that

dt F01 F12 (3.3)

Equations for the nineteen segments are derived using the above 

general equations (3.1) - (3.3).

3.2.2 A model of the heart

The heart is considered as a set of four separate undirectional

pumps. Cardiac hydromechanics are described by linear approximations

obtained by Beneken and DeWit (1967) :

T
AS 0.1 + 0.09T

H
(3.4)

T
AV t as - °-04 (3.5)

T
VS

0.16 + 0.2T
H (3.6)

where

T
AS

= the duration of the aterial systole

T
AV

= the time between the onset of aterial systole and the

onset of ventricular systole

T
VS

= the duration of ventricular systole

T
H

= the heart period
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Assuming a normal heart rate of 75 bpm, the heart period (T ) is

0.8 secs; and T^ = 0.172 secs, Tav = 0.132 secs, Tvs = 0.32 secs.

The pumping action Of the heart is described by the equation 

relating pressure and volume

(3.7)

where a(t) is the time-varying elastance function (reciprocal com-

pliance) and V is the unstressed volume. 
U

The elastance functions for the four heart chambers are given by

equations derived using the time courses of the four elastances shown

in Figure 3.4. These equations are

aRA
x3 i

^RAS
aRAD^ +

SRV x5'^RVS aRVD^ +

a =
LA X3

[a
1 LAS

aLAD^ +

a =
LV X5

(a
LVS

aLVD^ +

aRAD (3.8)

a (3.9)
RVD

a (3.10)
LAD

a (3.11)
LVD

where

V 0

(3.12)

U $ T
AV

T < U < 1IT + T 'I (3.13)
AV 1 AV VS7

U > Ft + T )
1 AV VS'

and the suffices D and S for elastance values denote minimum and maxi-

mum values given by

(3.14)
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with the variable U being the elapsed time measured from the cardiac 

cycle (0 U << T ) .
H

The Atria. The right atrium is modelled by the following set of 

equations:

PRA = aRA(t> [V - V 1 
URAj

(3.15)

dV
RA

F - F , V 0 (3.16)
dt 1 RARV ’ RA

( (P P ] /R , P > p
| 1 RA RV' RARV RA RV

f rarv (3.17)

0 P PI RA RV

F = F + F + F + F (3.18)
1 SVCRA IVCRA BRONC COR

Equation (3.17) approximates the action of the tricuspid valve with

R being the resistance of the fully opened valve. F represents
KARV JL

the total inflow of the right atrium.

The basic flows through the coronary and bronchial vascular beds 

are given by

F = p - p | /RCOR A01 RAJ' COR

F - (p - P I/R
BRONC AO 3 RA Z BRONC

'(3.19)

(3.20)

The right atrial inlet contraction which assists the pumping action 

introduces resistance to the inflow. Whilst this is negligible in the 

case of bronchial and coronary flow, it is a significant effect in the 

case of blood flow from the inferior and superior venae cavae, repre-

sented in the model by equations (3.21) and (3.22).

Fg > 0

f ivcra (3.21)
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' Fio I O

f svcr a (3.22)

where Fg and are the respective flows assuming no contraction.

For the left atrium, the equations are

P
LA

a
LA

(3.23)

dV
LA

dt
F
PVLA

F V
LALV ' LA

( fP
I LA

P 1/R >
LV' LALV F PLA P

LV

< O

0

>

F
LALV

0

(3.25)

This takes into consideration the action

PLA

of the

P
LV

mitral valve, the

resistance of which fully opened is R
7 1 LALV

The left atrial inlet contraction modifies the inlet flow to

F3 F3 * °

(3.26)

0.1 F , F < 0
3 3

where F^ is the outflow with no contraction.

The Ventricles. The basic equations for the ventricles are:

= aRV(t,[VRV

F - F , V > 0 
RARV RVPA' RV '

F - F , V
LALV LVA01 LV

(3.27)

(3.28)

(3.29)

(3.30)

Equations for the outflows from the ventricles are obtained from 

those used by Beneken and DeWit (1967) for the pulmonary and aortic
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valves. These equations are

P
RV

P = R F
PA RVPA RVPA

+ L
RV

dF
RVPA
dt

f rvpa \
2A2 /'

. PA /
RVPA

>. 0 (3.31)

P - P
LV AO1

R F
LVAOl LVAOl

L
LV

dF
LVAOl
dt

F i\2
LVAOl\ 

2A2 /
F n >. O (3.32)
LVAOl

+
P

+ 2 t

The first term on the right-hand side of each equation represents pres-

sure drop caused by viscous properties of blood; the second term 

accounts for the inertia of the blood column; and the third term rep-

resents the pressure drop due to the fact that the cross-sectional 

area of the outflow vessel is much smaller than that of the corres-

ponding ventricle.

The equations for the outflows are

dF
RVPA

P - P - R F
RV PA RVPA RVPA

P

2AzPa
F2

RVPA

dt l rv
F
RVPA

(3.33)

dFLVA01 PW

dt

P - R F
A01 LVAOl LVAOl

F2
LVAOl

l lv
F , > 0 (3.34)
LVAOi

> O

3.2.3 A Model of the Systemic Arteries

For a typical arterial segment, inertia effects, wall viscoelasti-

city, geometric and elastic taper are taken into account. The equations 

used by Beneken and DeWit (1967) to describe a typical arterial segment 

are:

(3.35)

where

dt
= F - F

12 23' V2

If .. A
dV

• 2
P + R ---
2 C 1 2 U2- 2 dt

is equivalent to wall viscosity

(3.36)

(3.37)

the reciprocal of is
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equivalent to wall elasticity, and C^R^ = 0.04.

3.2.4 A Model of the Systemic Vascular Beds

The resistances of the vascular beds are represented by lumped 

arterio-venous resistances. Thus the equations derived for blood flow 

are typified by that given below for flow through the bronchial vascu-

lar bed:

F
BRONC

P /R
RAJ BRONC

(3. 38)

3.2.5 A Model of the Systemic Veins

Unlike the arteries, veins are highly compliant, collapsible, 

large-capacity vessels with low transmural pressures, and non-linear 

modelling has to be applied. When a venous segment collapses and 

volume becomes less than the unstressed volume V , the compliance in-

creases to 20 times its normal value C .
N

Equations for a typical venous segment are:

(3.39)

where

(3.40)

dV2 _
dt F12 F23 (3.41)

Due to the increase in resistance as a result of a venous segment

collapsing, the flow is given by

(3.42)

where is a constant and r is the radius of the connecting vessel. 

The volume V^ is given by

K r
B (3.43)

where K is a constant. 
B

2

30



2
F23 kc (p2 - p3)v 2 (3.44)

where Kq = K^/K^2

If it is assumed that F
p2 - P3

R ... When V2 = VU2 the"

Kc
1

R23V2U2
and F

23

lP2 P ]v2 
y 2 

R23V2U2
(3.45)

Venous valves. The venous valve situated between the segments repre-

senting leg veins and abdominal veins obstructs back flow completely. 

This valve is represented by the following equation:

1

C
D f F8 > 0

F =2F
CVAV A i

10 V F8 < 0

(3.46)

where is the flow assuming no valve is present. Similarly, for the

valve between head and arm veins and the superior vena cava

F > 0 
5

Fs « o
Fuvsvc (3.47)

O.667F5

3.2.6 A Model, of the Pulmonary Circulation

The pulmonary circulation is represented by two lumped parameter 

segments: pulmonary arteries and pulmonary veins. The equations for 

the pulmonary arteries (after Beneken and DeWit, 1967) are

V (3.48)

F — F V > O
RVPA PAPV ’ PA x (3.49)

F
PAPV

P I /RPV7/ LUNG

P I /rCCJ LUNG

(3.50)
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The flow in the pulmonary vascular bed is dependent on the value of 

the pulmonary venous pressure relative to a critical closing pressure 

(P ) which is about 7 torr.
CC

The pulmonary veins are represented by a segment which has equa-

tions similar to those for the systemic veins segment described in 

section 3.2.5 with the addition of the atrial inlet contraction as des-

cribed by equation (3.26).

3.2.7 A Model of Respiration

Cyclic respiration is introduced into the model to illustrate the 

respiratory variation of blood pressure, heart rate, etc. and also to 

demonstrate the action of the respiratory pump.

Considering the time courses of the respiratory variables, as 

shown in Figure 3.5, the intrathoracic pressgre (P ) and the intra-
TH

abdominal pressure (P ) are:
ABD

(3.51)

(3.52)

where T
IE

the inhalation-exhalation duration and

(3.53 )

with T being the respiratory period.
R

These pressures being defined by equations (3.51) and (3.52) are 

introduced into the equations defining flows across the thoracic or 

abdominal boundaries.

3.2.8 A Model of Ortho stasis

Gravity effects on the columns of blood in the cardiovascular 

systen are included in the model by employing the approach used by 

Snyder and Rideout (1969). Effective hydrostatic pressure differences 

are represented by pressure generators included between various segments. 

The hydrostatic pressure difference is given by
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G ng p £ sin<j) (3.54)

where

g = acceleration due to gravity

p = density of blood

n = number of g' s of acceleration (normally 1)

Z = effective segment length for the lumped parameter

representation

(j) = angle between the axis of the segment and a perpendi-

cular to the direction of gravitational force.

These hydrostatic pressure differences are introduced into equations 

defining flow at the locations of the pressure generators.

3.2.9 Calculation of Mean Arterial Pressure, Stroke Volume, Cardiac 
Output and Total Systemic Resistance

Mean arterial pressure and stroke volume are obtained on a beat- 

by-beat basis by integration of the aortic pressure and the left ven-

tricular outflow respectively over one cardiac cycle.

where t

* Vt h
Mean arterial pressure (MAP) =

1 p dt

J A01JL
H

4

Stroke volume (SV) f lvao i dt

(3.55)

(3.56)

is the time at which a cardiac cycle starts and T is the
H

heart period

Cardiac output (CO) (SV)/T
H

(3.57)

Estimated total systenic resistance (ETSR)

= (MAP)/ (CO) (3.58)
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3.3 MODEL OF NEURAL CONTROL

Fluid mechanical modelling is based essentially on physical laws.

However, modelling based on physical laws is not applicable to the 

complete Central Nervous System (CNS) and, therefore, empirical models 

have to be developed that represent neural control of the cardiovas-

cular system. Such models, based on the data obtained from physiolo-

gical experiments, have been included for baroreceptors (which monitor 

blood pressure in certain main arteries and send information to the 

CNS) and CNS control of heart rate, peripheral resistance, myocardial 

contractility and venous tone. These models are based upon the work 

of Katona et al (1967) and Hyndman (1970). Further development of 

these models has resulted in the incorporation of:

(i) separate aortic arch and carotid sinus baroreceptors,

(ii) pulsatile baroreceptor dynamics,

(iii) adaption of the controllers to the 19-segment circulatory 

fluid mechanics model.

The neural control model consists of 11 first order differential 

equations and 23 algebraic equations. Non-linearities arise due to the 

unidirectional rate sensitivity of the baroreceptors and the "bang-

bang" action of the controllers. The mathematical formulation is illus-

trated by considering the baroreceptor model and that for the CNS con-

trol of heart rate.

3.3.1 The Baroreceptor System

Baroreceptors, forming a part of short-term negative feedback 

mechanisms, monitor blood pressure in certain main arteries and trans-

mit information to the CNS.

The output function (B2) of a baroreceptor is given by a linear 

combination of a dynamic estimate (S ) of the positive pressure deri-

vative (S^) and the dynamic mean pressure estimate (S ), together with 

a threshold pressure below which firing of the baroreceptor does not 

occur. A further constraint is incorporated to ensure a positive firing 

rate. The equations for each baroreceptor area are thus as follows;

(3.59)
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dS
__B
dt

(p - sb)A1 (3.60)

dsc
dt

Kcsc " %

(3.61)

(3.62)

(3.62)

where K is the threshold pressure below which firing does not occur 

and Kc is the average contribution of the positive pressure derivative 

term over one cardiac cycle. K„ is estimated by assuming that the 

average value of K^S^ over one cycle is 60, i.e.

t,+T
r. 1 H

60T
K^S dt = 60 giving

H (3.64)

For normal heart rate and blood pressure, the value of K thus calcu-

lated is approximately 1.0.

The effective input for the central nervous system is assumed 

to be a static function of the output of the aortic arch baroreceptor 

^BA02^ an^ t^le carotid sinus baroreceptor (B^) and is given by

B = BUA + (1 - a)BA02 <3-65’

where a is assumed to be 0.7.

A block diagram representation of an individual baroreceptor 

model and of the. linear combination of such models is given in Figure 3.6.

3.3.2 Central Nervous Control of Heart Rate
—

A two-region dynamic model is adopted for the CNS control of heart 

rate, one for blood pressures above normal and the other for pressures 

below normal. For elevated blood pressures, the CNS input function B
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Figure 3.6(a) Block diagram of an individual baroreceptor model.

Figure 3.6(b) Linear combination of baroreceptor outputs to give 
the'C.N.S. input function.
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is greater than a threshold value K and the dynamics of this region 
E

(region A) are approximated by a first-order system, described by the

following equations:

UA =

C (B - ke ) , B > K
E

(3.66)

I 0 B K
E

u = 5
B

J1-5 9

^A

dt
> 0

(3.67)

u f

%

dt
0

dU
c 

dt (UA - °c’ /UB (3.68)

For the other region (region B), the dynamics are approximated

by a second-order system described by the following equations:

' B " ke

UD = to
, B < K

E

dU
E

(u - U )/t_dt D E 3

dUF _

dt (UE - UF)/X4

(3.69)

(3.70)

(3.71)

The overall response of the controller, which is a linear combination 

of the outputs in regions A and B, is given by:

UG = + V

where U^ represents a continuously 

for use in the next cardiac cycle, 

varying estimate of heart period 

subject to the following constraint

(limiting the heart rate (f ) to a range 30 < f < 200 bpm):
H
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UG >, 2.0

0.3 < U < 2.0 
G

U 0.3
G

(3.73)

A block diagram of the heart rate controller is given in Figure 3.7.

3.4 MODEL OF PHARMACOKINETICS

The pharmacokinetics model represents the injection, transport 

and action of a single drug. This model can thus be combined with 

those of circulatory fluid mechanics and neural control.

3.4.1 Drug Transport

The "multiple modelling" technique of Beneken and Rideout (1968) 

is used to represent the transport of a chemical substance in the 

bloodstream. A slave 19-segment transport model is coupled to the 

main 19-segment blood circulation model so that, for each segment, 

transport flow is proportional to concentration in the transport model 

multiplied by volume flow in the circulation model.

Equations characterising a typical segment are derived, from 

Figure 3.8, as follows. Concentration is mass per unit volume and 

is given by

co m/v (3.74)

The mass inflow to segment 1 is (joq^ Fq^ and the mass outflow

where

1S W12 F12

01

The rate

F
01

F
01

of change of mass in

dm^

dt

> 0

0

W12

segment 1 is given by

FL2 > °

F12 4 °

(3.75)

(3.76)

39



Figure 3.7 Block diagram of the heart rate controller based on the model of Katona et al (1967)
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Figure 3.8 Two typical segments for drug transport.
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3.4.2 Drug Injection

If the mass of drug contained in an injection is M, then injection 

into segment 1 at time t^ may be modelled by a Dirac delta function 6, 

thus modifying equation (3.76) to become:

dm.
1 

dt
M6(t - t ) (3.77)

The mass injected will be M = 70 A pg, where A is the dosage of drug 

(pg) per kg of bodyweight, and 70 kg is assumed to be the weight of an 

average human.

3.4.3 Drug Breakdown and Absorption

Assuming that the rate of change of mass due to breakdown is pro-

portional to the remaining mass of drug in a segment, and the time 

constant for breakdown (t ) is identical in all segments, the equation
B

for drug transport (3.76) is modified to:

dm

dt
(3.78)

t depends upon the properties of the drug, but is typically of the 
B

order of 30 s.

3.4.4 Model of Drug Action

It is necessary to simulate the actions of the injected drug at 

specific sites in the circulation. The selected parameters to be 

influenced by the circulating drug are those already influenced by 

central nervous control. Thus the relationship, representing the com-

bined neural and humoral influences on a general circulatory parameter 

(R), is:

R (3.79)

where R is the normal value of R, a corresponds to neural control 
N N

action which is equal to 1.0 in the absence of neural control and de-

viates from 1.0 when neural control is present, and corresponds to 

drug action which is equal to 1.0 in the absence of drug action and de 

viates from 1.0 when drug action is present.

42



If 0^ is regarded as constant and if R and drug concentration (6)3 

change in the same direction, then

a = 1 + Km
D

(3.80)

where K is a positive constant. If R and co change in opposite direc-

tions, then

a
D

1
1 + Km

(3.81)

Drug effect on heart rate. This is achieved by modifying the rate con-

troller output (equation (3.68)) to become:

(3.82)

where o depends upon drug concentration.
H

(
1 + cr (B t bradycardia

2 RA

(3.83) 

1/(1 + o w ) t tachycardia
z RA

where Is a constant which determines the sensitivity of the heart 

period to changes in drug concentration.

Drug effect on peripheral resistance. The drug action variable, a, 

multiplies the normal values of arterio-venous resistance in the 

bronchial, intestinal, abdominal, leg and head vascular beds in the 

model. For example: 
WA03 vasoconstriction

aBRONC (3.84)

( 1/(1 + ci 1 WA03^' vasodilatation

9

where determines the sensitivity of arterio-venous resistances to 

changes in drug concentration.

Drug effect on myocardial contractility. The drug action variable,

a, multiplies the normal systolic elastances in all four heart chambers.

The multiplier, o , for the right atrium is, for example, given by the 
RA
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following equation:

individual systolic elastances to changes in drug concentration and 

is assumed to be the same for each heart chamber.

f 1 + °3 “RA F positive inotropy

a = < (3.85)
aRA A

[1/(1 + d3
F negative inotropy

where the empirical constant u determines the sensitivity of the

Drug effect on venous properties. Unstressed volumes and compliances 

of venous segments are modified in the following manner:

VU2 = W°u and c = c/oc <3-86’

and represent the effects of the drug on the unstressed volume 

and compliance, respectively, and depend on the drug concentration in 

the venous segments as follows:

% =

J 1 + °4 “v , venoconstriction

(3.87)
11/(1 +

°4 “V) , venodilatation

( 1 + °5 “v , venoconstriction

°C = (3.88)
11/(1 +

^5 , venodilatation

where (J^ and determine the sensitivity of the venous unstressed 

volume and venous compliance, respectively, to changes in drug con-

centration.

The total pharmacokinetics model consists of 19 first order dif-

ferential equations and 53 algebraic equations and, in combination with 

the fluid mechanics and neural control models, gives an overall model 

which is satisfactory for the study of short-term pharmacokinetics, 

i.e. in which the major dynamics are complete within 2 or 3 minutes.
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3.5 DIGITAL COMPUTER IMPLEMENTATION OF THE MODEL

The complete model consists of 61 first order differential equa-

tions and 159 algebraic equations. A complete listing of these equa-

tions is given in Appendix II, adopting the nomenclature contained in 

Appendix I. Figure 3.9 shows the signal flow between the various sub-

systems in the complete model and shows the various interacting control 

loops.

Examination of the differential equations of the model revealed 

the property of time-varying stiffness in the equation system. This 

property enabled a fixed step-length Euler integration method to be 

used with truncation and rounding errors kept at an acceptably low 

level. A simulation in FORTRAN IV required approximately 56 seconds 

of CDC 7600 execution time for the independent variable t to reach 

100 seconds in the solution.

3.6 CONCLUSION

The development of a detailed, pulsatile, mathematical model of 

the human cardiovascular system suitable for the study of short-term 

haemodynamics and pharmacodynamics has been described. In the chapters 

which follow the validity of the model will be examined using data 

both from physiological tests and drug studies. It will be shown 

that a complex model such as this does have a role in the prediction 

of short-term effects as well as constituting a test-bed for examining 

hypotheses relating to the control of circulation.
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CHAPTER 4

A FRAMEWORK OF MODEL VALIDATION

The previous two chapters have explained the systems approach 

being adopted in this investigation of cardiovascular physiology, 

and have shown the development of the mathematical realisation of 

the 19-segment model of the cardiovascular system. The validity and 

validation of this completed model will be considered. In this chap-

ter, an analytic framework appropriate for the validation of this 

complex model is presented, before proceeding in Chapters 5, 6 and 7 

to consider the empirical, theoretical and heuristic validity of the 

model (see below).

4.1 A GENERAL FRAMEWORK FOR THE ANALYSIS OF MODEL VALIDITY AND
VALIDATION

This section outlines an analytical framework which explains 

the concept of model validity and provides a basis for the rational 

analysis of the validation programmes described in Chapters 5, 6 and 

7.

Since model validation is an integral component of the modelling 

process (Carson et al, 1983), the criteria in terms of which validity 

is assessed reflect the several stages of the modelling process (see 

Chapter 2), being joined with all stages of model development. Vali-

dation is not performed solely as a final step in modelling, but is 

part of the overall process. In fact, model validation is included 

throughout the description of model development, both the 19-segment 

model described in Chapter 3 and the 8-segment model to be described 

in Chapter 9.

From his review of large and complex models drawn from a wide 

spectrum of examples in the observational sciences, Leaning defined 

a valid model as one which corresponds to reality, with no structural 

contradictions and which can fulfil the objectives for which it has 

been developed (Leaning, 1980).

Traditionally, model validation has mainly been treated as con-

cerning only the determination of the empirical accuracy of a model. 

Such a treatment omits any assessment of important aspects such as the 
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role of the model in improving understanding and in suggesting new 

experiments and applications. These aspects are particularly relevant 

in the case of complex models such as the cardiovascular model under 

consideration here.

Validity should be regarded as a multidimensional concept ref-

lecting the following (Carson et al, 1983; Leaning, 1980; Leaning et 

al, 1983a, b):

(i) Model objectives (which determine the range of application)

(ii) Current theories and experimental test data relating to the 

particular system of interest, together with other rele-

vant knowledge. (The nature of measurement scales, direct 

and indirect measurement, uncertainty in data.)

Validity is assessed in terms of a number of criteria as explained 

below.

■ i

4.2 VALIDITY CRITERIA

The validity criteria, classed as internal and external criteria, 

express the various ways in which the validity of complex physiological 

models, such as that of the human cardiovascular system described in 

this thesis, is assessed (Carson et al, 1983; Leaning, 1980; Leaning 

et al, 1983a, b).

4.2.1 Internal Validity Criteria

These consist of tests which do not require reference to theories, 

data, etc., outside the model; they are prerequisite or necessary 

criteria. They are:

4.2.1.1 Consistency: which requires that the model contains no logical, 

mathematical or conceptual contradiction and should be complete.

4.2.1.2 Algorithmic: which requires that the algorithm for solution 

or simulation is appropriate and leads to accurate solution.

4.2.2 External Validity Criteria

These refer to modelling purposes, theories and data and 

include:
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4.2.2.1 Empirical validity: which requires that the model (its struc-

ture and parameters) and its behaviour agree with empirical data over 

the range of application to the necessary level of resolution and/or 

data uncertainty. In Chapter 6, the empirical validity of the 19- 

segment cardiovascular model is examined in terms of its ability to 

reproduce response features and fit the time courses of experimental 

test data.

4.2.2.2 Theoretical validity: requires that the model is consistent 

with accepted theories or models.

These two criteria (4.2.2.1 and 4.2.2.2) should be applied at any 

stage within the modelling process in a recursive manner. In other 

words, they can be applied from the basic relationships used in the 

model. Assessment is carried out both qualitatively and quantitatively, 

as described below.

4.2.2.3 Progmatic validity: which is assessed by testing the extent 

to which the model satisfies the objectives of the use to which it is 

to be put, and whether the objectives have been met (particularly rele-

vant with clinical models for prediction).

4.2.2.4 Heuristic validity: which assesses the potential of the model 

for scientific explanation, discovery and hypothesis testing.

4.3 MODEL VALIDATION PROCEDURES

The procedures to be used in validating the completed model essen-

tially depend on the theoretical identifiability of the model.

4.3.1 Simple (Theoretically Identifiable) Models

Models where all the unknown parameters can be estimated using 

formal identification techniques, that is models which are theoretically 

identifiable, can be regarded as simple models in contrast to the complex 

forms such as the representation of the cardiovascular system (Carson 

et al, 1983; Cobelli et al, 1984). Whilst such models usually have a 

relatively simple structure, this class does, in fact, include all 

models where there is no mismatch between the structure postulated and 

the measurements which are available for model identification. The 
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validation strategy for this class of model involves assessment in 

terms of both numerical and statistical criteria arising from the 

identification procedures and also examination of the plausibility 

of the model in relation to current physiological thinking.

4.3.2 Complex (Theoretically Unidentifiable) Models

In contrast, complex models, such as that of the cardiovascular 

system, are those where not all the unknown parameters can be esti-

mated using formal identification techniques (theoretically unidenti-

fiable models). This class includes models which are linear but of 

high order with only a small number of variables accessible to direct 

measurement and models which incorporate non-linear, distributed or 

stochastic effects for which formal identification procedures are not 

generally available. Such models are essentially incomplete as there 

must be a very high degree of uncertainty with respect to both structure 

and parameters. Validation and experimental determination of structure 

and parameters are necessarily closely inter-related in such cases 

(Cobelli et al, 1984). The approach to be adopted involves first 

seeking to enhance the testability of the model through model simpli-

fication, improved experimental design, and model decomposition. If 

the testability cannot be increased to the stage where the model becomes 

theoretically identifiable, the validation procedure should continue by 

way of adaptive fitting (Carson et al, 1983). This involves, first, 

seeking a set of parameter values in the model such that the model res-

ponse for one input/output experiment, say corresponding to a normal 

physiological condition, adequately matches the corresponding experi-

mental test data. if this parameter set is not plausible, another must 

be sought that is within the physiologically feasible range. If this 

can be achieved, then the model can be said to be trained on this 

input/output experiment.

The model incorporating these parameter values is then tested 

against all other input/output experiments corresponding to the normal 

physiological situation and other relevant data. This testing by com-

puter simulation should include the examination of model predictions 

for a wide range of test signals corresponding to both physiological 

and abnormal conditions. In all these tests the model must match the 

experimental data if it is to be deemed empirically valid in terms of 

the criteria described below. If further parameter adaption is 

needed in adequately matching the model to one of the experiments in 
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this test set, it will, of course, be necessary to go back and 

examine the effect of such parameter changes on all tests previously 

carried out. This test programme involves examining the effects of a 

single input upon a large number, if not all, of the system variables 

as well as examining the effects of input variation on individual vari-

ables.

Assessment of the empirical validity of the model in terms of 

model fit over this test set of responses is carried out using qualita-

tive and quantitative feature matching and time course prediction. 

Normal and abnormal physiological responses are generally characterised 

by the presence or absence of certain dynamic features, and therefore a 

qualitative assessment of their occurrence or non-occurrence in the 

model response is a necessary component of the validation process. 

Such features may be simple, for example a rise or fall in one or more 

variables following the application of a stimulus, or complex, for 

example a biphasic or oscillatory response pattern.

The next step involves quantifying these distinctive qualitative 

features. This requires setting up an appropriate measure of distance 

between the features as predicted by the model and those seen in the 

available experimental test data: this distance being regarded as an 

error function which should be reduced to an adequate level if the model 

is to be valid.

Following these stages of qualitative and quantitative feature 

evaluation, ideally the whole time course of the model prediction 

should be examined against both the corresponding experimental test 

data and independent information from subsystem and unit process 

studies.

Having carried out the adaptive fitting procedures outlined 

earlier and having obtained a model fit that is deemed adequate, it is 

now necessary to examine the plausibility of the model. This involves 

examining both structure and parameters in relation to a number of fac-

tors such as model complexity, sensitivity of model outputs to uncer-

tainty in model parameters (see Chapter 7) and the plausibility of the 

parameter values for any particular model structure.
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4.4 PROBLEMS OF VALIDATING THE 19-SEGMENT MODEL OF THE HUMAN C/^RDIQ- 
VASCULAR SYSTEM

The central objective of modelling the human cardiovascular system, 

as explained in Chapter 3, was to produce a pulsatile mathematical 

model and computer simulation of the controlled cardiovascular system 

of a normal, resting, conscious, average human suitable for the study 

of short-term haemodynamics (1-3 minutes) and to use it for investi-

gations of short-term pharmacodynamics. The complete model consists 

of 61 first order differential equations and 159 algebraic equations. 

Figure 4.1 shows the signal flows between the submodels and the various 

interacting control loops.

Given this complexity of model structure, the following particular 

difficulties arise in model validation:

4.4.1 Availability of Data

There is a lack of theory and/or data concerning portions of the 

structure and the behaviour of the system. In part this stems from 

difficulty in making measurements of anatomical parameters (see Chapter 5). 

Equally, many of the variables and parameters are unobservable and so 

validation has largely to be based upon overall input-output data.

4.4.2 Inter-relation of Model Structure and Behaviour

In examining the model, certain patterns of features of dynamic 

behaviour have been found to be closely linked to particular control 

strategies and model sub-structures included in the representation of 

the overall cardiovascular system (Leaning et al, 1982) . This further 

highlights the need, when validating the complete model, to place 

emphasis first on the existence of qualitative characteristics in the 

model response and system data, as outlined in Section 4.3.2.

4.5 CONCLUSIONS

An analytical framework has been presented for model validation 

showing that validity is a multidimensional concept, closely related 

to the modelling objectives, and the nature of system data. Validity 

is essentially concerned with the representation of the system by the 

model within the domain of application.

An outline of the model validation process has been described in 
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this chapter. The degree to which validation can be achieved is 

critically dependent upon the availability of adequate data. The lack 

of such data is the major problem in validating large-scale models of 

complex systems, as evidenced in this particular study of the cardio-

vascular system.

In the chapter which follows, the availability of data on the 

178 parameters of the 19-segment cardiovascular model will be con-

sidered, examining in particular the uncertainty in such data.
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CHAPTER 5

THE VALIDITY OF THE ESTIMATES OF PARAMETERS
AND VARIABLES INCORPORATED WITHIN

THE 19-SEGMENT MODEL

Having in the previous chapter outlined the general framework 

for model validity and validation to be adopted in this investigation, 

this chapter examines the validity of the values of parameters and 

variables included within the 19-segment model. This is a necessary 

precursor to the further investigations into model validity carried 

out in Chapters 6 and 7 which will be concerned respectively with 

physiological, pathological and pharmacological responses of the 

model, and then a comprehensive sensitivity analysis.

5.1 INTRODUCTION

In examining the validity of a complex model such as the 19- 

segment representation of the cardiovascular system, the fitting of 

the overall model responses to input/output data is not an adequate 

form of testing. There is the need for the model to constitute an 

adequate representation at the elemental and sub-system levels, parti-

cularly since the prime role of the model is in explanation.

Validity at these levels requires that the model includes para-

meters and variables whose values are in accordance with current phy-

siological knowledge. This chapter therefore examines in detail the 

values of all the parameters and state variables included in the model.

As will be seen later in the sensitivity analysis carried out in 

Chapter 7, the overall responses exhibited by the model are critically 

dependent upon the particular estimates adopted for a number of the 

parameters. Equally, there are other parameters where uncertainty is 

less crucial with variation in the estimate adopted having little over-

all influence in changing the patterns of response to a number of phy-

siological tests.

In this chapter, the aim is to focus upon existing knowledge of

the parameters incorporated in the model, highlighting particular

areas of uncertainty. The values used in the model should in general

be in agreement with data, such as they are, as reported in the physio-

logical and anatomical literature; and give rise to patterns of

56



overall behaviour in the model which are in general agreement with the 

corresponding experimental data (where this assessment of behaviour 

patterns involves more than just considerations of model fit to data 

as discussed in the previous chapter).

As will be seen, considerable uncertainty exists concerning many 

of the anatomical and physiological parameters, with apparently sub-

stantial differences between values reported by different research 

groups. Beneken (1965) has attributed this, in part, to variation 

in measurement techniques, but also suggests that some of the parameter 

values in the literature may have been chosen primarily for their 

ability to reproduce physiologically observed patterns of behaviour, 

leaving uncertainty as to whether such values are truly anatomical 

or physiological.

Table 5.1 Conversion table from physiological units to SI units

Parameter Symbol
Physiological 

units
SI units

Pressure P ■torr 0.133 kPa

Volume V
3

cm
1 x 10~3 £

Flow F
3 -1

cm s
-3 -1

1 x 10 £ s

Time t s 1 s

Resistance R
-3

torr cm s 133 kPa £ 1 s

Compliance c -1 3
torr cm 7.518 x IO-3 kPa-1 £

Elastance a
-3

torr cm 133 kPa

Inertance L -3 2
torr cm s 133 kPa £_1 s2

5.2 PARAMETERS AND VARIABLES OF THE 19-SEGMENT MODEL OF THE HUMAN
CARDIOVASCULAR SYSTEM

Simulation of the overall model requires knowledge of 178 para-

meters and the initial conditions of 61 state variables. In this sec-

tion the sources of information are examined in order to gain insight 

as to the confidence that can be attached to the adopted parameter and 

state variable values. The units adopted in the model are largely 

those currently employed in physiological practice. Table 5.1 lists 
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these physiological units together with their correspondence to SI 

units.

5.2.1 Parameters

Within the circulatory component of the model, the required para-

meters describe the anatomical and mechanical properties of the arteries, 

veins and heart chambers represented as lumped segments. Whilst the 

majority of these parameters can be treated as constants, the ventri-

cular and atrial elastances, characterising the pumping action of the 

circulation, are functions of time.

The majority of these parameters cannot be measured directly, and 

furthermore do not correspond exactly to those parameters for which 

normal ranges are reported in the literature. Pullen (1976) based the 

parameter values incorporated in the circulatory model largely on those 

used by Beneken and DeWit (1967) and Hyndman (1970)«, Examining the 

values used by Beneken, which were reported in his 1965 paper, there 

is no specification of normal or reference range or any other measure
i

of uncertainty. This leads to the need for sensitivity analyses, as 

will be reported in Chapter 7.

The parameters for the neural sub-system of the model are based on 

the empirical models fitted to data from dog experiments (Katona et al, 1967) 

since such sub-system studies cannot be performed on human subjects.

The parameters required to describe the local drug effects in the 

pharmacokinetic model are also not, in general, readily available. The 

values incorporated into the overall model depended upon the use of the 

"multiple modelling" technique of Beneken and Rideout (1968) and upon 

data obtained by Hughes (1971) from studies on conscious dogs using 

the same drug doses as adopted in the overall human model.

Having made these general comments, the sources of information for 

the adopted parameter estimates in the human cardiovascular system model 

can now be considered in detail, grouped according to the type of parameter.

5.2.1.1 Unstressed volume

As can be seen from Table 5.2, all the values of unstressed volume

(V ) incorporated into the circulatory model are those assumed by Beneken 

and DeWit (1967) which in turn were taken from Beneken (1965).
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Table 5.2 Parameter values for unstressed volumes

Unstressed volume, 

vu

Model value
(m£)

Beneken and DeWit value
(m£)

v u &a 30.0 30.0

V
URV

0.0 0.0

V
UPA

50.0 50.0

V
UPV 460.0 460.0

vULA 30.0 30.0

VULV 0.0 0.0

VUAO1 53.0 53.0

VUAO2 61.0 61.0

V
UUA 114.0 114.0

V
UUVN

552.0 552.0

V
UAO3

59.0 59.0

V
UIA 17.0 17.0

V
UIVN 607.0 607.0

V 5,8.0 58.0UAA

V
UAVN 305.0 305.0

VUCA 63.0 63.0

VUCVN 257.0 257.0

V uivc 488.0 488.0

VUS VC 488.0 488.0

Unstressed volume is derived from the pressure/volume relation-

ship:

P = I <v - v0)

p = o

if V > Vy

if v < vu

(5.1)

where P is the transmural pressure in the segment, C is the compliance 
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of the segment and V is the segmental volume. This means that un-

stressed volume is a parameter derived from the values of transmural 

pressure, compliance and volume which, in turn, is calculated as the 

product of the length of that arterial/venous segment and its average 

cross-sectional area.

For example, in calculating the unstressed volume of the pulmonary 

arteries (VupA), Beneken (1965) assumed a value of 17 torr for 

regarding this as a value which had general physiological acceptance.

The sources of the assumed values of compliance are given in Section
-1 3 < -9-14 2^

5.2.1.2. The value of adopted was 4.3 torr cm [33 x 10 kg m s J,

this being derived from Noordergraaf (1963), Noordergraaf et al (1963), 
et al

and Westerhof/(1965).
3

taken as 120 cm , 

The value of pulmonary arterial volume [v ) was 

2the product of cross-sectional area tt x 1.3 cm2 and

length of segment 23 cm. This results in:

V = 120 - 4.3 x 17 = 50 cm3 (= 50 ml)
(5.2)

No indication is provided as to uncertainty associated with these 

measures. Assuming an inherent uncertainty of + 10% in the values of 

length, area, pressure and compliance, generally within the range of 

experimental error, the possible range of value for would be from

12 - 88 ml. A similar pattern of uncertainty applies to the estimates 

of all the other segmental unstressed volumes.

5.2.1.2 Compliance

The values of compliance incorporated into the circulatory model, 

together with values reported in sources used as the basis for these 

model estimates, are listed in Table 5.3.

The compliance of each segment is calculated from the corres-

ponding values of pressure and volume. Considerable uncertainty 

arises with such estimates, however, as can clearly be seen from 

Table 5.3, where it should be noted that all these sources refer to 

models of the circulatory system rather than the original experimental 

data. In part this is attributable to differences in specification of 

the various segments, with those included in the model (as based on the 

work of Beneken and DeWit, 1967) not corresponding exactly to the ana-

tomical definition of the blood vessel or vessels used by the investi-

gators, whose results are included in Table 5.3. Furthermore,
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0.021)B, 0.21A,

Compliance
C

Model value 
(torr"3 cm^)

CPA 4.3 4.3

c 8.4 8.4A, 25.0E
PVN

CA01 0. 28 (0.0702, 0.067)

CA02 0.29 (0.039, 0.069)

CUA 0. 33 O.33A, 0.278°

C „ 9.4 9.4A
UVN

CA03 0. 29 (0.079, 0.033,

C 0.06 0.06A
IA

c _ 10.6 10. 6A
IVN

AA
0.21 (0.027, 0.024,

C 5.1 5.1A
AVN

CCA 0.12 0.12 , 0.182

c „ 4.8 4.8A
CVN

C 8.3 8.3A
IVCN

C 8.3 8.3
SVCN

B _ A
0.03) , 0.29 f

B, O.28A, 0.2C,

B, O.29A, 0.2°,

Values in published sources as listed below 
(torr“l cm^)

(6.92 x

(4.42 x

(0.147, O.147)C, (7.8 x 10 5)°

(0.1, 0.69, O.182)C, (5.76 x 10 5, 5.7 x 10 5,

5.76 x 10"5)D

Table 5.3 Parameter values for compliance of the segments of the circulatory model. (Published sources are: 
A - Beneken and DeWit (1967); B - Westerhof et al (1969); C - Brubakk and Aaslid (1978) ;
D - Noordergraaf et al (1963) ; E - Beneken (1965) .



Westerhof et al (1969) and Noordegraaf et al (1963) specify the cir-

culatory system in a less aggregated form so that two or three of their 

segments in series correspond to one segment of the present model. The 

compliance values of these two or three segments from those sources are 

shown in parenthesis in Table 5.3. It is also interesting to note 

differences in value quoted by Beneken in 1965 and by Beneken and DeWit 

in 1967. For example, the compliance of the pulmonary veins is given
-13 . ...

as 25.0 and 8.4 torr cm , respectively. This apparent inconsistency 

might be due to the former value incorporating the compliance of the 

left atrium.

As with other parameters, there is a general dearth of experi-

mental data on human subjects, with the majority of experimental inves-

tigations having been performed upon dogs and other animals either in 

vivo (e.g. Pedley, 1980) or in vitro (e.g. Cox, 1975). One exception 

is the work of Hayashi et al (1980) who have examined the stiffness 

and elastic behaviour of human intracranial and extracranial arteries. 

Thus, given the dangers involved in extrapolation from non-human data, 

the compliance parameters used in the model have to an extent been 

adopted for their ability to yield appropriate physiological patterns 

of overall model response.

5.2.1.3 Resistance

All the values of resistance (R) incorporated into the circulatory■ 11
model are listed in Table 5.4, together with other model values reported 

in the literature including those on which the adopted values in this 

study were based.

As discussed in Beneken (1965), the pressure drop across the fully- 

opened cardiac valves is a quadratic function of the flow through the 

valves. Under normal conditions, however, this pressure drop is so

small that a linear approximation - resistance - provides an adequate 

description of this pressure drop/flow relationship. Beneken assumed 

a pressure drop across an open valve
-1 

and a cardiac output of 84.0 m^ s ,

of 0.25 torr

leading to

r sv 2 rv r rvpa r pvlv r lvao

for the mean flow

is the systemic venous

0.25
84.0

where in the terminology of the Beneken model SV2 

segment and AO is the aorta. The same values of resistance are used in 

the 19-segment model described in this current thesis for R_,nn„r RTATVr
RARV LALV

R , and R .as shown in Table 5.4.
LVA01 RVPA

62



I
cn
GJ

i

Resistance Model value Values in published sources as listed below
R (torr cm3 s) (torr cm^ s)

R O.OO3 O.OO3e
RARV

R 0.003 0.0O3E
RVPA

R 0.11 0.11A
LUNG

p
PVLA

0.007 O.OO7A, 0.003E

0.003 O.OO3E
LALV

R , 0.003 0.003E
LVAO1
R_„ 12.0 12^
COR

10~5 A, (7.3 x IO”5, 17.0 x 10"5)B, (2.0 x 10~4, 7.2 x 10~5, 13.9 x 10~5)°
RAO2 3.10 xlO“5 3.10 x

r ua 0.047 O.O47A

RAO3 0.0009 O.OOO9A , (O.OOO298, 0.00121,0.00173)(0.0004, 0.0004)C, (O.OOO37, O.OOO37, 0.00037)°

R 6.0 6.0A
HEAD

r ua 0.226 O.226A, 40 x 10~3 C

12.0 12 .0A
BRONC

r aa 0.012 0.012A, (0. 00216, 0.00269, 0.00339)°, 10 x 10~3 C, (O.OOO68, 0.00068, 0.00068)°

R 2.3 2.3A
INT

R 0.166 0.166
IV
R_ 57.0 57.0A
ABD

0.18
A -7 c

r ca 0.18 , 40 x 10

RAV “ 0.595 O.595A

Rrr^ 15.0 15.0A
1 ibiG

Table 5.4 (continued overleaf)



Table 5.4 Parameter values for resistance to flow in the circulatory model. (Published sources are:
A - Beneken and DeWit (1967); B - Westerhof et al (1969); C - Brubakk and Aaslid (1978); 

1 D - Noordergraaf et al (1963); E - Beneken (1965)) .
cn

Resistance Model value Values in published sources as listed below
R (torr cnP s) (torr cm^ s)

Rcv 0.3 0.3A

0.015
A

Rivc 0.015

R 0.06 0.06A
SVC

O.OO14AR_ 0.0014
IA



Examining the model data presented in Table 5.4, substantial dif-

ferences occur in the values adopted by the several research groups. 

For instance, more than four-fold differences occur in the values of 

R and R. As with the parameters discussed in the previous

two sections, these discrepancies are partly attributable to differences 

in definition of the segments in the aggregated representations of the 

circulatory system. Once again, there is a general dearth of experimen-

tal data on the resistance of arterial and venous segments.

5.2.1.4 Inertance

The model includes inertance parameters for eight of its segments. 

The values adopted, together with other published model values, are 

depicted in Table 5.5.

Similar comments apply here as for resistance and compliance with 

a near total absence of experimental data, compounded yet again by the 

different anatomical specification adopted in the segmental represen-

tation of the circulatory system as compared with normal anatomical 

practice. As can be seen from Table 5.5, all the values adopted in the 

19-segment model were taken directly from those used by Beneken and 

DeWit (1967).

5.2.1.5 Segmental lengths

The values of length of each of the segments included in the model 

are listed in Table 5.6. Table 5.7 includes data used by Westerhof et 

al (1969) in his model relating to anatomical lengths of vessels to-

gether with associated values of elastic properties.

Comparison of the data on length presented in these two Tables 

indicates differences, in part due to difference in the anatomical 

specification of the vessels between the models, and also due to the 

fact that Westerhof et al further sub-divide some of the arteries and 

veins,giving rise for example to the two rows of data in Table 5.7 

corresponding to the ascendens aorta.

Problems of measurement of blood vessel length. Given the geometrical 

complex of the circulatory system, a major problem arises in specifying 

the end points of each vessel (Caro et al, 1974). This leads to diffi-

culty in assessing the validity of the values of segmental length in-

cluded in the 19-segment model of the circulation as detailed below 

(Salman, 1981; Webster, 1980):
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Table 5.5 Parameter values for inertance (L) of the segments of the circulatory model. (Published sources are: 
A - Beneken and DeWit (1967); B - Westerhof et al (1969); C - Brubakk and Aaslid (1978);
D - Noordergraaf et al (1963)

Inertance
L

Model value 
(torr cm"3 s^)

Values in published sources as listed below 
(torr cm” 3 s2)

l rv 0.00018 O.OOO18A

l lv O.OOO22 0.00022A

l ua 0.014 0.014A, 0. 013°

LA02 O.OOO43 0.0O043A, (0.0004, 0.000857)°, 0,0008°f (O.OOO36, 0.00072)°

L 0.0027 O.OO27A
IA

l aa 0.014 0.014A, (0.0035, 0.0039, 0.00446)°, 0.006°, (0.00186, 0.00186, 0.00186)°

L
CA

0.031 0.031A, 0.013°

L o
A03

0.0038 O.OO38A, (0.0013, 0.0029, 0.0031)°, (0.0004, 0.0004)°, (0.00137, 0.00137, 0.00137)°



Table 5.6 Parameter values of the length of 
various segments of the circulatory 
model.

Length
Model value
x 10“2 m

I „ 19.5A02UA
£ - 10.0AO2AO3
£ 18.0uvsvc
0 A03IA 8.0

£ . 16.0A03AA
£ 8.0IVCIV
£ 48.0AACA
£ 16.0IVCAV
£ 48.0AVCV
£ 10.0IVCRA
£ 1.5SVCRA
£ . 10.0A03RA
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Table 5.7 Data for a subject with a height of 175 cm and weight of 75 kg (Westerhof et al, 1969)

Name of the artery Length 
£ (cm)

Compliance
C (torr“l cm3)

Inertance
L (torr cm-3 s^)

Resistance
R (torr cm3 s)

Ascendens aorta 2.0 0.0702 0.00023 2.45 x IO-5

ft II 2.0 0.067 O.OOO24 2.69 x 10

Aortic arch 2.0 0.039 0.0004 7.3 x 10~5

3.9 0. 069 O.OOO857 17.0 x 10~5

Thoracic aorta 5.2 0.079 0.0013 0.000298
II II 5.2 0.033 0.0029 0.00121
II II 5.2 0. 03 0.0031 0.00173

Abdominal aorta 5.3 0.027 0.0035 0.00216
II II 5.3 0.024 0.0039 0.00269
II if 5.3 0.021 0.00446 0.00339

Aorta iliaca common 5.8 0.009 0.0107 0.0183

Aorta iliaca externa 5.8 0.0051 0.017 0.0472

Aorta iliaca externa 2.5 0.0023 0.0075
i

0.0203



(i) ^q2ua (effective length from aortic arch to head and arm 

arteries)

-2
The value included in the model is 19.5 x 10 m. This distance, 

however, can only be measured on the right side of the body because 

anatomically there is only one brachiocephalic trunk (measured as
-2

3.4 x 10 m). On the left side the left subclavian (to the arm) and 

left common carotid (to the head) emerge directly from the aortic 

arch, in which case the distance between them is zero, as shown in 

Figure 5.1a.

(ii) ^t\O2AO3 (effectlve length from aortic arch to thoracic aorta).

Anatomically it is impossible to define such a distance since the 

end of the arch is also the start of the thoracic aorta.

(iii) ^uVSVC (effective length from the head and arm veins to

superior vena cava)

Anatomically this length is ambiguous since there are two sets 

of veins in each side of the head and in the arms, and hence the end 

points of this segment are ill-defined.

(iv) ^&o3lA (eHectlve length from the thoracic aorta to intestinal 

arteries)

Once more there is uncertainty since anatomically there are three 

intestinal arteries. These are
-2

(a) the coeliac artery (- 1 x 10 m),
-2

(b) the superior mesenteric artery (-5.9x10 m),
-2

(c) the inferior mesenteric artery (- 5 x 10 m),

these measures being as given in Westerhof et al (1969). Using other 

data contained in this same source, the distance from the thoracic
-2 -2 

aorta to the end of the coeliac artery is (2.5 + 1.0) x 10 = 3.5 x 10 m;

that from the thoracic aorta to the end of the superior mesenteric
-2 -2 

artery is (2.5 +1.5 +5.9) x 10 =9.9x10 m; and the distance

from the thoracic aorta to the inferior mesenteric artery is 
(2.5 + 1.5 + 5.3 + 5.0) = 14.3 x 10~2 m.

(v) ^A03AA ^effective length from the thoracic aorta to the abdominal

arteries)

Anatomically it is not realistic to think in terms of such a dis-

tance because the start of the abdominal aorta coincides with the end
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To the 
head

Abdominal
aorta

Figure 5.1a Main branches of the aorta
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of the thoracic aorta. If, on the other hand, this distance is meant

to correspond to that from the end of the thoracic aorta to the end 

of the abdominal aorta, its value would, according to Westerhof et al
-2

(1969), be equal to 15.9 x 10 m, which is approximately equal to the
t

value used in the model.

(vi) (effective length from abdominal arteries to leg arteries)
/AzAC^rA

The term abdominal arteries does not appear in classical anatomy.

If, however, the term is meant to define the abdominal aorta, then the 

distance from the beginning of this vessel to the beginning of the 

femoral artery (the artery of the lower limb) would be approximately 
-2 - 2

12 x 10 m (Webster, 1980) as opposed to 48 x 10 m, the value 

actually incorporated in the model.

(vii) ^SVCRA (effective length from superior vena cava to the right 

atrium)
-2

The length of the superior vena cava has been given as 7 x 10 m 
-2

by Webster (1980) in contrast to the value of 1.5 x 10 included in the 

model (see Figure 5.1b).

(viii) ^IVCRA (effect^VG length from inferior vena cava to the right 

atrium

Anatomically it is not clear what is meant by this length, since 

the inferior vena cava ends at the right atrium.

(ix) £IVCIV (effective length from inferior vena cava to the intestinal 

veins)

Anatomically the definition of this segment should be reversed 

since blood flows from the intestinal veins to the inferior vena cava. 

A similar comment applies to ^^o3lA ' there is a further

anatomical query since these veins do not drain directly into the inferior 

vena cava and, in addition, each vein drains via a different route.

(x) ^AVCV (effective length from the abdominal veins to the leg veins)

The direction of flow is from leg veins to abdominal veins. The

distance between the femoral vein 

is specified by Webster (1980) as
-2 

model adopts a value of 48 x 10

(leg vein) and the inferior vena cava
-2 

approximately (4 - 5) x 10 m. The

m.

71



Figure 5.1b Vena cavae and main tributaries
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5.2.1.6 Elastances

The values of the diastolic and systolic elastances of the heart 

chambers incorporated in the model are listed in Table 5.8, together 

with values used in other models reported in the literature.

Table 5.8 Parameter values for elastance (a) of the heart chambers. 
(Published sources are:

A - Beneken and DeWit (1967)

Elastance 
• (a) . ■ Model value 

(torr cm-3)
Values in published sources

(torr cm 3)

a
LAS

0.28 O.28A'B

aLAD 0.12 0.12A'B
1

aRAS 0.15 0.15A'B

aRAD 0.05 O.O5A'B

aRVS 0. 3 0.3B

aRVD 0.046 (o .O27E, 0.025° B

aLVS 1.5 1.5B

aLVD 0.067 (o .O53E, 0.052° B

B - Beneken (1965a), where E denotes the estimated 
value as described in the text, and C denotes 
the value used in computer measurements)

The method adopted by Beneken (1965a) for estimating the values 

of elastance is illustrated by considering the elastance of the right

ventricle during systole, a . In this case the right ventricular 
RV o

end-systolic pressure is assumed to be 24 torr and the end-systolic

volume equal to the difference between the end-diastolic and stroke 

volumes (150 - 70 - 80 m£) , so

5.2.1.7 Normal thoracic and abdominal pressures

These two parameters are set at PmT,„, = - 4.0 torr and P
THN ABDN

= + 4.0 torr in the model. These values are identical to those adopted 

by Rushmer (1976).
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5.2.1.8 Cross-sectional area

The model includes values of two parameters of cross-sectional 

area corresponding to the pulmonary artery and the ascending aorta. 

The values used in the model are listed below with, in parenthesis, 

values reported by Patel et al (1964).

1.539 x
•4 2 -4 2

Apa 10 m (6.33 x 10 m )

aao i 1.539 x 10
•4 2

m (6.4
-4 2

x 10 m )

There is thus a consistent fourfold discrepancy between these 

values. Furthermore the values adopted in the model appear to deviate 

substantially from the values cited in Guyton (1981) which are shown 

below in Table 5.9.

Segment
Cross-sectional area 

x IO"4 (m2)

Aorta 2.5

Small arteries 20

Arterioles 40

Capillaries 2500

Venules 250

Small veins 80

Venae cavae 8

Table 5.9 Cross-sectional areas of the vessels of 
each type (Guyton, 1981)

5.2.1.9 Heart period

The value included in the model, TH(0) = 0.8264 s, is the same as 

that reported in Guyton (1981) for a normal, healthy, young adult.

5.2.1.10 Pharmacokinetic parameters

The values of the pharmacokinetic parameters used in the model 

are shown in Table 5.10.

The value of mass of drug included in the model was based by 

Pullen on data obtained from Hughes (1971). These data resulted from
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Table 5.10 Pharmacokinetic parameters

Parameter Model value

M Mass of drug 70 pg

Constant defining the sensitivity of 
the arterio venous resistance to 
change in drug concentration

-1
400 m£ pg

°2 Constant defining the sensitivity of 
the heart period to change in drug 
concentration

50 mi pg

°3 Constant defining the sensitivity of 
the individual systolic elastance to 
change in drug concentration

50 mi pg 1

________________

the injection of 1 pg kg of noradrenaline and isoprenaline into 

conscious dogs. This value is, however, at variance with information 

provided by Kyriakou(1980). He reported results obtained by injecting 

a mass of approximately 3 pg of noradrenaline into a 70 kg human sub-

ject, corresponding to a dose per kilogram of 0.042 pg.

The sensitivity coefficients 0 , 0^ and 0^ (for effects on peri-

pheral resistance, heart rate and myocardial contractility, respec-

tively) were determined by Pullen (1976) in an approximate manner 

using the following procedure:

(i) The average values of segmental concentrations obtained

in the test involving the injection of a neutral substance 

into the head and arms veins segment were used as a 

rough guide to the average values likely to occur in the 

investigation of drug effects. The average concentration 

figures assumed by Pullen were:

= 0.0025 pg m£ for the vascular beds

-1
= 0.005 pg m£ for the heart

co = 0.025 pg mi for the venous segment into which

(ii) He then assumed that the 

bed doubled on average 

that

= 1, giving

the injection is made.

arteriovenous resistance in a vascular 

in drug-induced vasoconstriction so

—i— = 400 Ug_1
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(iii) He assumed that heart rate on average increased by 25% in

drug-induced tachycardia so that

0.25, from which

0.25
0.005

50 m£ pg

(iv) He finally assumed that the systolic elastance on average 

increased by 25% in ’''ug-induced positive inotropy so that

0.25, giving

0.25
0.005

50 m£ pg

The gross approximations and assumptions in this procedure were 

justified by Pullen (1976) on the basis of there being considerable 

variability in the human population and that, in the pharmacological 

literature, it is frequently only directions of change that are of 

interest. Considerable uncertainty, however, is clearly associated 

with these values.

5.2.1.11 Other parameters

All the other parameters fall into two categories. The first is 

those which are functions of parameters discussed in the foregoing 

sections whose uncertainty will be related to the basic uncertainties 

in its constituents according to the form of the functional relation-

ship. The second is those which are constant whose values are chosen 

on the basis of yielding adequate overall model responses in simulation.

5.3 VARIABLES

The overall model contains 61 state variables together with an 

additional 112 variables which are computed during the simulation. 

The basis for the adopted values of the 61 state variables is as 

follows:

5.3.1 Volume

The values of volume adopted for the nineteen segments of the 

circulatory model are listed in Table 5.11. In a number of instances 

these values approximate closely to the model values adopted by
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Beneken. These are also shown in Table 5.11.

Table 5.11 State variables corresponding to volumes of the 
segments of the circulatory model. (Published 
sources are: A - Beneken (1965); B - Beneken 
and DeWit (1967))

State 
variable

Model value 
(m£)

Other published values 
(m£)

VRA 153.63 80B

VRV 132.32 125B

VPA 114.86 120A, 119B

vpv 536.52 514B, 63OA

V 
LA

104.02 80B

V 
LV

131.27 125B

V
A01

81.233 82B

V
AO 2

90.243 91B

V
UA

146.39 147B

vuv 546.85 597B

VA03 88.157 89B
1

V
IA

22.552 23B

VIV 597.54 649B

VAA 77.249 78B

VAV 290.32 315B

VCA 74.33 75B

vcv 271.05 295B

V
IVC

534.00 53OB

V
SVC

542.37 53OB

From systematic searching there is a general paucity of reported

values of volume which correspond to the segmental configuration adopted

in the model. Published data from experimental studies tend to relate

to the aggregation of a number of segments, as evidenced by the values

presented in Table 5.12.
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Table 5.12 The distribution of blood volume in a recumbent

Segments

—

Data
(m£)

Percentage of the 
total blood 

volume

Pulmonary circuit 550 - 65OA m£

440 m£B

10 - 12%A

8.8 - 15%C

Heart 400 - 600A m£

360 m£B

8 - 11%A

5%C

Systemic 
capillaries

200 - 250 m£ 4 - 5%A

Arteries 500 - 700A m£ 10 - 12%A

13%C

Veins 3500 - 4000A m£ r &60 - 70%

70 kg man, where total blood volume is 5.5 litres 
that is 8% of body weight (Folkow/ ^971)•

(Published sources are: A - Folkow/(1971);
B - Mountcastle (1974); C - Guyton (1959))

5.3.2 Blood Flow

The initial values of the eight variables representing blood flow 

|F . F F F F F F F I in thp1 RVPA LVA01' A01A02' A02UA' AO2AO3' A03IA' A03AA' AACAJ 

model simulation are derived from the corresponding values of pressure 

and the components of vessel impedance. Experimental data are confined 

to blocd flow through body organs, as illustrated by the data presented 

in Table 5.13 and so no direct comparison is possible.

5.3.3 Variables and Parameters of the Neural Control Model

The neural control model for the 19-segment model of the circula-

tion is based essentially on the work of Katona et al (1967). This 

had involved the development of a highly simplified empirical configura-

tion of model in which the net effect at the brain of all the baro-

receptor impulses was characterised by a single "input function". In 

the representation adopted by Pullen (1976), the Katona model was modi-

fied to provide separate components for the aortic arch and carotid 

sinus baroreceptors. The Pullen model also included an adaptation of 

the central nervous control of heart rate as postulated by Katona.
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Table 5.13 Approximate distribution of cardiac output of 
5.0 £/min in man at rest
(Published sources are: A - Lippold et al 
(1979); B - Folkow et al (1971))

Organ
Weight 
(kg)

Blood flow 
(mX /min)

Total Per 100 g tissue

Brain 1.5 75OA 50

Heart 0.3 150A

25OB
50

Liver 1.5 1500A

1300B

100

Kidneys (2) 0.3 1200A 400

Skeletal 
muscle

25.0
A 

750

ioooB

Other organs 40.0 z-r- A650 1.5

Given the empirical nature of the neural control model, little 

theoretical basis exists for the values to be adopted for these neural 

control variables. Those values adopted here were largely taken from 

Katona et al (1967). Equally, any uncertainty in the parameters of 

the neural control model can only be assessed on the basis of sensi-

tivity analysis, as described in Chapter 7.

Data for parameters and variables relating to the control of peri-

pheral resistance, myocardial contractility and venous tone are based 

on results obtained by Hyndman (1970), who incorporated structures 

corresponding to bang-bang or on-off control. Again, sensitivity 

analysis provides the only means of assessing the effects of uncertainty 

in the parameters of these control loops.

5.4 THE NEED FOR ENHANCED EXPERIMENTAL DESIGN

The programme of model validation requires first that the represen-

tation of the cardiovascular system be an adequate description of the 
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behaviour exhibited by normal human subjects. Once this objective 

has been achievedf the further extent of the domain of validity can 

be examined by investigating model behaviour for various pathological 

conditions. Examining model behaviour, however, requires the provision 

within the model of appropriate values of the many parameters, together 

with initial conditions for the model variables. What is apparent from 

the foregoing sections is that, in general, adequate data from anatomi-

cal and physiological experiments are not available. This applies both 

in the case of normal, healthy young adults and also in the case of 

pathological effects and effects due to aging, as will be considered 

further in Chapter 6.

Having classified in the earlier sections of this chapter the para-

meter and initial values of variables of the model required for its 

implementation, it is clear that there is not only a dearth of specific 

values but, more important, a lack of data specifying "normal" or 

"reference" ranges. Where experimental data are available they have 

often been the result of animal experiments and hence uncertainty must 

exist regarding their transferability to the human subject. Given 

this paucity of data and hence uncertainty in the parameter values 

incorporated in the model, there must as a result be uncertainty in 

the output responses of the model. The model will thus be limited as 

to its predictive capability, if not its heuristic potential. The 

effects of uncertainty will be more crucial in some parameter estimates 

than in others and this will be highlighted in the sensitivity analysis 

Presented in Chapter 7.

These deficiencies in anatomical and physiological data raise 

several questions. Why have such measurements not been made? Is it 

because they have not been required particularly in conventional ana-

tomical investigations - or is it that the measurements are intrinsi-

cally not capable of being made, given the state of the art of measure-

ment technology?

In the case of the lengths of the blood vessels, one complicating 

factor is that the definition of the segments of the circulatory sub-

system of the model does not correspond to the standard anatomical 

classification of the arteries and veins. In discussions with anatomists 

this has tended to obscure the real problem, namely the absence of 

adequate data, particularly on ranges of size of vessel. It is, how-

ever, reasonably clear that the absence of data at least in part 
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reflects the fact that anatomists have not in general been exposed to 

the needs of dynamic modellers with their requirement for precise quan-

titative measures. There is clearly a need for a dialogue with the 

community of anatomists, highlighting the need for and role of reliable 

accurate anatomical measurements in dynamic investigations of the cardio-

vascular system such as being described in this thesis. Specifically, 

there is, first, the need to resolve the question of what segmentation 

should be adopted for the circulatory system. Secondly, for the agreed 

set of circulatory segments, there is the need for precise and accurate 

measures of lengths and cross-sectional areas of the blood vessels. Such 

data should include data on the ranges of these measures for specific 

classes of human subject, by age, sex, in relation to height of the 

subject. The pursuit of such information would appear to offer the pros-

pect of new lines of research within anatomy, providing motivation to seek 

ways of overcoming the difficulties of measurement which undoubtedly exist. 

Equally for the dynamic modeller there is the need to reconsider the seg-

mentation of the circulatory system with a view to aligning it more closely 

with anatomical practice.

The second major area where better experimental data are required is in 

relation to the elastic properties of the blood vessels. These parameters 

are derived from measures of pressure and volume, in the latter case this 

often being obtained from the integral of flow measurement (between two 

segments of the circulatory system). There is therefore the need for 

improved measurement of pressure and flow, particularly using non-invasive 

techniques as the number of sites where measurement can be made directly on 

living subjects is clearly limited. A recent review of techniques available 

for the measurement of blood flow in man is given in Roberts (1982).

The most difficult area for measurement is clearly that of the neural 

activity where direct approaches will clearly be highly restricted in human 

studies for the foreseeable future. Whilst some additional data may be 

obtained from animal experiments, progress will depend upon the use of 

model-based measurement with the animal studies providing information for 

the refinement of appropriate models.

The final area where increased and more accurate data are required 

rdates to the pharmacokinetic and pharmacodynamic components of the model. 

More measures are needed both for the concentration of drug in different 

sites following injection, as well as the more-readily accessible measures 

of overall system response to drug stimulus. Aqain, it can be hoped that 

dynamic modelling studies such as that described in this thesis can high-

light the need for dynamic measurement and thus help to bring about 

enhanced experimental design.
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5.5 CONCLUSIONS

This chapter has focussed upon the availability of experimental 

measures of parameters and variables included in the overall cardio-

vascular system model. Examination of the validity of the values 

incorporated in the model constitute an important part of the overall 

programme of validation, a part that needs to be considered before 

examining the validity of model responses to physiological and other 

stimuli.

From the descriptions presented in Sections 5.2 and 5.3, it is 

clear that the availability of experimental measures on human studies 

is severely limited. Many of the parameter values cited in the 

literature correspond either to experiments performed upon animals or 

to other modelling (as opposed to experimental) investigations. As a 

result, the uncertainty of parameter values included in the model gives 

rise to uncertainty in its predictive validity, although not necessarily 

diminishing its heuristic potential. Consequently there is a vital 

requirement to carry out a comprehensive programme of sensitivity 

analysis upon the model. This analysis, which will be described in 

Chapter 7, will also serve to provide more information as to the 

ranges of parameter values occurring in "normal" human populations, 

ranges which, in the absence of direct experimental evidence, have been 

based upon personal communication with experienced clinicians.

This chapter has highlighted the need for enhanced experimental 

design. For example, it would appear that a dialogue should take 

Place with anatomists indicating the need for improved measures of 

lengths and cross-sectional areas of blood vessels, both as to specific 

values and to "normal" or "reference"ranges. It appears that these 

dynamic modelling studies have exposed the need for measurements not 

conventionally required. As such, this interdisciplinary investigation 

can assist in indicating new directions for anatomical research.

In terms of the overall programme of model validation, this 

chapter, examining the validity of the values of parameters and variables 

included within the cardiovascular system model, has constituted a 

necessary precursor to the further investigations into model validity 

which will be described in the next two chapters. Chapter 6 examines 

the validity of physiological, pathological and pharmacological res-

ponses of the completed model, whilst Chapter 7 details a comprehensive 

Programme of. sensitivity analysis.
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CHAPTER 6

VALIDATION OF THE COMPLETE
19-SEGMENT MODEL

6.1 INTRODUCTION

In Chapter 5, as a first stage in considering the validity of the 

19-segment model, the availability of data defining values of model 

parameters and variables was considered. It was shown that there was, 

in general, a paucity of data on human subjects and that, moreover, 

available data tended to be sparse so that, for example, the ranges 

°f parameter values for a "normal" population could not be specified 

with any degree of confidence. This uncertainty in available data 

gives rise to uncertainty in the predictive validity of the model.

In this chapter the validity of the model is considered further, 

focussing on the empirical validity (see Section 4.2.2.1) of the 

complete form, drawing upon data from physiological and pharmaco-

dynamic experiments. The aims are to demonstrate the potentialities 

and limitations of this model as a representation of a normal subject 

an relation to short-term haemodynamics with their associated rapid 

neural control, ignoring the other important mechanisms for long-term 

cardiovascular control such as hormonal and other chemical effects. 

Assessment of the empirical validity of the model is carried out using 

data and criteria appropriate to the domain of application.

Before proceeding to consider dynamic responses of the model, its 

steady state conditions are examined since physiologically plausible 

values of measurable circulatory variables in the steady state consti-

tute a necessary condition for the model to be valid. The assessment 

is described in Section 6.2.

The model is then subjected to a number of standard physiological 

tests and the resultant haemodynamic changes are compared with those 

obtained from corresponding human studies. The four types of test 

Performed, which are described in Sections 6.3 - 6.6, respectively, 

are:

(i) Valsalva manoeuvre,

(ii) blood volume changes,

(iii) postural changes,

(iv) drug effects.



This programme of model testing builds upon and extends the pre-

liminary studies on the validation of the 19-segment model reported 

by Pullen (1976). A full account of the validity of the model, in 

qualitative and quantitative terms, is presented, and more generally 

the role of the validation process within the overall development of 

a complex model is described. The problems which emerged in obtaining 

adequate experimental data for validation are discussed.

In addition to examining model validity in relation to normal 

subjects, the domain of applicability is extended by examining data 

corresponding to diabetic patients and an athlete. Hypotheses are 

generated, in quantitative terms, for parametric changes within the 

dynamic processes of the circulation and its control which could 

account for the observed, abnormal patterns of response (see Sections 

6. 3 and 6.5 ) .

The drug effects which are discussed in Section 6.5 include both 

short-term vasodilatation and vasoconstriction effects.

£•2 STEADY STATE CONDITIONS

Before considering the model responses to standard physiological 

tests performed upon the cardiovascular system, it is necessary to 

examine the steady state conditions of the 19-segment model as a 

representation of a recumbent, resting human subject.

Examination of available sources of literature reveals consider-

able variation in the normal (steady state) values given to major cir-

culatory variables such as mean arterial pressure, systolic and dia-

stolic pressures, stroke volume, cardiac output, heart rate and 

estimated total systemic resistance.

This variation may, in part, reflect natural variability within 

the human population, but is also a reflection of the experimental 

Measurement procedures adopted which give rise to measurement uncertainty. 

For example, Mancia et al (1983) have reported that the effect of a 

clinician making measurement of systolic and diastolic blood pressures 

within the first f ive minutes of a period of consultation with a patient 

can result in values which differ substantially from true steady-state 

resting levels. The observed ranges of the measurement errors due to 

these emotional/anxiety effects for the groups of subjects studied were 

"75 torr for systolic pressure and 1 - 36 torr for diastolic pressure.
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These effects were shown to be unrelated to age, sex, baseline blood 

pressure or the values of blood pressure measured at a later time 

during a doctor/patient consultation. This important component of 

error needs to be taken fully into account when measuring blood 

pressure by the cuff method.

Direct measurements of cardiac function in man are not generally 

possible since they would require surgical intervention. As a result, 

the two methods commonly used to measure cardiac output are the 

oxygen Fick method and the indicator dilution method. Uncertainty 

must be considered in each case due both to direct measurement error 

and also the effect of disturbances, such as changing patterns of 

respiratory function.

Table 6.1 lists the steady state values of major circulatory 

variables of the 19-segment model, together with ranges of experi-

mental data drawn from a number of sources.

The steady state values of the model lie within the overall 

ranges given in Table 6.1, although the values of systolic, mean and 

diastolic arterial pressure are at the upper end of the ranges which 

would be expected in clinical practice (Bourdillon, 1981). (This point 

is also considered in the context of the 8-^segment reduced model in 

Section 9.5.) In the model, mean arterial pressure (MAP) is obtained 

°n a beat-by-beat basis by integration of the aortic pressure over one 

cardiac cycle. On the other hand, in standard clinical practice, MAP 

ls calculated using the empirically derived equation:

MAP = y (pMAX - PMIn} + PMAX (6.1)

One component of any discrepancy between model-derived and 

experimental values of MAP could reflect pressure difference between 

the location of the measured value (bracheal artery) and the model- 

derived value corresponding to the ascending aorta, although this 

component of error is likely to be small. The high value of arterial 

Pressure in the model is probably a consequence of the high left ven- 

^-ricular pressure together with uncertainties in the neural control sub-

model (Leaning, 1981). Nevertheless, the model responses of these 

VaPiables do provide a generally satisfactory representation of the 

steady state.
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Table 6.1 Steady state values of variables of the 19-segment model and corresponding available data on normal human 
subjects drawn from the following sources: A - Guyton, 1981; B - Mountcastle, 1974; C - Keele et al, 
1982; D - Rushmer, 1976; E - Bourdillon, 1981; F - Lippold et al, 1979; G - Hawker, 1979; H - Handbook 
of Physiology, 1965; I - Ganong, 1975; J - Vander et al, 1980; K - Weller et al, 1979 (Kj_ - for men 
and K2 for women of age 20).

1
Variable

1
Model 

response
Data on normal human subjects Overall range

Mean arterial pressure 
(MAP) (torr)

109.1 (96.0 - 100.0)A and 110.cA (for elderly subjects), 
(73.3 - 110.0)B, 106.6°, (95.0 - 103.0)E, 92.0J

(73.3 - 110.0)

Systolic pressure
(PMAX) (torr)

130.9 120.O^'C'Z, 140.0°, (100.0 - 150.0)B, (110.0 - 130.0)F,
125.0G, (110.0 - 135.0)Kl, (105.0 - 128.0)K2

100.0 - 150.0

Diastolic pressure 
(PMIN) (torr)

90.8 80.0A'C, (60.0 - 90.0)b, 90.0D, 70.01, (60.0 - 80.0)F,
75.0J, (66.0 - 77.0)k1, (61.0 - 73.0)K2

60.0 - 90.0

Stroke volume (SV) (ml) 69.6 70.0C'G'J'K, 77.0B, 60.0F 60.0 - 77.0

Cardiac output (CO) 
(ml s~z)

84.6 1OO.OB, 66.6f, 83.3C'G,J 66.6 - 100.0

Heart rate (FH) (bpm) 72.9 75.0°^,K, (60.0 - 10O.0)H, 70.0C, 72.0J 60.0 - 100.0

Estimated total systemic 
resistance .(ETSR) 
(torr s ml"l)

1.29 All calculated as
MAP

ETSR = ---
CO



In the sections which follow, qualitative and quantitative com-

parisons will be made between dynamic responses of the 19-segment 

model and corresponding experimental data for a number of standard 

physiological tests.

6.3 THE EFFECTS OF VALSALVA MANOEUVRE

The first of the physiological tests used to examine the validity 

of the mathematical model was the Valsalva manoeuvre. This manoeuvre 

(VM) is designed to raise intrathoracic pressure sufficiently to reduce 

significantly blood flow into the right heart during a prescribed 

time interval. It is thus a useful test of validity of the integrity 

of the cardiovascular reflexes in the model.

6.3.1 The Processes of the Valsalva Manoeuvre

The manoeuvre described by Valsalva (e.g. Lippold et al., 1979) consistec 

of a forced expiration against a closed glottis and was meant to clear 

the Eustachian tubes. The response to the manoeuvre can be considered 

to consist of four phases. There is an immediate rise in the arterial 

blood pressure with an elevation of both systolic and diastolic 

pressures. The rise lasts for a few heart beats and is proportional 

to the rise in intrathoracic pressure (Sharpey-Schafer, 1965). The 

reduction in the venous return is followed by a decrease in stroke 

volume, so the systemic systolic, mean, and pulse pressures begin to 

fall (the second phase). The reduced pulse pressure stimulates baro-

receptor activity, and tachycardia and peripheral vasoconstriction 

result. The tachycardia increases progressively for the first ten seconds 

°f this phase (Arenson, 1978). There is then a diversity in the patterns 

°f response, with some subjects exhibiting a continuation of increasing 

tachycardia whilst others remain stable for the rest of this phase.

Forced expiration can, typically, be maintained only for between 

10 and 25 seconds. At the end of this period there is a sudden release 

°f intrathoracic pressure (the third phase). The loss of transmural 

aortic pressure support results in a further drop in mean systemic 

arterial pressure. The rush of blood through the heart in the face of 

a raised peripheral resistance causes an upward surge of arterial pressure 

(the fourth phase). The systolic pressure rapidly rises above the 

c°ntrol (pre-stimulus) level, as also usually does the diastolic pressure.
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As a consequence the pulse pressure is greater than it was at the 

beginning of the manoeuvre. This pulse exhibits an overshoot before 

returning to the resting level. There is a baroreceptor response to 

the raised pulse pressure which results in the characteristic brady-

cardia and peripheral vessel dilatation. The venous return increases 

as blood rushes back into the heart and cardiac output rises sharply, 

the effect being a large rise in arterial pressure.

The quantitative dynamic effects of a Valsalva manoeuvre on the 

blood pressure and heart rate of a normal human subject (in which the 

intrathoracic pressure rises by approximately 40 torr) are shown in 

Figures 6.1a - 6.1c. The principal qualitative features of the response 

to the manoeuvre are shown in Figures 6.2 (taken from Flessas et al, 1970) 

and 6.3 (from Arenson, 1978).

6.3.2 Model Response to the Valsalva Manoeuvre

The Valsalva manoeuvre is simulated in the 19-segment model by 

setting the intrathoracic and intra-abdominal pressures to +40 torr 

for a period of 12 seconds. Figure 6.4 shows the model responses of 

arterial pressure, stroke volume, cardiac output, heart rate and 

estimated total peripheral resistance.

In general there is qualitative agreement between the model res-

ponses of these variables and the experimental data shown in Figures 

6.1 - 6.3. There are, however, a number of discrepancies which are 

as follows:

(i) In the first phase of the manoeuvre, blood pressure rises 

in both model response and all the data shown in Figures 6.1 - 6.3.The 

^odel heart rate response is in agreement with the data of Beneken and 

DeWit (1967) and Flessas et al (1970) with an initial decrease in value. 

On the other hand, the data of Arenson (1978) show no such decrease, 

but rather an immediate increase in heart rate.

(ii) In the data of Flessas et al (1970) and Sharpcy-Schafor (1965) 

during the second phase, there is first a decrease in blood pressure 

followed, after a few seconds, by a rise due to peripheral vasocon-

striction. The pulse pressure, however, is still less than at the 

beginning of the manoeuvre. The model response, however,indicates a 

continuing fall in blood pressure until the end of the period of forced 

expiration, thus revealing an inadequacy in the central nervous control
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(a)

(b)

Figure 6.1 Effects of a Valsalva manoeuvre on the arterial pressure in 
man: (a) from Sharpy-Schafer (1965); (b) from Bushman (1981).
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Valsalva manoeuvre (Arenson, 1978).
Figure 6.3 A schematic representation of the normal four phases of the
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of the peripheral resistance which should increase in order to bring 

about the observed increase in blood pressure.

(iii) At the end of the period of forced expiration the data 

indicate an undershoot in pressure, followed directly by a substantial 

rise to a value which exceeds the control (pre-stimulus) value. The 

pulse pressure should also be greater than at the beginning of the 

manoeuvre. The model, however, produces only small increases in blood 

pressure during this phase, this inadequacy possibly being attributable 

to an insufficient rise in cardiac output and also peripheral resistance. 

The rise in heart rate continued in the model for 3 beats after the 

manoeuvre was complete, followed by a rapid fall back to the normal 

level.

6-3.3 Comparison of Model Response with Quantitative Experimental Data

Tables 6.2 - 6.4 present data on the Valsalva manoeuvre for normal 

human subjects obtained from St. Thomas's Hospital. The data were 

obtained from both male and female subjects over an age range 20 - 80 

years. Table 6.2 contains the data on male subjects within the age 

range 20 - 40, Table 6.3 data on female subjects within the age range 

20 - 4o, and Table 6.4 data on female subjects in the age range 40 - 80. 

The data from these tables concerning heart rate are then summarised 

m Table 6.5, where a comparison is made with the model response. The 

values of minimum and maximum heart rate during the manoeuvre are 

Presented first for the model with all its parameters set at their 

nominal values. Secondly, the range of maximum heart rate values is 

Presented corresponding to variation of each of the ten critical model 

Parameters (see Section 7.4.3), varied one at a time within a range

T 15% about its nominal value. Finally, results for the maximum 

heart rate value in the model are presented following variation of 

aH these ten parameters together using Monte Carlo techniques, as 

described in Chapter 7.

In Table 6.6 data are presented for the results of Valsalva 

Manoeuvres performed by diabetic patients at St. Thomas's Hospital, 

both male and female subjects are included with ages in the range

- 40 years. In order to simulate these data it was necessary to 

lncorporat.e parameter changes reflecting the ways in which diabetic 

Patients differ from normal subjects regarding the functioning of the 

cardiovascular system. One of the major effects which is believed to
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Table 6.2 Valsalva manoeuvre on normal male subjects aged 20 - 40 (St. Thomas's Hospital)

r~-------
I Patient's No.

1
Sex

1
Age

Pre-stimulus heart rate
(bpm)

—

Heart rate during the Valsalva manoeuvre

Low heart rate High heart rate

1 M 40
----------------- ------------—

53.6 43.47 79.47
2 M 39 84.25 54.29 115.38
3 M 38 59.9 59.11 84.50
4 M 38 54.49 43. 79 100.84
5 M 37 70. 21 45.45 110.09
6 M 36 69.58 45.28 92.30
7 M 35 86.41 60.91 108.10
8 M 35 65.23 50.20 89. 55
9 M 35 55.3 48.00 75.94

10 M 34 82.00 41. 81 122.44
11 M 32 55.62 49. 38 93.75
12 M 32 82.33 53.81 129.03
13 M 31 63.9 52.63 94.48
14 M 30 67.74 56. 87 84.50
15 M 28 90.5 67.03 131.86
16 M 27 64.34 44.94 103.44
17 M 27 73.03 66.29 95.23
18 M 26 76.08 63.82 102.56
19 M 25 89.22 49. 38 120.0
20 M 25 53.04 50.47 79.84
21 M 25 64.85 54.79 81.08
22 M 24 55.33 46.51 87.59
23 M 24 69.92 56.07 85.71
24 M 24 68.3 55.55 109.09
25 M 23 67.3 104.34 52.17
26 M 22 75.2 64.17 92.30
27 M 22 68.0 59.88 81.40

Range M 20 - 40 53.6 - 90.5 41.81 - 67.03 75.94 - 131.86
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Table 6.3 Valsalva manoeuvre test on normal female subjects aged 20 - 40 (St. Thomas's Hospital)

I1
Patient's No.

|I

Sex

T- --------
/

Age Pre-stimulus heart rate 
(bpm)

Heart rate during the Valsalva manoeuvre

Low heart rate High heart rate

1 1
F 40 76.01

r.. - - --  -■
67.03 97.56

2 F 40 93.1 74.53 106.19
3 F 37 78.67 58.82 105.26
4 F 36 63.55 56.07 99.17
5 F 35 56.81 43.47 86.33
6 F 33 67.3 56.60 88.88
7 F 32 68.36 55. 29 82.75
8 F 32 77.69 58.25 120.0
9 F 31 67.39 52.63 111.11

10 F 31 69.64 52.86 96.0
11 F 30 57.0 41.66 72.70
12 F 29 68.12 64.86 91.60
13 F 28 64.98 58.25 116.50
14 F 28 81.61 68. 18 108.1
15 F 28 70.96 52.17 126.31
16 F 28 76.37 52.17 117.64
17 F 28 64.45 43.95 95.23
18 F 28 73.96 64.51 107.14
19 F 27 75.16 62.5 110.09
20 F 27 56.14 41.66 83.91
21 F 27 70.17 41.09 110.09
22 F 27 63.03 60.91 73.43
23 F 26 68.98 52.40 88.23
24 F 25 79.5 65.57 116.5
25 F 24 59.8 47.43 101.69
26 F 23 74.71 63.49 102.56
27 F 23 75.3 65.57 80.53
28 F 22 67.63 46.87 125.0
29 F 22 67.09 52.63 116.5
30 F 21 58.46 44.6 112.14

Range F 21 -40 56.14 - 93.1 41.09 - 74.53 72.70 - 126.31



Table 6.4 Valsalva manoeuvre test on normal female subjects aged 40 - 80 (St. Thomas’s Hospital)

/
/
1 Patient’s No. i Sex I Age

1 Pre-stimulus heart rate
(bpm)

1-------------------------------------------------------------------------------------- ----------
j Heart rate during the Valsalva manoeuvre

Low heart rate High heart rate

1 F
■

78 69.89 59.7 112.14

2 F 73 66.97 59.11 75.0

3 F 73 79.71 53.3 112.14

4 F 69 72.14 58.25 110.09

5 F 67 76.54 60. 3 97.56

6 F 64 59.79 49.58 86.9

7 F 59 64.95 61.5 80.0

8 F 59 83.51 71.4 111.1

9 F 56 70.06 60.0 107.14

10 F 54 66.6 57.69 78.43

11 F 51 79.0 67.41 105.2

12 F 51 55.9 41.8 98.36

13 F 46 66.53 64.51 118.8

14 F 44 65.8 60. 3 76.4

15 F 44 75.28 61.22 108.1

Range F 40 - 80 55.90 - 79.71 41.8 - 71.4 75.0 - 118.8



(a)
/ Number of 
patients

Sex
—

Age Pre-stimulus range of 
heart rate (bpm)

Post-stimulus heart rate (bpm)
Range of minimum value Range of maximum value

27 M 20 -40 53.60 - 90.50 41.81 - 67.03 75.94 - 131.86

30 F 20 - 40 56.14 - 93.10 41.09 - 74.53 72.72 - 126.31

15 F 40 - 80 55.90 - 79.71 41.80 - 71.40 75.00 - 118.80

Model response 72.9 68.0 92.0

I

kO 
'-J

I

(b)
Pre-stimulus range of 

heart rate (bpm)
Post-stimulus range of peak 

heart rate (bpm)

Empirical data for patients aged 20 - 80 years 53.60 - 93.10 72.72 - 131.86

Model response following perturbation of each ten
critical parameters one at a time by + 15% from 67.98 - 80.33 84.50 - 107.80
their nominal values

Model response following perturbation of all the
ten parameters together using the Monte Carlo 67.50 - 80.33 84.50 - 107.80
approach

Table 6.5 Heart rate variation, following the Vslsalva manoeuvre: (a) Empirical data showing range of pre-stimulus
values and range of maximum and minimum post-stimulus values; (b) Empirical and model heart rate responses 
indicating the sensitivity of the model response to parameter variation.
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I Patient’s No. | Sex Age Pre-stimulus heart rate 
(bpm)

Heart rate during the Valsalva manoeuvre
Min. heart rate | Max. heart rate

1 F 21 81.05 62.82 103.44
2 M 27 92.25 71. 85 117.6
3 M 28 114.14 102.56 125.0
4 F 28 93.7 79. 47 107.1
5 F 29 89.2 85.7 100.8
6 F 30 90.2 84.5 100.8
7 F 32 97.8 99.17 130.4
8 M 32 86. 3 82.19 110.09
9 F 33 76.4 60.3 102.5

10 F 33 87.65 79.47 117.64
11 F 36 89.1 80.0 100.0
12 F 38 89.8 77.4 99.17
13 F 39 89.0 88.88 96.0
14 M 39 89.9 83.33 105.26
15 F 40 94.8 67.03 130.4

Range 21 - 40 76.4 - 114.14 60.3 - 102.56 96.0 - 130.4

Table 6.6a Experimental data on heart response to the Valsalva manoeuvre in diabetic patients

Table 6.6b Model simulation of Valsalva manoeuvre examining the hypothesis of variation of compliance in 
diabetic patients.

Compliance of arterial 
and venous segments

Pre-stimulus heart rate
Post-stimulus heart rate 

(maximum and minimum values)
Minimum value Maximum value

Nominal (normal) values 72.9 68.0 92.0

All increased by 30% 87.66 80.33 107.6

All increased by 50% 95.13 87.16 118.2



occur in diabetic patients is a change in compliance of the arteries 

and veins, so that in effect a diabetic population of a given age 

range corresponds in this respect to an older normal population. It 

was this hypothesis that was tested using the model. Unfortunately, 

however, it was difficult to establish the extent to which change in 

compliance would occur in such a diabetic population, as reported in 

Table 6.6a. Two hypotheses were, therefore, tested. In the first case 

it was assumed that the compliance of all the arterial and venous 

segments would increase by 30% as compared to the nominal values, and 

in the second case that the increase was 50%. The results of model 

simulation for both these cases are given in Table 6.6b; these results 

correspond to pre-stimulus heart rate together with the minimum and 

maximum values of heart rate occurring during the Valsalva manoeuvre.

Comparison of these features of model, and data indicate that the 

change of compliance by either 30% or 50% does lead to model results 

which are compatible with the observed data, whilst attempting to 

represent diabetic patients using a "normal" model results in d failure 

to match the observed peak heart rate value.

BLOOD VOLUME CHANGES

The second physiological test of the validity of the model 

involves examining its response to blood volume changes, both haemorrhage 

and transfusion.

£1.4.1 Haemorrhage

Two sets of model responses following haemorrhage have been 

°btained. The first simulation, described by Pullen (1976), involved 

the sudden removal of 500 ml of blood from the model segment representing 

the head and arms veins. The results of this are shown in Figure 6.5. 

the second simulation corresponded to a typical blood donation and a 

c°mparison of model response and experimental data is given in Section 

6.4.2.

Before considering the responses shown in Figure 6.5, it is appro-

priate to examine the dynamic physiological processes which occur as a 

result of a haemorrhage.

In general, haemorrhage results in a decrease of mean systemic 

filling pressure and consequently a decrease in venous return. As a
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Figure 6.5 Dynamics following the sudden removal of 500 ml 
of blood from the segment representing the head 
and arms veins at t = 0 sec.
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result, the cardiac output falls below its normal value. When one- 

tenth of the total blood volume is removed, the flow through the gut 

and limbs is reduced, showing that the vessels constrict in these 

areas. The arterial pressure is maintained at approximately its normal 

value by an increase in peripheral resistance brought about by a 

reduced activity of the depressor and carotid sinus reflexes. On the 

other hand, the outflows in the veins from liver and spleen are found 

to be temporarily increased and exceed the inflows through the arteries; 

the blood content of these organs is largely expelled into the great 

veins and this reduces the fall in cardiac output. If, however, the 

quantity of blood lost is sufficient to reduce the cardiac output by 

30 - 50%, there will be an appreciable fall in arterial pressure 

(Lippold et al, 1979).

The major effects of haemorrhage upon the cardiovascular system 

are shown in block diagram form in Figure 6.6.

Returning to the model responses'depicted in Figure 6.5, these 

result from the sudden loss of 500 ml of blood, that is approximately 

10% of the total blood volume. In a qualitative sense, the model 

responses for cardiac output, stroke volume, heart rate and systemic 

resistance are generally appropriate. The model indicates a 23% drop 

m cardiac output with a corresponding significant 22% fall in mean 

arterial pressure. The resultant heart rate increase in the model is 

approximately 43%.

Although these changes do not accord with the viewpoint proposed 

bY Guyton (1979) and by Lippold et al (1979), there is some evidence 

supporting the general patterns of change produced by the model. For 

rustance, Wright (1955) has indicated an average drop of 10% in 

systolic pressure following removal of 400 - 500 ml of blood from a 

large number of donors. Equally, Mountcastle (1974) reported a slight 

bacrease in arterial pulse pressure even with small degrees of haemorrhage.

Comparison of Model Response with Experimental Data on Blood Loss

Unlike the sudden loss of blood discussed in the previous section, 

exPerimental data on heart rate and systolic and diastolic arterial 

P^assures are available following the removal of 420 ml of blood from 

honors (normal human subjects). Data from two subjects, obtained 

baring a blood donor session at Moor House (North East Thames Region, 

bRSS) r are shown in Table 6.7. The blood was removed over a period
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Figure 6.6 Block diagram showing the effects of haemorrhage on the 
cardiovascular system and the associated responses of the 
nervous system. (Note: t = increase, and i = decrease)
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Donor's No.

l Age

Variable

Values of variables

Before 
bleeding

During 
bleeding

At the end 
of bleeding

10 minutes 
after the end 
of bleeding

(1)
I

30 Heart rate (bpm) 78 78 78 78

Systolic pressure (torr) 120 140 150 130

______________

Diastolic pressure (torr) 75 75 80 75

1

(2) 24 Heart rate (bpm) 60 60 56 58

Systolic pressure (torr) 120 120 120 120

Diastolic pressure (torr) 70 70 70 70

Table 6.7 Heart rate and blood pressure data on two donors during the removal of 420 ml of blood over 5 and 8 
minutes, respectively (Moor House data)



varying from 5-8 minutes. Heart rate was measured as the pulse in 

the radial artery at the wrist and arterial pressure was measured using a 

sphygmanometer.

In the case of the first donor, an increase of systolic pressure 

by 25% was observed without any change in the heart rate. On the 

other hand, the second donor exhibited a constant systolic pressure, 

but heart rate decreased by 7% (4 beats per minute). The possibility 

of error in the pressure measurements needs to be considered, however, 

as discussed in Section 6.2.

A further set of experimental data was obtained from six donors 

(normal human subjects) at the North East Thames Regional Blood Trans-

fusion Centre. The results obtained during and following the loss of 

420 ml of blood are shown in Figure 6.7. The data on heart rate, index 

°f stroke volume and index of cardiac output were obtained by trans-

cutaneous aortovelography (TAV), a non-invasive Doppler ultrasound 

technique for measuring mainstream flow velocity in the aorta (Light 

et al, 1980). (Note that the technique yields not the stroke volume 

and cardiac output measures themselves, but rather values which are 

directly proportional to the variables, hence the prefix "index of" 

(Light et al, 1980).] Using TAV, beat-to-beat changes in stroke 

volume and the manner of left ventricular ejection were followed 

throughout a blood transfusion in six supine donors. Quantitative 

Measurements of mainstream flow velocity were obtained from the highest 

boppfer shift present in the back-scattered signal. Direction-

resolving signal processing and an on-line spectral analyser-recorder, 

Providing immediate hard copy spectral recordings with grey scale on 

relatively inexpensive paper, are important features of the instru-

mentation. Such recordings indicate when the signals picked up are 

adequate and give visual discrimination between aortic signals and 

artefacts (Light et al, 1980).

Figure 6.7a shows the raw (unfiltered) data comprising beat-to- 

beat changes in index of stroke volume, index of cardiac output and 

heart rate obtained using the microprocessor-based TAV evaluator. 

This provides first, 3-point analysis by triangular approximation and, 

secondly, beat-to-beat analysis of these variables as shown in Figures 

6-8a and 6.8b. Figure 6.7b presents the same data after removal of 

the high frequency noise using a recursive averaging filter (see Section 

6«5.3.1). The arterial pressure was measured during the test using 

a cuff sphygmanometer.
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Beat No.

Figure 6.7al Raw data from subject BD1G(3) for the 
three variables as indicated during and 
following the loss of 420 ml of blood. < 
The vertical lines indicate the times at 
which the bleeding starts and the end of 
bleeding.
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Beat No.

Beat No.

Figure 6.7bl Filtered form of the data depicted in 
Figure 6.7al obtained using a recursive 
averaging filter.
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Figure 6.7a2 Raw data from subject BD2j(4) for the 
three variables as indicated during and 
following the loss of 420 ml of blood. 
The vertical lines indicate the times at 
which the bleeding starts and the end of 
bleeding.
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Figure 6.7b2 Filtered form of the data depicted 
in Figure 6.7a2 obtained using a 
recursive averaging filter.
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Beat No.

Figure 6.7a3 Raw data from subject BD5e(6) for the 
three variables as indicated during and 
following the loss of 420 ml of blood. 
The vertical lines indicate the times at 
which the bleeding starts and the end of 
bleeding.
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Beat No.

Figure 6.7b3 Filtered form of the data depicted in
Figure 6.7a3 obtained using a recursive' 
averaging filter.
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Beat No.

Figure 6.7a4 Raw data from subject BD6F(7) for the 
three variables as indicated during and 
following the loss of 420 ml of blood. 
The vertical lines indicate the times at 
which the bleeding starts and the end of 
bleeding.
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Figure 6.7b4 Filtered form of the data depicted in
Figure 6.7a4 obtained using a recursive 
averaging filter.
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The different patterns of response from the donors are presented 

in Table 6.8. In three subjects there is a decrease in arterial 

pressure over the period of bleeding (range 3.0 - 25.0%). Two donors 

show an increase (5 and 6%) and one donor shows no change at the end 

of bleeding. On the other hand, two donors exhibit an increase in 

heart rate (6 and 36%) over the period of bleeding, whilst the others 

show decreases ranging from 2 to 12% between the pre-stimulus reading 

and the reading at the end of the period of bleeding.

Model simulations have first been carried out corresponding to 

the removal of 500 ml and 420 ml, respectively, over a period of 5 s, 

the latter quantity equal to that removed from the donors. Simulation 

has also been performed for a blood loss of 210 ml over a period of 

150 s. This loss rate approximates to that observed in the donors. 

(Note: the model as presently formulated could not be run for a

period greater than 150 s and so it was not possible to simulate the 

actual observed loss rate for the duration typically seen in a blood 

donor.)

The model responses to removal of 500 ml of blood from the head 

and arm veins segment during 5 s are shown in Figure 6.9. The mean 

arterial pressure decreased by 28%, cardiac output decreased by 31%, 

whilst heart rate increased by 65%.

These results indicate that there is still an insufficient increase 

m systemic resistance to prevent this substantial decrease in arterial 

Pressure. Similar effects are seen with the loss of 420 ml of blood 

°ver the same 5-second period.

The model was then used to simulate the removal of 210 ml of 

hlood over 150 seconds. This results in decreases of systolic, mean 

and diastolic pressures by 10, 10 and 7%, respectively, due to a 12% 

decrease in cardiac output. Heart rate is increased by 16%, as shown 

in Figure 6.10.

The variability of response seen in the eight donors whose results 

Were listed in Tables 6.7 and 6.8 is summarised in Table 6.9a and 

figure 6.11. In contrast to the textbooks (e.g. Mountcastle, 1974) 

which suggest little change in mean arterial pressure following the 

loss of lo% of blood volume, these eight subjects exhibit substantial 

Var-'-ability with the cha nge in mean arterial pressure over 5 minutes

c) P *u9ing from -25% to +15%. The model exhibits only the single mode
Of

Response, namely a decrease in blood pressure (as shown in Table 6.9b),
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Figure 6.8a 3-point analysis by triangular approximation using transcutaneous aortovelography (TAV).
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Donor*s
No. Variables

Pre-stimulus 
values

Start of 
bleeding

End of 
bleeding

1
1
6

BD1G
(3)

BD2J
(4)

(pmax/PMIn) blood pressure

Mean arterial pressure
Heart rate (bpm)
Index stroke volume
Index cardiac output 

(pmax/PMIn') blood pressure 

Mean arterial pressure
Heart rate (bpm)
Index stroke volume
Index cardiac output

145/95

111.66
60.87
43.5
44.07

115/70

85.00
85.13
33.1
46.92

110/70

83.33
82.87
31.9
44.01

BD3C
(5)

(^PMAX/PMIn) blood pressure

Mean arterial pressure
Heart rate (bpm)
Index stroke volume
Index cardiac output

BD5E
(6)

fPMAX/PMIN.) blood pressure

Mean arterial pressure
Heart rate (bpm)

| Index stroke volume
j Index cardiac output

Table 6.8 (continued overleaf)

125/90

101.6
120.4
25.5
51.14

125/85

98.33
93.29
24.3
37.83

130/95

106.66
112.6
22. 6
42.43

110/80

90.0
84.76
25.2
35.31

120/80

93.33
89.46
20.25
30.2

130/80 110/80

96.66’ 90.0
82.81 82.67
25.6 26.0
35.35 35.86

112/88 110/80

96.0 90.0
96.6 79.04
17.5 17.3
28.15 22.8

Sample values of 
variables taken 
during the 10-min 
period following 

the end of 
bleeding

115/70

85.00
70.41
32.47
37.87

130/90

103.33
100.87
24.4
41.04

81.32
27.5
37.22

108/78

88.0
86.07
18.0
25.77

Continued overleaf



i

1
1
7

Table 6.8 Effects of removal of 420 ml of blood from six donors (Regional Blood Transfusion Centre data)

Donor's
No.

1
Variables

—

Pre-stimulus 
values

Start of 
bleeding

End of 
bleeding

1 Sample values of
variables taken 
during the 10-min 
period following 

the end of 
bleeding

BD6F (pMAX/PMIn) blood pressure 125/70 125/70 120/80 127/75
(7)

Mean arterial pressure 88. 33 88.33 93.33 92.33
Heart rate (bpm) 75.9 81.65 80. 38 82.42
Index stroke volume 19.45 18. 2 15.5 18.75
Index of cardiac output 24. 52 24.73 20.75 25.38

BD7H (pMAX/PMIN) blood pressure 148/85 140/80 128/90 140/95
(8)

Mean arterial pressure 106.0 100.0 102.66 110.0
Heart rate (bpm) 82.61 82.39 75.68 82.94
Index stroke volume 19.8 21.5 16.2 - 20.3
Index cardiac output 27.27 29.47 20.43 28.17
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Figure 6.9 Dynamics following the removal of 500 ml of blood 
from the head and arms veins segment during 5 s 
at t = 0 s.
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150 s from the head and arms veins segment.

119



Donor’s No.

Percentage of change during removal of 
420 ml of blood

FH (bpm) MAP (torr)

1 0.0 + 15.0

2 - 6.7 0.0

3 + 36.0 - 25.3

4 - 6.4 + 4.9

5 - 2.4 0.0

6 - 11.6 - 3.5

7 + 5.9 + 5.6

8 - 8.3 - 3.1,

Table 6.9a Percentage of change of heart rate and mean arterial 
pressure for the eight donors obtained from removal 
of 420 ml of blood during 5-8 minutes

Table 6.9b Percentage of change in heart rate and mean arterial 

pressure of removal of 20% and 50% of blood obtained 
from the model
(Note: The sign (+) means increase and (-) means

decrease)

Percentage of change in

FH (bpm) MAP (torr)

Model responses to removal of
20% of 420 ml of blood during
1 minute

+ 5.0 - 3.4

Model responses to removal of 
50% of blood during 150 s

+ 17.0 - 10.0

120 -



FH (bpm)

MAP
(torr)

Figure 6.11 The variability of the responses of eight 
donors, as listed in Table 6.9a, for the 
heart rate and mean arterial pressure.

121



but one which is significantly greater than expected on the basis of 

"textbook information".

6.4.3 Blood Transfusion

In addition to examining the effects of blood loss, the model has 

also been simulated for an increase in blood volume. The results 

obtained from the model (Pullen, 1976) following the injection of 

SOO ml of blood into the segment representing the head and arms veins 

are shown in Figure 6.12.

Examining the physiological processes involved, it is known 

that a sudden increase in blood volume brings sbout an increase both 

in cardiac output and venous return. This results from the infusion 

increasing the mean circulatory pressure and also decreasing the 

resistance to flow through the peripheral circulatory system because 

°f distention of the blood vessels (Guyton 'et al. 1958).

The results produced by the model are, in qualitative terms, in 

agreement with what the theory would predict. For example, mean 

arterial pressure, after an initial transient, exhibits an 8% increase, 

whilst the total systemic resistance drops, as a result of vessel dis-

tention, by 5%. From Figure 6.12 it can also be seen that there is 

a sudden decrease in heart rate (bradycardia) with both cardiac output 

and stroke volume showing rapid increase.

ljj_POSTURAL CHANGES

In this section the ability of the model to describe the effects

Postural changes tests is examined. The model results are compared 

hoth with empirical data obtained from experiments performed upon 

v°lunteer subjects and also with references data obtained from human 

studies.

The results of such model testing are particularly important in 

the assessment of model validity. The circulatory dynamics are most 

table when the subject is lying down since many of the arteries and 

Gins are horizontally oriented at or near heart level. In contrast, 

hen the subject is tilted, either head up or down, many of the arteries 

veins are oriented vertically, or near vertically, and large hydro-

stat! c pressures are produced by the long, uninterrupted columns of 
tlooa.
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Fjjgure 6.12 Dynamics following the sudden injection of 500 ml of

blood into the segment representing the head and arms
veins at t = 0 s.

12 3



6.5.1 Head-Up Tilt

A passive tilt from a recumbent to an upright position leads to 

large hydrostatic pressure differences which prevent the return of 

blood to the heart. The reduction of venous return in turn induces 

a fall in cardiac output and this tends to result in a drop in the 

arterial pressure. To maintain venous return, and hence cardiac out-

put, venous tone is increased which causes contraction of the large 

venous channels, the elevation of central venous pressure and thus 

an improvement in venous return. The arteriolar vasoconstriction 

restores the aortic pressure essentially to its normal level (Keele 

et al, 1982). This view was supported by Borst et al (1982) in 

relation to systolic pressure which remains essentially unchanged, 

whilst in the standing position diastolic pressure is usually elevated 

by about 10%. Both cardiac output and stroke volume are decreased, 

whilst heart rate and system resistance are increased (Mountcastle, 

1974) .

,§j5.1.i Comparison of model performance with published data

In the 19-segment model, the effects of gravity on the columns 

°f blood in the cardiovascular system are included by using a series 

°f hydrostatic pressure generators to arteries and veins (Pullen, 1976).

The model response to a sudden head-up tilt (90° tilt to the 

upright position) is shown in Figure 6.13. There is a sudden decrease 

ln arterial pressure, stroke volume and cardiac output with increase 

ln the heart rate. This initial decrease in arterial pressure lasts 

less than 10 seconds and is followed by an increase (although not 

to the normal (original) level), due to the increase in systemic resis-

tance which occurs within a few seconds. Cardiac output rises for a 

few seconds before decreasing again.

The estimated total systemic resistance initially exhibits a 

sharp decrease which is then followed by an increase due to the vaso-

constriction. It should, however, be noted that this initial sharp 

decrease may be due to the method of calculation of the resistance 

r MAPa
1 CO ' *

Figure 6.13 shows the mean arterial pressure drop by 7% without 

U subsequent return to the initial value. The fall in cardiac output 

ls limited to approximately 6%, which is rather less than the 20 - 27%
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Figure 6.13 Dynamics following a head-up tilt (<J> = 90°) at 

t = 0 s, and a return to recumbency (<j> = 0 ) at 
t = 50 s.
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fall revealed in published data and depicted in Table 6.10. The 

increase in heart rate in the model is within the range given by 

Borst et al (1982) and Boyers et al (1972) , but is higher than the range 

specified by Mountcastle (1974) and McClintic (1978). The insuf-

ficient increase in systemic resistance produced by the model results 

in the arterial pressure being maintained at a sub-normal level. In 

a qualitative sense, the majority of the features of the model 

responses match those reported in published data.

.§*5.1.2 Comparison of model response with experimental data

Three sets of experimental data were used in examining the 

validity of the response of the model to a head-up tilt. The first 

two sets were derived using a tilting table with subjects being 

rotated through angles ranging from 20° to 70° from the recumbent 

Position. The third set of data was obtained from subjects who 

suddenly changed from a horizontal to a vertical position.

§2A* 1.2.1 Experiments carried out at Northwick Park Hospital

The first set of experimental data was obtained at Northwick

Park Hospital through the good offices of Mr. H. Light. Measurements 

bV which indices of cardiac output and stroke volume and heart rate could 

be derived were performed using the transcutaneous aortovelography apparatus 

(TAV) developed by Mr. Light. This non-invasive Doppler ultrasound tech-

nique was the same as used in the experiments described in Section 6.4.1. 

Varying degrees of head-up tilt were performed, together with studies 

involving head-down tilt, which are described in Section 6.5.2.

Subjects and methods. Seven male volunteers were studied using a tilting 

bable which enables the subject to be rotated (tilted) at a rate of 6° 

?er second. Foot supports and antislip (DYCEM) mattress strips were 

used to attach the subject to the table and thus ensure both a comfort-

able and controlled tilt. The experimental table is depicted in 

Pi9ure 6.14.

All the subjects were fasted for a three-hour period prior to 

^■be experiment. Before measurements were performed, each subject lay 

recunibent on the table for at least ten minutes to ensure that a pre- 

sbimulus steady state was achieved. Readings were then obtained inter- 

^ttently during a one-minute period using the TAV non-invasive Doppler 

u^-trasound technique with the subject in this recumbent position prior
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Table 6.10 The effects of head-up tilt on the model variables 
compared with the data from the following sources: 
A - Borst et al, 1982; B - Mountcastle, 1974;
C - Keele et al, 1982; D - McClintic, 1978; 
E - Boyers et al, 1972; F'- Guyton, 1981; 
G - Rushmer, 1976.

Variable
Model
response

Data

Mean arterial pressure - 7%
B E

Little change , -2%

Systolic pressure - 6.7%
, A,B,E

No change

Diastolic pressure - 6.3% + io%A

Heart rate + 14 bpm +(15 - 30)%A,E, 30%E 

+(5 - 10)bpmB'D, 15 bpmG

Stroke volume - 20% -(10 - 50)%B,D,E

Cardiac output - 6% -27%C, 20%B,D, 20 - 30%F'G

Systemic resistance + 4% + 20%B
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(a)

(b)

Experimental configuration for head-up and head down tilt.
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to the start of the tilt. The transducer was located over the aortic 

arch.

Up to six consecutive experiments were then performed on each 

subject. The three head-up experiments involved rotation from the 

horizontal position through 20°, 45° and 60°, respectively. Once the 

rotation had been completed, the subject remained in the inclined 

position for 150 seconds before being rotated back to the horizontal 

position. Measurements were taken during the rotation to the inclined 

position, during the rest in this position, during the return to the 

horizontal and at rest post-stimulus in the horizontal position for 

a further 90 seconds.

Having regained a steady-state, the next experiment was performed 

Hsing a similar measurement protocol.

o
Similar experiments were performed with head-down tilts of 20 ,

4 r O Oand 60 . In general, these experiments involved some discomfort 

for the subject, particularly in the case of the 60° tilt. In some 

cases difficulty was experienced in trying to locate an adequate signal 

for measurement purposes and thus there are some gaps in the results 

as discussed in Section 6.5.2. Experiments which were successfully 

completed are indicated in Table 6.11.

Following painstaking analysis of the traces obtained from the 

TAV measurements, values of heart rate and indices of cardiac output 

and stroke volume were obtained prior to, and after each tilt. These 

are shown in Table 6.12a, b and c for head-up tilts of 20°, 45° and 

u t respectively. Also shown are the percentage changes in mean post-

stimulus variable values as compared to the mean pre-stimulus values.

In Figure 6.15a, the raw measurements obtained from subject A 

during a 45° head-up tilt are shown for the three variables. It can be 

clearly seen that these data exhibit high frequency "noise" or beat- 

f°~beat variability. In order to be able to examine the principal 

features of the response to the stimulus, low pass filtering was 

einployed. Two approaches were examined. In the first a fast Fourier 

transform (FFT) was used to produce the amplitude frequency responses 

shown in Figure 6.15b. Frequencies higher than 20 Hz were then removed 

^an empirical definition of "noise") and the time-domain responses re-

constituted. Comparison of these (Figure 

Presented in Figure 6.15a revealed that a
•c

cures (as perceived visually) appeared

6.15c) with the originals 

number of significant 

to be missing. This approach
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Table 6.11 List of the subjects investigated, their age and body weight and the range of tilt experiments to which 
they were subjected (indicated by /)

Subject
Age 

(years)
Weight
(kg)

+20°

tilt

-20°

tilt

+45°

tilt

-45° 

tilt

+60° 

tilt

o 
-60
tiltCode Initials

A N.S. 32 76 / / / / / /

B C.P. 24 76. 2 / / / / - /

C J.O. 28 88.9 / / / / / /

D R.L. 27 63.5 - / / / / /

E E.N. 30 80 - - / / / /

G M.B. 29 65 - - / / - /

K M.D. 29 57.15 / - / / /



Table 6.12a continued overleaf

1 Subject
1 code

1 Recumbency + 20° tilt %
change

Recumbency

j Mean Mean Mean

A FH 68.92, 70.33, 74.67,
73.94, 80

73.57 87.88, 91.6, 87.62,
76.89, 81.24

85.04 + 15.5 74.08, 73.9, 77.1,
81.67, 78.5

77.05

ICO 28.95, 27.68, 24.24,
27.98, 34.06

28.58 23.23, 22.14, 24.3,
23.02, 24.26

23.39 - 18 24.21, 26.94, 25.6,
23.64, 25.09

25.09

ISV 25.2, 23.6, 19.5,
22.7, 25.5

23.3 15.9, 14.5, 16.6,
18.0, 17.9

16. 58 28.8 19.6, 21.9, 19.9,
17.4, 19.2

19.6

B FH 70.58, 65.7, 57.61,
54.32, 63.11

62.27 58.96, 66.55, 65.51,
67.69, 70.35

65.81 + 5.6 59.84, 66.65, 62.04,
62.55, 64.4

63.1

ICO 26.05, 25.67, 24.65,
25.16, 23.23

24.95 25.2, 28.25, 28.94,
28.7, 30.8

.28.37 + 13.7 29.54, 29.86, 29.4,
27.34, 28.56

28.94

ISV 22.1, 23.4, 25.7,
27.8, 22.1

24.2 25.7, 25.5, 26.5,
25.4, 26.3

25.88 + 6.9 29,. 6, 26.9, 28.4,
26.2, 26.6

27.6

C FH 57.93, 60, 61.09,
61.72, 58.83

59.91 65.39, 60.16, 59.8,
69.86, 54.76

61.99 + 3."4 58.98, 59.56, 60.4,
56.96, 60.4

59.26

ICO 34.38, 37.8,
37.97, 39.86, 38.33

37.67 31.5, 34.16, 31.61
35.02, 30.27

32.51 - 13.69 34.4, 32.64,
30.35, 31.64, 31.84

32.17

ISV 35.6, 37.8, 37.3,
38.8, 39.1

37.7 28.9, 34.1, 31.7,
30.1, 33.2

31.6 16.1 35, 32.9, 30.2,
33.3, 31.6

32.6



Table 6.12a Values of heart rate and indices of cardiac output and stroke volume obtained before the tilt, in the 
inclined position and in the restored horizontal position. Five sample values from consecutive heart 
beats are listed, together with the mean of these five values in each case. The percentage change in 
each variable in the inclined position as compared, to the pre-stimulus horizontal state is also given.

1 Subject 
code

I Recumbency + 20° tilt %
Change

Recumbency

Mean Mean Mean

K FH 49.06, 45.46, 46.42,
46.77, 47.71

47.08 47.06, 47.46, 52.27,
47.16, 47.76

48. 34 + 2.6 50.41, 46.78, 46.71,
63.12, 56.75

52.75

ICO 17.31, 15.39, 20.12,
18.71, 17.45

17.79 19.88, 20.8, 21.17,
18.63, 19.31

19.95 + 12 20.41, 20.02, 19.35,
25.92, 22.49

21.63

ISV 21.2, 20.3, 26, 24,
21.9

22.68 25.3, 26.3, 24.3,
23.7, 24.3

24.78 + 9.2 24.3, 25.7, 24.9,
24.6, 23.8

24.66

1
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Table 6.12b continued overleaf

/ Subject/
/ Recumbency + 45° tilt %

change
Recumbency

Mean Mean Mean

A FH 68.04, 75.31, 69.74,
68.43, 73.05

70.9 85.28, 88.18, 87.13,
87.13, 86.35

86. 73 + 22 75.09, 73.22, 74.71,
74.9, 74.71

74.52

ICO 26.42, 25, 25.19,
25.7, 30.43

26.54 14.76, 18.25, 20.63,
18.83, 16.73

17.84 - 32.7 23.96, 27.31, 25.03,
23.65, 25.4

25.07

ISV 23.3, 19.9, 21.7,
22.5, 25

22.48 10.4, 12.4, 14.2,
13, 11.6

12.32 - 45 19.1, 22.4, 20.1,
18.9, 20.4

20.18

B FH 67.47, 74.96, 70.18,
71.33, 71.5

71.09 87.78, 87.03, 87.03,
86.78, 89.59

87.64 + 23 73.32, 79.43, 72.97,
72.79, 67.18

73.13

ICO 28.89, 29.47, 28.8,
30.89, 30.44

29.69 32.27, 30.36, 32.2,
34.16, 30.27

31. 85 + 7.2 30.03, 30.29, 28.35,
32.39, 31.6

30.53

ISV 25.7, 23.6, 24.6,
26, 25.5

25.08 22.1, 20.9, 22.2,
23.6, 20.3

21.82 - 12.9 24.6, 22.9, 23.3,
26.7, 28.2

25.14

C ■FH 68.15, 67.55, 65.52,
66.81, 67.4

67.09 71.81, 69.61, 65.99,
66.56, 63.91

67.57 + 0.7 66.8, 58.46, 59.73,
60.08, 61.Q4

61.22

ICO 36.6, 38.45, 33.6,
34.99, 41.75

37.08 26.45, 24.8, 25.43,
23.83, 21.84

24.47 - 34 33.69, 32.64, 31.87
31.47, 30.8

32.09

ISV 32.2, 34.2, 30.8,
31.4, 37.2

33.16 22.1, 21.4, 23.2
21.5, 20.5

21.74 - 34.4 30.3, 33.5, 32,
31.4, 30.3

31.5

D FH 79.69, 77.66, 60.24,
55.23, 72.17

69 83.57, 91.53, 90.18,
84.2, 82.38

86. 37 + 25 89.16, 88.65, 81.81,
89.42, 85.44

86.89

ICO 31.62, 30.14, 23.79,
24.32, 27.81

27.54 25.63, 29.23, 22.56,
26.12, 25.49

25.81 - 6..2 28.09, 27.75, 30.66,
31.13, 27.82

29.09

ISV 23.8, 23.3, 23.7,
26.4, 23.1

24.1 18.4, 19.2, 15,
18.6, 18.6

17.96 - 25 18.9, 18.8, 22.5,
20.9, 19.5

20.12



/ Subject 
code

r
/ Recumbency + 45° tilt Q."O 

change
Recumbency

Mean Mean Mean

E IFH 79.69, 75.37, 72.34,
77.27, 75.18

75.97 77.81, 81.77, 88.92,
87.14, 83.11

83.75 + 10.2 75.79,
80.21,

81.73, 72,
75.04

76.95

ICO 35.57, 38.98, 35.04,
34.6, 38.04

36.45 27.6, 30.9, 28.1,
29.24, 28.24

28.82 - 20 34.05,
31.33,

36.15, 37.05,
35.54

34.82

ISV 26.8, 31, 29.1,
26.9, 30.4

28.8 21.3, 22.7, 19,
20.1, 20.4

20.7 - 28 27, 26
23.4,

.5, 30.9,
28.4

27.24

G FH 66.14, 62.7, 71.77
60.84, 69.75

66.24 81.84, 79.06, 75.3,
78, 79.06

78.65 + 18.7 67.54,
72.3,

70.87, 65.08
68.1

68.78

ICO 33.6, 30.4, 32.86,
32.8, 36.96

33.3 18.39, 19.9, 24.6,
21.5, 23.29

21.53 - 35 27.2,
29.4,

28.3, 26.4,
22.6

26.78

ISV 30.5, 29.1, 27.5,
32.4, 31.8

30.26 13.5, 15.2, 19.7
16.6, 17.7

16. 54 - 45 24'. 2,
24.4,

24, 24.4
28.7

25.14

K FH 43.12, 48.54, 47.62,
48.31, 53.67

48.25 65.47, 72.1, 71.75,
71.81, 63.14'

68.85 4- 42.6 46.23,
51.56,

42.86, 46.12,
44.8

46. 31

ICO 21.4, 23.61, 20.6,
22.19, 22.62

22.08 19.72, 24.2, 19.3,
22.59, 19.03

20.96 - 5.1 18.38,
25.05,

18.96, 22.12,
19.49

20.8

ISV 29.8, 29.2, 26,
27.6, 25.3

27.58 18.1, 20.1, 16.1,
18.9, 18.1

18. 26 - 33.7 23.9,
29.1,

26.6, 28.8,
26.1

26.9

Table 6.12 b Values of heart rate and indices of cardiac output and stroke volume obtained before the tilt, in the 
inclined position and in the restored horizontal position. Five sample values from consecutive heart 
beats are listed, together with the mean of these five values in each case. The percentage change in 
each variable in the inclined position as compared to the pre-stimulus horizontal state is also given
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Table 6.12c continued overleaf

/ SubjectT~ / Recumbency I + 60° tilt % Recumbency
/ code change

Mean Mean Mean

A FH 75.87, 72.75,
78.44, 82.98

70.7, 76.15 111.25
106.93
105.07

, 100.53,
, 102.23,

105. 2 + 38 77.28, 75.16, 67.73,
70.59, 73.69

72.89

ICO 23.21, 21.88,
19.8, 27.24

21.05, 22.63 18.96,
14.76,

16.77, 13.44,
14.48

15.68 - 30.7 27.56, 26.74, 23.69,
25.25, 23.3

25.31

ISV 18.4, 18, 17.9
15.1, 19.7

17.82 10. 2 ,
8.3

10, 7.5, 8.7, 8.94 - 49.8 21.4, 21.3, 21,
21.5, 19

20.8

C FH 60.89, 61.56,
72.91, 65.16

64.33, 64.97 76.02,
68.75,

75.45, 76.41,
72.72

73.87 + 13.6 52.54, 59.13, 66.19,
63.26, 60.69

61.36

ICO 41.05, 38.06,
43.99, 40.8

37.55, 40.29 29.74,
25.9,

26.36, 25.9,
29.49

27.47 - 31 30.77, 33.11, 35.67
35.03, 34.37

33.79

ISV 40.5, 37.1, 35
36.2, 37.6

r 37.28 23.5,
22.6,

21, 20.3,
24.3

22.34 — 40 32.1, 33.6, 32.3,
33.2, 34

33.00

D FH 79/21, 50.76,
81.37, 80.27

74.5, 73.26 87.65,
91.36,

87.65, 84,
86.9

87. 51 + 19 77.97, 84.34, 65.83,
83.39, 80.05

78.32

ICO 23.24, 18.21,
31.29, 27.45

27.61, 25.56 20.73,
17.48,

24.61, 19.91,
19.29

20.4 - 20 23.97, 16.26, 24.43,
24.48, 20.17

21.86

ISV 17.6, 21.5, 22
23, 20.5

.2 20.96 14.2,
11.5,

16.8. 14.2,
13.3

14.0 — 33 18.4, 20.2, 22.3,
17.6, 15.1

18.72



Table 6.12c Values of heart rate and indices of cardiac output and stroke volume obtained before the tilt, in the 
inclined position and in the restored horizontal position. Five sample values from consecutive heart 
beats are listed, together with the mean of these five values in each case. The percentage change in 
each variable in the inclined position as compared to the pre-stimulus horizontal state is also given.

/ Subject

code
/ Recumbency + 60° tilt %

change
Recumbency

| Mean Mean Mean

E FH 68.12, 75.2, 68.12,
66.62, 71.31

—
69.87 83.28, 96.76, 87.09,

87.09, 88.6
88.56 + 26.7 83.79, 80.9, 96.83,

81.55, 75.5
83.71

ICO 27.2, 32.82, 31.02,
30.68, 33.26

30.99 22.57, 20.56, 21.84,
23.4, 24.41

22.55 - 27 37.42, 32.76, 36.55,
35.17, 33.39

35.06

ISV 24, 26.2, 27.3,
27.6, 28

26.62 16.3, 12.8, 15,
16.1, 16.5

15.34 - 42 26.8, 24.3, 22.6,
25.9, 26.5

25.22
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Figure 6.15a Raw data obtained from subject A for the 
three variables as indicated during a 45 
head-up tilt. The vertical lines indicate 
the times at which the tilt to the inclined 
position and the return to the horizontal 
began.
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Figure 6.15b Amplitude frequency response of the raw data 
depicted in Figure 6.15a.



Figure 6.15c Reconstituted version of the raw data shown 

in Figure 6.15a from which frequencies greater 
than 20 Hz have been removed.
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Figure 6.15d Filtered form of the data depicted in 
Figure 6.15a obtained using a recursive 
averaging filter.

140 -



to filtering was therefore replaced by a simple averaging filter 

(averaging three consecutive values). The results of using this 

recursive averaging filter are shown in Figure 6.15d.

Similar results for raw and filtered (recursive averaging) data 

are shown in Figures 6.16 and 6.17 for subject A during 20° and 60° 

head-up tilts, respectively. Raw and filtered data for subjects G, 

E and K are shown in Figures 6.18 - 6.21. It should be noted that 

subject K is a trained athlete whose cardiovascular performance is 

found to diverge considerably from that presented by the other normal 

volunteers. This is discussed in depth in Section 6.5.4.

Model simulation. The head-up tilts of 20°, 45° and 60° (performed 

st a rate of 6° per second) were simulated on the 19-segment model. 

The pre- and post-stimulus variable values and percentage change are 

presented in Table 6.13 for the case with the model parameters set 

at their nominal values. Also presented are the results obtained 

with ten critical model parameters set at values which are 15% above 

and 15% below these nominal values. This provides some measure of the 

sensitivity of the model responses to the assumed parameter values. 

Eull details of the comprehensive sensitivity analysis performed on 

the 19-segment model are contained in Chapter 7.

The pattern of change between pre- and post-stimulus steady 

state values for model and normal subjects can be clearly seen in 

Figures 6.22 - 6.24 (the pre- and post-stimulus values are connected 

by straight lines). The principal changes are summarised in Table 6.14.

In the four subjects on whom the 20° head-up tilt was performed, 

the effect of the tilt was a percentage increase in heart rate ranging 

from 3 - 16%, as shown in Table 6.14. By comparison the model, incor-

porating nominal parameter values, yielded a 7% increase. With the 

ten critical model parameters respectively increased and decreased by 

from their nominal values, the percentage increase in heart rate 

Was 3% and 8%.

Although the model response is in accord with these experimental 

^ata, it should be noted that conflicting data were obtained by Tuckman 

et al (1966). in this case a 20° head-up tilt experiment was performed 

uP°n eight subjects. Of these, two exhibited hea,rt rate increases of 

and 22%, one exhibited no effective change, whilst the other five 

showed decreases ranging from 1% - 10%.
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Figure 6.16a Raw data obtained from subject A for the 
three variables as indicated during a 20 
head-up tilt. The vertical lines indicate 
the times at which the tilt to the inclined 
position and the return to the horizontal 
began.
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Figure 6,16b Filtered form of the data depicted in 
Figure 6.16a obtained using a recursive 
averaging filter.
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Figure 6.17a Raw data obtained from subject A for the^ 
three variables as indicated during a 60 
head-up tilt. The vertical lines indicate 
the times at which the tilt to the inclined 
position and the return to the horizontal 

began.
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Figure 6.17b Filtered form of the data depicted in 
Figure 6.17a obtained using a recursive 
averaging filter.
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Beat No.

Figure 6.18a Raw data obtained from subject G for the 
three variables as indicated during a 45 
head-up tilt. The vertical lines indicate 
the times at which the tilt to the inclined 
position and the return to the horizontal 
began.
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Figure 6.18b Filtered form of the data depicted in
Figure 6.18a obtained' using a recursive 
averaging filter.
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Beat No.

Figure 6.19a Raw data obtained from subject E for the 
three variables as indicated during a 60 
head-up tilt. The vertical lines indicate 
the times at which the tilt to the inclined 
position and the return to the horizontal 
began.
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Beat No.

Figure 6.19b Filtered form of the data depicted 
in Figure 6.19a obtained using a 
recursive averaging filter.
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Figure 6.20a Raw data obtained from subject K for the 
three variables as indicated during a 20 
head-up tilt. The vertical lines indicate 
the times at which the tilt to the inclined 
position and the return to the horizontal 
began.
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Figure 6.20b Filtered form of the data depicted in
Figure 6.20a obtained using a recursive 
averaging filter.
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Figure 6.21a Raw data obtained from subject K for the 
three variables as indicated during a 45° 

head-up tilt. The vertical lines indicate 
the times at which the tilt to the inclined 
position and the return to the horizontal 
began.
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Figure 6.21b Filtered form of the data depicted in 
Figure 6.21a obtained using a recursive 
averaqinq filter.

153



(a)

1 Parameter values
Variable

1 Recumbency
pre-stimulus

+ 20 tilt 
post-stimulus

% change
Recumbency after 

removal of stimulus

Nominal value FH 72.8 78.0 + 7.1 72.9
+ 15% change 70.0 72.0 + 2.8 67.0
- 15% change 81.0 87.6 + 8.1 81.0

Nominal value CO 84.8 81.9 - 3.4 84.6
+ 15% change 88.0 85.6 - 2.7 89.0
- 15% change 78.6 76.6 - 2.5 78.6

Nominal value SV 69.2 63.0 - 8.9 69.4
+ 15% change 74.8 71.2 - 4.8 79.8
- 15% change 59.0 52.2 - 11.5 57.8

i

1
5
4

(b)

Parameter values Variable Recumbency 
pre-stimulus

+ 45° tilt 

post-stimulus
% change Recumbency after 

removal of stimulus

Nominal value FH 72.8 81.4 + 11.8 72.9
+ 15% change 70.0 76.8 4- 9.7 67.0
- 15% change 81.0 91.8 + 13.3 83.4

Nominal value CO 84.4 80.8 - 4.2 84.4
+ 15% change 88.0 84.1 - 4.4 89.0
- 15% change 79.0 75.4 - 4.5 78.0

Nominal value SV 69.4 59.0 - 14.9 56.8
+ 15% change 75.0 65.9 - 12.0 79.2
- 15% change 58.8 49.6 — 15.6 56.8

Table 6.13 continued overleaf



(c)

1 Parameter values I Variable Recumbency 
pre-stimulus

+ 60 tilt 
post-stimulus % change

Recumbency after 
removal of stimulus

Nominal value FH ' 72.8 84.9 + 16.6 73.0
+15% change 70.0 79.2 + 13.0 77.6
- 15% change 81.0 93.8 + 15.8 83.0

Nominal value CO 84.6 79.4 - 6.1 84.4
+ 15% change 88.0 83.0 - 5.6 89.0
- 15% change 78.9 74.8 - 5.1 77.4

Nominal value SV 69.4 56.3 - 18.8 69.2
+ 15% change 74.9 63.0 - 15.8 79.6
- 15% change 58.9 48.0 - 18.5 56.4

Table 6.13 Model responses to (a) 20°f (b) 45°, and (c) 60° head-up tilts. Values of heart rate, cardiac output and 

stroke volume are given first with all parameters set at their nominal values and then with the ten 
critical parameters (as defined in Chapter 7) changed by + 15% and - 15%r respectively.

1
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Change in heart rate following different degrees of 
head-up and head-down tilt. (-X—X-) represents the 
model response with all parameters set at their nominal 
values, (-----) model response with -15% change in the
ten critical parameter values, and (xxxxx) with +15% 
change in the ten critical parameter values.

156



c
h
a
n
g
e
 
o
f
 
i
n
d
e
x
 
c
a
r
d
i
a
c
 
o
u
t
p
u
t

figure 6.23a Percentage change in index of cardiac output 
following different degrees of head-up and 
head-down tilt.
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70

Degree of head-up and head-down tilt

Figure 6.23b Change in index of cardiac output following 
different degrees of tilt.
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Figure 6.24 Change in index stroke volume following different 
degrees of tilt.
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Table 6.14 Comparison of the range of percentage change in the three variables for different degrees of head-up tilt. 
Note that Tuckman et al presented data for 20° and then for an unspecified tilt within the range 40° - 60° 
head-up.

rz / % change in heart rate from
1 supine to the tilt position

/ % change in (index of) cardiac
output

I % change in (index of) stroke

volume

Empirical
data

+20° +45° +60° +20° +45° +60° +20° +45° +60°

(Northwick
Park)

+(2.6 -
15.5)

+(0.7 -
42.6)

+(13.6 -
38)

+ (12 -
13.7)

-(13.6 -
18)

-(5.1 -
35)

+7.2

-(20 -
31)

+ (6.9 -
9.2)

-(16.1 -
28.8)

-(12.9 -
45)

-(33 -
49.8)

Data 
from 
Tuckman 
et al 
(1966)

+(9.7 -
22)

-(1.4 -
9.7)

40° - 60° -(9 - 29) 40° - 60°

-

40° - 60°

+(2.8 - 63.9) -(2 - 35) -

Model 
response

+7.1

(2.8 -
8.1)

+11.8 +16.6 -3.4 -4.2 -6.1 -8. 9 -14.9 -18.8



In Figures 6.25 - 6.27, values of the three variables are pre-

sented for each of the subjects for 20°, 45° a,nd 60° head-up tilt 

(these are the post-stimulus steady state values of the variables). 

The corresponding results obtained from model simulation are also 

depicted. Also shown are the results (experimental and model) for 

the head-down tilt perturbations which are described in Section 6.5.2. 

The correlation coefficients for head-up tilt for the three variables 

for each of the subjects and the model are tabulated in Table 6.15, 

indicating general agreement between model and experimental data.

jL-5.1.2. 2 Experiments carried out at St. Thomas's Hospital

The second set of experimental data was obtained from St. Thomas's 

Hospital, where a 70° head-up tilt was performed on nine normal subjects 

(five male, four female, age range 20 - 32 years). Values of heart 

late and arterial pressure were measured pre- and post-stimulus and 

these are listed in Table 6.16.

In all cases, the heart rate increases, the mean increase being 

with a range from 9% - 62%. Of the nine subjects, eight exhibited 

an increase in arterial pressure ranging from 7% - 16%. On the other 

hand, in one subject arterial pressure decreased by 3%.

The model response indicated a 17% increase in heart rate, but 

a 3% decrease in arterial pressure. These values were obtained with 

e parameters set at their nominal values and with the 70 rotation 

achieved over a period of one minute, this being approximately the 

time required in the experiment. (Note that whereas in the experi- 

ments performed at Northwick Park Hospital the table was rotated (motor- 

hiiven) at a constant 6° per second, the table at St. Thomas's Hospital 

w&s hand-cranked and hence the rotation was somewhat variable.)

,♦ 2. 3 Heart rate variability and response to 90 head-up tilt

The third set of experimental data was obtained in tests carried 

°Ut at The City University on four normal subjects, including three 

who were subjects of the head-up experiments described in Section

The purpose of the experiment was two-fold. The first was 

examine the response to a sudden change from the recumbent position 
to standing, and secondly to examine the inherent beat-to-beat varia-

bility in heart rate occurring in a normal recumbent individual. The 

°tivation for this second aim arose from the degree of "noise"
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0 ~ Subject B

x ~ Subject C

& ~ Subject D

*"■* ~ Subject E

• ~ Subject G

H - Mean value for the subjects, with standard error of the mean 

® - Model response

Figure 6.25 The effects of different degrees of tilt on the
heart rate for six subjects and the model response.
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ICO Index of cardiac output
CO Cardiac output
X10

- Subject A 

0 ~ Subject B 

* - Subject C 

& ~ Subject D

- Subject E

• ~ Subject G

Model response for cardiac output

« - Mean value for the sheets, with standard error of the

The effects of different degrees 'of tilt on index cardiac

output or cardiac output for six subjects and the model

response.
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ISV Index of stroke volume
X 10 SV Stroke volume

9

7

6

5

+ 205 + 45* +60^

Degree of tilt < O x $ t • ®

Subject A
Subject B
Subject C
Subject D
Subject E
Subject G
Model response 
Mean value for

for stroke volume
the subjects, with standard error of the mean

The effects of different degrees of tilt on index stroke
volume or stroke volume for six subjects and the model
response.
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Table 6.15 The correlation coefficient for head-up tilts for heart rate and indices of cardiac 
output and stroke volume for six subjects, and the heart rate, cardiac output and 
stroke volume for the model.

Subject
Correlation coefficient for head up

FH ICO ISV

A 0.955 0.854 0.814

B 0.974 0.952 0.899

C 0.953 0.892 0. 856

D 0.990 0. 966 0.965

E 0.993 0.965 0.958

G 1.0 1.0 1. 0

Model 0.941 0.925 0.911



Table 6.16 Experimental data on heart rate (FH) and mean arterial pressure (MAP) for nine normal subjects prior to 
and after a 70° head-up tilt. Model-derived data are also shown.

/ Subject

Sex

1

Age

/ Pre-stimulus Post-stimulus
70° head-up tilt % change

FH
% change
MAPNo. FH

(bpm)
MAP 
(torr)

FH 
(bpm)

MAP 
(torr)

1 M 32 54.0 85.0 64.0 94.6 + 18. 5 + 11.2

2 F 21 85.4 70.6 93.2 82.0 + 9.0 + 16.1

3 M 24 54.4 70.0 88.2 81.3 + 62.0 + 16.1

4 F 24 38.6 73.66 48.6 85.0 + 25.0 4“ 15.3

5 F 23 53.0 79.3 65.0 86.0 + 22.0 + 8.4

6 F 29 64.0 86.3 89.0 83. 3 + 39.0 - 3.4

7 M 29 76.0 83.0 85.0 94.3 + 11.0 + 13.6

8 M 27 73.8 94. 3 105.2 103.3 + 42.0 + 9.5

9 M 23 62.0 99.66 75.0 107.0 + -20.0 + 7.3

Model response 72.8 109.1 85.5 105.3 + 17.4 - 3.4



evidenced in the heart rate data obtained from the experiments carried 

out at Northwick Park Hospital.

Experimenta,l data were obtained using a Hewlett-Packard fetal 

monitor-cardiotocograph (model 8O4OA), which features a wide beam 

pulsed Doppler ultrasound transducer (see Figure 6.28a). Using this 

apparatus a continuous recording of the heart rate of each of the 

subjects in the recumbent position was taken over a period of ten 

minutes. At the end of this time the subject made the sudden transition 

from the supine to the standing position whilst the recording of heart 

rate was continued. An example of the heart rate trace obtained for 

one of the subjects is presented in Figure 6.28b. This includes the 

transition from recumbent to standing position as well as showing 

heart rate variability in both positions.

Figure 6.29 a - d shows the histogram of heart rate variability 

for each of the four subjects. In each case the lower panel indicates 

the distribution in the recumbent position (taken from the heart rate 

recording over a period of 109.2 seconds) , whilst the top panel indi-

cates the distribution in the standing position (taken from the heart 

rate recording over a period of 109.2 seconds).

A comparison of the change of heart rate exhibited by each of 

the four subjects during the sudden postural change from recumbent 

to standing position with the model response is presented in the 

final column of Figure 6.22. From this it can be seen that the 

direction of change in heart rate is the same both for the model and 

ail the normal subjects.

• 2 The Circulatory Effects of a Head-down Tilt

In order to examine further the validity of the 19-segment model, 

its response to a head-down tilt was examined. The principal features 

°f the model response following a 90 head-down tilt and subsequent 

return to recumbency as discussed by Pullen (1976) are depicted in 

Figure 6.30.

It should be noted, however, that the use of such tests in 

assessing model validity is restricted by the paucity of suitable 

experimental data. Indeed, comparatively little appears to be known 

Regarding the physiology associated with this inverted position. This 

lack of knowledge may be attributed to the apparent unimportance of 

the Position, which was almost never assumed except by children or
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Figure 6.28a Foetal monitor cardiotocograph (model 8O4OA) used in measuring the heart rate.
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Figure 6.28b One of the four records of heart rate changes from recumbent position to standing position 
using the foetal monitor cardiotocograph.



In standing position after few minutes

Frequency

Figure 6.29a The histogratn of heart rate variability for subject
AC. The lower panel indicates the distribution in 
the recumbent position over a period of 109.2 s, and 
the top panel indicates the distribution in the standing 
position, both taken from the heart rate record.
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In standing position

Frequency

Figure 6.29b The histogram of heart rate variability for subject
BN. The lower panel indicates the distribution in
the recumbent position over a period of 109.2 s, and
the top panel indicates the distribution in the
standing position, both taken from the heart rate record.
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In standing position

Figure 6.29c The histogram of heart rate variability for subject 
CR. The lower panel indicates the distribution in the 
recumbent position over a period of 109.2 s, and the 
top panel indicates the distribution in the standing 
position, both taken from the heart rate record.



In standing position

Figure 6.29d The histogram of heart rate variability for subject
DM. The lower panel indicates the distribution in
the recumbent position over a period of 109.2 s, and
the top panel indicates the distribution in the
standing position, both taken from the heart rate
record.
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acrobats, or in the case of less severe head-down tilt in the treat-

ment of certain orthopaedic conditions. With the development of air 

warfare, however, the action of all types of centrifugal and gravi-

tational force upon human physiology became important (Wilkins et al, 

1950). Nevertheless, such data as are available tend more to be asso-

ciated with chronic rather than acute effects of head-down tilt and to 

consider degrees of tilt very much less than are needed to test the 

validity of the model. Typical data in this category relate to 24-hour 

studies of a 5 - 6° head-down tilt such as could be associated with 

space flight (Nixon et al, 1979; Srinivasan et al, 1982).

According to the limited information available, it has been 

found that stroke volume and cardiac output are increased by greater 

venous return (due to the effect of gravity). Conversely, the head-down 

Position reportedly causes an increase in carotid, brachial and radial 

arterial pressures in normal man and anaesthetised dogs, accompanied 

by decreased femoral and abdominal aortic pressures (Abel et al, 1963). 

Wilkins et al (1950) indicate an immediate change in arterial pressure, 

followed by a brief stable plateau for two or three pulse beats, when 

the subject was tilted 75° down from horizontal, as shown in Figure

6 ? 1la and b. The first shift in pressure was assumed to be due to the 

Passive hydrostatic effect of the new position. After a few beats a 

9radual slight decline in the pressure occurred in femoral and brachial 

arteries.

The heart rate increased towards the normal value after the initial 

decrease. This is considered further in Section 6.5.3.1.2.

■—Comparison of model response with experimental data

Two sets of experimental data were used in examining the validity 

°f the model responses to head-down tilts. These involved a series of 

bead-down tilts over a range of angles from 20° to 75°. In addition, 

e model response to a 90 head-down tilt is considered although no 

C°rresponding experimental data are available.

5—dL-,l»l Experiments carried out at Northwick Park Hospital

In a manner identical to that described in Section 6.5.1,2.1, 
meas heart rate and

urements by which/indices of cardiac output and stroke volume could 
b derived were performed using transcutaneous aortovelography. Using 

tilt table, head-down tilts of 20°, 45° and 60° were carried out,
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Head down Supine- --
Venous
pressure 
torr

Arterial
pressure

Figure 6 31a Optical (Hamilton) record of internal jugular venous 
pressure (upper tracing) and brachial arterial pressure 
(middle tracing) in a normal subject. The interrupted 
horizontal line below indicates seconds. At the first 
heavy vertical line the subject was tilted quickly into 
the inverted (75 ) position and, at the second, back to 
the horizontal.

Internal 
jugular 
venous 
pressure 

torr

Pulses per
minute P

Prachial 
arterial 
Pressure 

torr

Femoral 
arterial 
Pressure 

torr

Figure 6 31b Graph of internal jugular venous pressure, pulse 
rate, brachial arterial pressure and femoral arterial 
pressure in a normal subject. At the vertical inter- 
rupted line he was tilted into an inverted position (75 ).
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Table 6.17a Values of heart rate and indices of cardiac output and stroke volume obtained before the tilt, in the 
inclined position and in the restored horizontal position. Five sample values from consecutive heart 
rates are listed, together with the mean of these five values in each case. The percentage change in 
each variable in the inclined position as compared to the pre-stimulus horizontal state is also given.

/ Subject

code
/ Recumbency - 20° tilt 1 %

change
Recumbency

Mean Mean Mean

A FH 78.75, 86.63, 72.38,
74.72, 74.32

77.36 75.48, 71.95, 74.26,
78.69, 74.86

75.05 - 2.98 78.37, 76.64, 73.4,
68.86, 74.78

74.41

ICO 27.81, 28.97, 33.74,
34.18, 29.35

30. 81 27.54, 28.97, 29.31,
30.38, 32.32

29. 7 - 4.86 26.83, 30.16, 30.66,
28.27, 27.17

28.61

ISV 21.2, 20.1, 28.0,
27.4, 23.7

24.08 21.9, 24.2, 23.7,
23.2, 25.9

23. 78 - 1.2 20.5, 23.6, 25.1,
24.6, 21.8

23.12

B FH 73.46, 80.48, 73.46,
71.73, 70.39

73.9 69.58, 70.9, 65.06,
70.23, 70.4

69. 23 - 6.3 58.68, 58.23, 63.49,
69.31, 68.22

63.58

ICO 30.7, 27.43, 29.7,
28.39, 25.3

28.3 23.37, 27.27, 26.95,
25.41, 23.56

25.31 -10. 5 23.33, 24.35, 23.53,
24.27, 28.93

24.88

ISV 25.1, 20.5, 24.3,
23.8, 21.6

23.06 20.2, 23.1, 24.9,
21.7, 20.1

22.0 - 4.59 23-9, 25.1, 22.2,
21.0, 25.4

23.52

C FH 65.21, 60.73, 57.26,
57.04, 59.06

59.86 61.43, 62.85, 60.48,
60.85, 61.34

61.72, + 3.1 54.28, 51.6, 55.18,
53.62, 52.5

53.75

ICO 30.34, 28.73, 30.02,
30.73, 26.12

29.19 31.39, 29.9, 28.99,
27.07, 31.9

30. 2 + 3.4 28.59, 27.13, 26.36,
27.19, 28.13

27.89

ISV 27.9, 28.4, 31.5,
32.3, 26.5

29.3 30.7, 28.5, 28.8,
26.7, 31.2

29.36 + 0. 2 31.6, 31.5, 28.7,
30.4, 32.1

31.15

D FH 70.19, 64.59, 72.01,
83.38, 72.01

72.43 81.75, 83.58, 84.04,
81.75, 80.65

82.35 +13.6 68.23, 72.51, 74.31,
80.48, 69.49

73.0

ICO 24.22, 25.04, 28.46,
29.8, 26.28

26.76 33.18, 34.06, 34.81,
34.68, 34.22

34.19 +27.7 27.5, 26.55, 29.53,
26.78, 26.14

27.3

ISV 20.7, 23.3, 23.7,
21.4, 21.9

22.2 24.4, 24.5, 24.8,
25.4, 25.5

24.9 +12.0 24.2, 22.0, 23.8,
20.0, 22.6

22.5
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Table 6.17b continued overleaf

/ Subject
/ code

r
/ Recumbency - 45° tilt

change
Recumbency

Mean Mean Mean

* FH 84.1, 95.03, 82.15,
91.45, 77.34

86.01 79.29, 81.74, 81.74,
83.14, 76.18

80.41 - 6.5 76.1, 67.98, 69.27,
70.94, 70.6

70.97

ICO 31.97, 25.34, 28.65,
29.75, 25.34

28.21 25.01, 27.56, 30.9,
29.88, 28.62

28. 39 + 0.63 20.69, 21.42, 19.96,
21.13, 20.53

20.74

ISV 22.8, 16, 20.9,
19.5, 19.7

19.78 18.9, 20.2, 22.7,
21.6, 22.5

21.18 + 7.0 16.3, 18.9, 17.3,
17.9, 17.4

17.56

B FH 75.33, 81.98, 75.89,
76.46, 73.7

76.67 75.34, 73.72, 72.74 73.93 - 3.5 74.53, 70.76, 71.09,
66.19, 62.31

68.97

ICO 27.65, 30.55, 35.11,
32.11, 30.68

31.22 30.95, 32.13, 29.6 30.89 - 1.05 28.36, 27.11, 26.64,
27.84, 33.04

28.6

ISV 22, 22.4, 27.8,
25.2, 25

24.48 24.6, 26.2, 24.4 25.06 + 2.3 2218, 23, 22.5,
25.3, 31.8

25.08

C FH 57.2, 54.12, 60.28,
60.52, 58.07

58.03 64.27, 64.27, 62.02,
65.82, 66.84

64.73 + 11.5 52.87, 52.87, 53.16
56.04, 57.76

54.54

ICO 33.27, 32.82, 34.2,
35.33, 30.75

33.27 31.84, 33.2, 33.7,
36.58, 35.11

34.08 + 2.4 29.79, 30.6, 32.54
33.86, 32.19

31.79

ISV 34.9, 36.4, 34, 35,
31.8

34.42 29.7, 31, 32.6,
33.3, 31.5

31.62 - 8.1 33.8, 34.7, 36.7,
36.3, 33.4

34.98

D FH 71.29, 73.01, 76.25,
74.37, 65.62

72. 1 88.53, 86.49, 86,
89.58, 84.08

86.93 + 20.0 78.9, 80.16, 86.59,
80.8, 77.29

80.74

ICO 26.38, 25.35, 27.89,
24.28, 23.31

25.44 33.34, 33.17, 31.45,
34.95, 30.84

32.75 + 28.7 29.1, 27.72, 27.28,
27.04, 22.84

26.79

ISV 22.2, 20.8, 21.9,
19.6, 21.3

21.16 22.6, 23, 21.9,
23.4, 22

22.58 + 6.7 22.1, 20.7, 18.9,
20.1, 17.7

19.9



Subject 
code

Recumbency - 45° tilt %
change

Recumbency

Mean Mean Mean

E FH 78.04, 76.46, 76.27,
78.04, 79.06

77.57 79.01, 81.56, 81.78,
83.82, 78.39

80.91 + 4.3 72.32, 76.9, 72.14,
67.48, 70.14

71.79

ICO 33.96, 30.58, 28.69,
29.92, 33.04

31.23 38.92, 36.54, 32.67,
31.85, 27.96

33. 58 + 7.5 34.51, 27.59, 26.27,
27.79, 29.73

29.17

ISV 26.1, 24, 22.6, 23,
25.1

24.16 29.6, 26.9, 24, 22.8,
21.4

24.94 + 3.2 28.6, 21.5, 21.8,
24.7, 25.4

24.4

G FH 65.16, 66.77, 69.1,
67.22, 62.69

66.18 73.27, 77.66, 79.57,
80.65, 73.68

76. 96 + 16.2 69.65, 73.24, 71.48,
65.81, 66.7

69.37

ICO 26.5, 27.63, 25.46
28.01, 26.61

26.84 27.84, 27.95, 29.24,
30.12, 27.15

28.46 + 6.0 28.3, 30.65, 29.42,
27.52, 27.44

28.66

ISV 24.4, 24.8, 22.1,
25, 25.5

24.36 22.8, 21.6, 22,
22.4, 22.1

22.18 - 8.9 24'. 4, 25.1, 24.7,
25.1, 24.7

24.8

K FH 52.33, 47.9, 54.53, 
. 52.28, 60.04

53.01 43.36, 50.3, 44.68,
46.38, 50.97

45.72 - 13.7 45.3, 49.37. 51.37,
52.8, 50.18

48.11

ICO 19.5, 21.39, 19.27,
21.56, 23.82

20.5 21.29, 21.82, 20.33
20.33, 22.92, 21.8

21.5 + 4.8 20.8, 20.32, 23.01
20.73, 24.47

21.46

ISV

____

22.4, 26.8, 21.2,
24.7, 23.8

23.25 29.5, 26, 27.3,
29.6, 25.7

28. 35 + 21.9 27.6, 24.7, 26.9
23.6, 29.3

26.85

Table 6.17b Values of heart rate and indices of cardiac output and stroke volume obtained before the tilt, in the
inclined position and in the restored horizontal position. Five sample values from consecutive heart
beats are listed, together with the mean of these five values in each case. The percentage change in
each variable in the inclined position as compared to the pre-stimulus horizontal state is also given
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Table 6.17c continued overleaf

/ Subject
/ code

1 Recumbency / - 60° tilt n

change
Recumbency

Mean Mean Mean

A FH 73.1, 69.07, 74.89,
71.77, 74.29

72.62 73.6, 67.17, 71.97,
73.6, 71.97

71.66 - 1.3 68.41, 75.46, 80.22,
71.76, 73.02

73.77

ICO 24.39, 24.3,
30.4, 24.25, 26.5

25.9 27.72, 20.71, 24.9,
24.69, 30.35

25.67 - 0.88 23.84, 21.42, 20.91,
22.73, 20.56

21.89

ISV 20, 21.1, 24.4,
20.3, 21.4

21.4 22.6, 18.5, 20.3,
20.1, 25.3

21.46 + 0. 28 20.9, 17, 15.6,
19, 16.9

17.88

B FH 68.04, 75.26, 74.89,
71.05, 67.58

71.36 74.74, 68.36, 76.62,
70.25, 72.09

72.41 + 1.47 71.29, 67.64, 65.75
66.9, 67.2

67.75

ICO 28.47, 25.28, 24.36,
28.34, 26.22

26.5 33.06, 28.95, 29.38,
29.74, 28.78

29.98 + 13.00 28.66, 26.7, 27.03,
26.35, 26.47

27.04

ISV 25.1, 20.2, 19.5,
23.9, 23.3

22.4 26.5, 25.4, 23,
25.4, 24

24.86 + 10.9 24*.l, 23.7, 24.7,
23.6, 23.6

23.94

C FH 51.36, 53.15, 54.4,
54.47, 56.89 '

54.1 70.65, 71.81, 64.12,
64.96, 58.46

66.00 + 21.9 53.51, 54.49, 56.72,
57.58, 51.8

54.82

ICO 30.49, 29.79, 34.2,
33.09, 33.17

32.15 37.06, 37.72, 34.62,
34.56, 30.12

34.82 + 8.3 31.2, 31.41, 30.36,
30.86, 30.29

30.82

ISV 35.6, 33.6, 37.7,
36.5, 35

35.68 31.5, 31.5, 32.4,
31.9, 30.9

31.64 - 11.3 35, 34.6, 32.1,
32.2, 35.1

33.8

D FH 77, 77.8, 84.7,
79.7, 75.4

78.2 55.54, 76.01, 79.2,
81.79, 83.84

75.28 - 3.7 78.18, 80.27, 67.01,
69.65, 68.07

72.63

ICO 35.3, 37.5, 33.3,
36.0, 35.0

35.8 11.71, 17.02, 14.94,
12.77, 14.52

14.19 - 60.0 21.45, 25.4, 22.38
27.56, 29.23

25.2

ISV 27.3, 26.5, 23.6,
27.1, 27.9

26.6 12.7, 13.4, 11.3,
9.4, 10.4

11.4 - 57.0 16.5, 19, 20,
23.7, 25.8

21.00
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/ Subject
I code

T~
i Recumbency - 60° tilt

—
% Recumbency

Mean Mean change Mean

E FH 75.3, 76.05, 75.67,
78.4, 77.01

76.49 76.97, 71.55, 76.97,
79.58, 74.89

75. 99 - 0.65 72.92, 73.45, 74.52,
72.23, 73.09

73.24

ICO 27.96, 28.73, 30.63,
30.13, 31.59

29.8 30.29, 31.82, 29.39,
30.68, 28.54

30.24 + 1.4 33.17, 26.81, 31.61,
31.17, 32.94

31.14

ISV 22.3, 22.7, 24.3,
23.1, 24.6

23.4 23.6, 26.7, 23.3,
23.1, 22.9

23.92 + 2.2 27.3, 21.9, 25.5,
25.9, 27

25.52

G FH 74.31, 70.16, 73.76,
74.12, 72.87

73.0 68.52, 72.25,
69.61, 69.3, 76.59

71.25 - 2.3 No signal

ICO 22.02, 27.83, 26.81,
29.66, 31.02

27 .46 25.32, 23.16, 26,8,
28.5, 28.48

26. 4 - 3. 8

ISV 17.8, 23.8, 21.8,
24, 25.5

22.58 22.2, 19.2, 23.2,
24.7, 22.3

22.3 — 1.15 *

K FH 43.3, 45.17, 43.3,
63.2, 40.05

47.0 44.87, 42.64, 45.33,
48.05, 43.38

44.89 - 4.48 46.66, 48.94, 46.68,
48.54, 49.82

48.13

ICO 15.94, 18.11, 16.07,
33.34, 14.35

19. 56 18.24, 22.61, 19.9,
19.71, 21.39

20. 37 + 4.1 20.63, 20.81, 20.5,
23.29, 22.79

21.6

ISV 22.1, 24.1, 22.3,
31.6, 21.5

24.3 24.4, 31.8, 26.2,
24.6, 29.6

27.32 + 12.4 26.5, 25.5, 26.4,
28.8, 27.4

26.92

Table 6.17c Values of heart rate and indices of cardiac output and stroke volume obtained before the tilt, in the 
inclined position and in the restored horizontal position. Five sample values from consecutive heart 
beats are listed, together with the mean of these five values in each case. The percentage change in 
each variable in the inclined position as compared to the pre-stimulus horizontal state is also given
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Ficiure 6.32a Raw data obtained from subject A for the 
------------ ’ „ o 

three variables as indicated during a 20 
head-down tilt. The vertical lines indicate 
the times at which the tilt to the inclined 
position and the return to the horizontal 
began.
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Beat No.

Figure 6.32b Filtered form of the data depicted in
Figure 6.32a obtained using a recursive 
averaging filter.
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Fiqure G.3 3a Raw data obtained from subject A for the
1 r- °three- variables as indicated during a 45 

head-down tilt. The vertical lines indicate 
the- times, at which the tilt to the inclined 
position and the return to the horizontal 
beqan.
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Figure 6.33b Filtered form of the data depicted in
Figure 6.33a obtained using a recursive 
averaging filter.
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Beat No.

Figure 6.34a Raw data obtained from subject A for the 
three variables as indicated during a GO 
head-down tilt. The vertical lines indicate 
the times at which the tilt to the inclined 
position and the return to the horizontal 
began.
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Figure 6.34b Filtered form of the data depicted in 
Figure 6.34a obtained using a recursive 
averaging filter.
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Figure 6.35a Raw data obtained from subject B for the 
three variables as indicated during a 20 
head-down tilt. The vertical lines indicate 
the times at which the tilt to the inclined 
position and the return to the horizontal 
began.
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Figure 6.35b Filtered form of the data depicted in
Figure 6.35a obtained using a recursive 
averaging filter.
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Figure 6.36a Raw data obtained from subject E for the 
three variables as indicated during a 60 
head-down tilt. The vertical lines indicate 
the times at which the tilt to the inclined 
position and the return to the horizontal 
began.
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Beat NO.

Figure 6.36b Filtered form of the data depicted in
Figure 6.36a obtained using a recursive 

averaging filter.
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Figure 6.37a Raw data obtained from subject G for the 
three variables as indicated during a 45 
head-down tilt. The vertical lines indicate 
the times at which the tilt to the inclined 
position and the return to the horizontal 
began.
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Figure 6,37b Filtered form of the data depicted in
Figure 6.37a obtained using a recursive 
averaaing filter.
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Ficiure 6.38a Raw data obtained from subject G for the 
three variables as indicated during a 60 
head-down tilt. The vertical lines indicate 
the times at which the tilt to the inclined 
position and the return to the horizontal 
began.
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Figure 6.38b Filtered form of the data depicted in 
Figure 6.38a obtained using a recursive 
averaging filter.
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Figure 6.39a Raw data obtained from subject K for the------------ , . o 
three variables as indicated during a 60 
head-down tilt. The vertical lines indicate 
the times at which the tilt to the inclined 
position and the return to the horizontal 
began.
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Figure? 6.39b Filtered form of the data depicted in
Figure 6.39a obtained using a recursive 

averaging filter.
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(a)

1 Parameter values
Variable

1 Recumbency
pre-stimulus

! - 20 tilt
post-stimulus % change

Recumbency after 
removal of stimulus

Nominal value FH 72.8 70. 0 - 3.8 75.4
+15% change 70.0 62.2 - 11.1 67.0
- 15% change 81.0 75.6 - 6.6 82.2

Nominal value CO 84.4 89.0 + 5.4 84.4
+ 15% change 88.0 93.9 + 6.7 88.9
- 15% change 78.8 83.9 + 6.4 78.8

Nominal value SV 69.2 78.6 + 13.5 69.2
+ 15% change 74.6 90.4 4“ 21.1 79.0
- 15% change 58.6 66.6 + 13.6 57.4

1
9
8 (b)

Parameter values Variable Recumbency 
pre-stimulus

- 45 tilt 
post-stimulus % change

Recumbency after 
removal of stimulus

Nominal value FH 72.8 65.8 — 9.6 73.4
+ 15% change 70. 0 60.0 - 14.2 67.8
- 15% change 81.0 74.0 - 8.6 82.4

Nominal value CO 84.4 91.0 + 7.8 85.0
+ 15% change 88.0 96.2 + 9. 3 89.0
- 15% change 78.9 84.6 + 7.2 79.2

Nominal value SV 69.4 82.6 + 19.0 69.4
+ 15% change 74.9 96.0 + 28.0 79.0
- 15% change 58.8 68.4 + 16.3 57.8

Table 6.18 continued overleaf



Table 6.18 Model responses to (a) 20°, (b) 45°, and (c) 60° head-down tilts. Values of heart rate, cardiac output 

and stroke volume are given first with all parameters set at their nominal values and then with the ten 
critical parameters (as defined in Chapter 7) changed by + 15% and - 15%, respectively.

1 Parameter values
Variable

I Recumbency
pre-stimulus

i - 60 tilt
post-stimulus

% change
Recumbency after 

removal of stimulus

Nominal value FH 72.8 65.8 - 9.6 73.0
+ 15% change 70. 0 59.9 - 14.4 67.0
- 15% change 81.0 74.0 - 8.6 81.0

Nominal value CO 84.6 90.6 + 7.0 84.6
+ 15% change 88.0 96.0 + 9.0 89.0
- 15% change 78.8 83.8 + 6.3 79.9

Nominal value SV 69.6 82.8 + 18.9 69.6
+ 15% change 74.4 96.6 + 29.8 79.2
- 15% change 58.6 67.6 + 15.3 58.4
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Table 6.19 The correlation coefficient for head-down tilts for heart rate and indices of cardiac 
output and stroke volume for six subjects, and the heart rate, cardiac output and 
stroke volume for the model.

Correlation coefficient for head down

FH ICO ISV

A - 0.924 - 0.907 - 0.911

B - 0.937 - 0.953 ' - 0.947

C - 0.939 - 0.949 - 0.941

D - 0.917 - 0.784 - 0.797

E - 0.985 - 0.981 - 0.986

G - 0.983 - 0.983 - 0.99

Model - 0.919 - 0.932 - 0.937



the tilting rate being 6^ per second. The experimental situation is 

shown in Figure 6.14b.

In Tables 6.17a-c, values of heart rate and indices of cardiac 

output and stroke volume are listed, these being obtained before and 

after the tilts of 20°, 45° and 60°, respectively. Also shown are the 

percentage changes in mean post-stimulus values as compared to the 

mean pre-stimulus values.

Corresponding simulations of the model were performed for each 

degree of tilt. The model was run' first with all parameters set at 

their nominal values and then with ten critical parameters first 

increased by 15% and then decreased by 15%.

In Figures 6.32 - 6.39 both raw and filtered (by recursive 

averaging) data are presented, paralleling the presentation of head-up 

data described in Section 6.5.1.2.1. Those data shown in Figures 

6.32 - 6.34 correspond to subject A during head-down tilts of 20°, 

45° and 60°, respectively. Raw and filtered data for subjects B, E, 

G (45° and 60°) and K are shown in Figures 6.35 - 6.39.

Returning to the summaries of these data which are presented in 

Figures 6.22 - 6.27, it is clear that different patterns of response 

c^n be observed in these head-down tilts. Some of the normal volunteers 

exhibit an increase in heart rate and indices of stroke volume and 

cardiac output whilst others exhibit a decrease. Examining the responses 

°f the model, including allowable changes in the values of the critical 

Parameters, only a single mode of response can be reproduced, namely a 

decrease in heart rate and increase in both stroke volume and cardiac 

Output, as shown in Table 6.18. Values of correlation coefficients 

both for the normal subjects and for the model are presented in Table 

6.19.

■§zj«2.1.2 Data from Wilkins et al (1950)

The second set of experimental data is taken from the responses 

of four subjects to 75° head-down tilting, as described by Wilkins et 

al (1950). These data, for heart rate, stroke volume and cardiac out-

put are presented in Table 6.20.

Simulation of the 19-segment model for the corresponding pertur- 

b^tion resulted in the responses shown in Figure 6.40 for aortic 

Pressure and heart rate. In the model the heart rate decreased after 
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the tilting and remained stably at the new level. In the data of 

Wilkins et al, however, the heart rate decreases for a period of 

approximately 15 seconds, followed by a return towards (occasionally 

reaching) the original resting level, as shown in Figures 6.31 and 

6.40. Table 6.21 summarises the post-stimulus changes exhibited by 

the model for the variables heart rate, stroke volume, cardiac output 

and mean arterial pressure.

6.5.2.1.3 90° head-down tilt

o
The simulation by the 19-segment model of a sudden 90 head-down 

tilt, as described by Pullen (1976), is shown in Figure 6.30. Blood 

pressure initially rises followed by a return almost to the normal 

level since the rise in blood pressure is limited by reflex of the 

Peripheral vasodilatation, bradycardia, venodilatation and negative 

inotropy. In the case of the heart rate, the model exhibits a sudden 

decrease in heart rate, lasting for approximately 5 seconds. A rise 

is then observed which is then followed by a slight decrease until 

the end of the tilt, this decrease being approximately 10%.

In terms of cardiac output, the model indicates a 6% rise which
o 

!s little different from the increase observed when simulating a 75 

head-down tilt, as described in the previous section. In both cases, 

however, the figure was substantially less than the increases observed 

in the four subjects of the study of Wilkins et al (1950) (range 

25.6 - 37.5%), as presented in Table 6.20. In part, this discrepancy 

is a direct mirror of the discrepancy in the change in stroke volume. 

The model responses (both 75 and 90 head-down tilts) result in 

increases of approximately 16%, whilst the data indicate increases 

ranging from 27 to 79%.

Differences between the data of Wilkins et al (1950) and the model 

responses to 75° and 90° head-down tilt, with respect to heart rate and 

arterial pressure, may be due to the fact that the stroke volume and 

cardiac output in the model increase very little, as indicated in 

Tables 6.20 and 6.21.

£JLl?.1.4 Comparison of results

In Table 6.22 the comparison between the empirical data, those 

°f Wilkins et al (1950) and the model responses is shown for different 

Agrees of tilt.
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Table 6.20 The effect of 75°head-down tilt on heart rate, stroke volume and cardiac output for normal subjects 

(Wilkins et al, 1950).

1
Subject

Recumbent 75° head down

Heart rate 
(bpm)

Stroke 
volume
(ml)

Cardiac 
output 
(ml/sec)

Heart rate 
(bpm) %

Stroke 
volume
(ml) %

Cardiac 
output 
(ml/sec) % change

M.D. 85 37 53.3 87 + 2.3 50 + 35 71.6 + 34.3

F.G. 91 43 66.6 71 -21 77 + 79 91.6 + 37.5

W.T. 69 61 69.97 66 - 4.3 84 + 37 93.29 + 33.3

G.S. 76 51 64.97 76 0 65 + 27 81. 63 + 25.6

Table 6.21 The percentage change in heart rate, stroke volume, cardiac output and mean arterial pressure in the model 
from pre- to post-stimulus 75° head-down tilt.

Variables Pre-stimulus Post-stimulus
75° head down

% change

Heart rate (bpm) 72.9 65.69 - 9.8

Stroke volume (ml) 69.6 82.58 + 18.6

Cardiac output (ml s ■*■) 84.6 90.41 + 6.8

Mean arterial pressure 
(torr)

109.1 110.7 + 1.4
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Figure 6.40 Model response to 75° head-down tilt, started at

t = 10 s, and returned to recumbency 0 at t = 110 s.
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Table 6.22 Comparison of the range of percentage change in the three variables for different degrees of head-down tilt.

% change in heart rate from 
supine to the tilt position

% change in (index of) cardiac 
output

% change in (index of) stroke 
volume

-20° -45° -60° -20° -45° -60° -20° -45° -60°

Empirical 
data
(Northwick
Park)

+(3.1 -
13.6)

-(2.98 -
6. 3)

+(4.3 -
20)

-(3.5 -
13.7)

+(1.47 -
21.9)

-(0.65 -
4.48)

+(3.4 -
27.7)

-(4.86 -
10. 5)

+(0.63 -
28.7)

-1.05

+(1.4 -
13)

-(0.88 -
60)

+(0.2 -
12)

-(1.2 -
4. 59)

+(2.3 -
21.9)

-(8.1 -
8.9)

+(0.28 -
12.4)

- (1.15 -
57)

Model 
response

-3.8 -9.6 -9.6 +5.4 +7.8 +7 +13.5 +19 +18.9

Data 
from
Wilkins 
et al 
1950

(to -75°)

+ (2.3) , -(4.3 - 21) +(25.6 - 37.5) * +(27 - 79)



One feature common to the empirical results obtained at Northwick 

Park and the data of Wilkins et al (1950) is the two distinct patterns 

of heart rate response which are observed. In some subjects there is 

an increase in this variable, whilst others exhibit a decrease. It 

should be noted, however, that the increase in heart rate in the one 

subject of the Wilkins et al data is only 2.3% which could possibly 

be attributed to the inherent variability of this variable. Neverthe-

less it is clear that further investigation is required, since the 

changes seen in the subjects who took part in the Northwick Park study 

were greater than could be accounted for in terms of variability alone.

It should be noted, however, that the experimental procedure is 

such that it is very difficult to ensure that all the subjects are 

deceiving similar stresses and stimuli. Thus it is possible, for 

rnstance, that differences between individuals in the time taken for 

a steady state to be re-established, in either recumbent or tilted 

Position, may have given rise to apparent differences in physiological 

response.

Study of a Trained Athlete

In the data presented in the previous section, it was observed 

that subject K exhibited low values of heart rate and indices of 

Cardiac output and stroke volume. This can be seen in Table 6.12 

(a and c) for 20° and 45° head-up tilt and in Table 6.17 (b and c) for 

45° o
^d 60 head-down tilts. These low values were to be expected 

since it had been discovered that this subject was a trained (marathon) 

runner. Given that the responses of such a subject are significantly 

different from those of a normal population (as evidenced by the responses 

the other subjects tested), there is the need to examine, critically, 

nature of these differences.

6 R
—:1 The physiology

In general, athletes tend to have slower heart rates, larger blood 

v°lumes, higher ventricular filling pressures, larger ventricular 

dimensions and larger stroke volumes than sedentaty individuals when 

Xamined in equally relaxed and recumbent states (Rushmer, 1976). In 

^hletes, the myocardium is more developed, as are other muscles. Iso- 

metr iic muscle contraction will lead to an increase in the size of cardiac 

u,acie fibres as well as the specific skeletal muscles, and the size of 
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the chambers is a,lso increased to a greater extent than the thickness 

of the walls (Williams, 1962).

More specific information has been provided by Tunstall-Pedoe 

(1983). He has stated that the athlete's heart is physiologically 

larger with an above-normal stroke volume, which at rest, therefore, 

can beat much more slowly than average and still maintain an adequate 

resting cardiac output - a condition known as athlete's bradycardia.

This bradycardia has recently been found to be either partly an 

intrinsic property of the size of the heart or, as is more likely, 

due to the athlete's heart being less sensitive to the normal sympathetic 

chronotropic bombardment. Tunstall-Pedoe also reported an increase 

m left ventricular wall thickness as well as increases in diastolic 

volume and total left ventricular mass in endurance athletes (such 

us marathon runners).

Some clinicians have indicated that the blood volume of an athlete 

might be 30 - 40% greater than that of a corresponding normal subject, 

this enlargement being for the required athletic work. Such changes 

can bring about a 50% increase in stroke volume (Williams, 1962). As 

stroke volume increases, pulse rate drops, as seen in subject K or as 

xudicated in his paper by Williams, where the resting pulse rate was 

seen to be 60 beats per minute or commonly less. Williams also indi-

cated that variations in the resting heart rate between individual 

athletes could be attributed in part to sinus arrhythmia.

The data presented in Table 6.23 show that the type of exercise 

undertaken has an important bearing on the degree of bradycardia 

attained (Grande et al, 1965). Table 6.24 shows that the heart volume 

long-distance runners is increased by less than 20%, although it 

should be noted that the values given are not related to body size 

(Grande et al, 1965).

.2 Model simulation

In order to test possible mechanisms underlying the differences 

ln response seen in subject K, a number of model simulations were 

carried out in which parameters were set at non-normal values, repre- 

Senting the various hypotheses under test.

The first hypothesis tested was that the difference in the short- 

term studies was attributable to an increase in blood volume in the 

ahhlete.
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Table 6.23 The resting heart rate in trained sportsmen (Grande et al, 
1965). (American Physiological Society)

Sport
Subject 

No.
Mean heart 
rate/min

SD

Various sports 198 50 *

Middle-distance runners 16 63 11.8

Long-distance runners 15 61 16.1

Marathon runners 28 57 7.3

Various sports (well trained) 107 50 5.6

Long-distance runners (very
well trained) 10 43 4.8

Light sports 47 61 12.1

* The published data do not allow computation of the SD.

Table 6.24 Heart volume estimated from areas of heart shadow in two 

Teleoroentgenograms taken of the thorax at 90° angle 
(Grande et al, 1965).

Mean volume
Subject No. and activity

—Tl- -— (ml)
Range

67 normals 790 490 - 1080

86 swimmers, football players,
tennis players 876 605 - 1130

66 skiers, rowers, long-distance

runners, swimmers 923 645 - 1180
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Table 6.25 represents the responses of the 19-segment model with 

a 4o% increa.se in the blood volume of the cardiovascular system. 

Heart rate falls by 20% from its steady state yalue with an increase 

in stroke volume of 74% and cardiac output by 39%, as shown in the 

table. The aortic pressure, however, is higher than would be expected 

clinically.

The second hypothesis to be examined was that of a decrease in the 

arterial c >mpliance. The effects of a 30% change in this parameter on 

the main variables are shown in Table 6.26. The results shown here are 

generally, in a qualitative sense, what would be expected by a clinician, 

as were the majority of the results shown in Table 6.25 (Tunstall-Pedoe, 

1983). The value of aortic pressure is less with this assumption of 

decreased compliance than it was with increased volume. The changes 

tn stroke volume and cardiac output are less with this second assumption, 

markedly so in the case of stroke volume (15% as opposed to 74%).

Having examined the effects of these two hypotheses individually, 

simulations were then carried out with various combinations of increase 

lri blood volume and decrease of compliance. The principal results are 

Presented in Tables 6.27 - 6.31.

Table 6.27 shows the changes in the main variables (mean arterial 

Pressure, stroke volume, cardiac output, heart rate, systolic and dia- 

stolic pressure) due to an increase in the total cardiovascular system 

v°lume by 40% and a decrease in the compliance, first for both arterial 

end venous segments, and secondly only for the arterial segments. For 

these two cases, the heart rate decreased by 33% and 32%, respectively, 

but the systolic pressure rose sharply by 35% and 32%, respectively, 

^Ue to an increase in stroke volume by 111% and 100%, respectively. 

^9ain, the aortic pressure is unacceptably high.

Next, the effects of decreasing the arterial compliance by 30% 

are considered, together with increasing volume, first increasing the 

v°lume of all the arteries and veins by 20%, and secondly by increasing 

°nty the volume of the heart chambers by 20%. The results are shown 

in Table 6.28.

For these two cases, stroke volume increased by 63% and 27%, 

esPectively, ca,using a drop in the heart rate by 26% and 18%, res-

pectively, as compared to the steady sta,te values. On the other hand, 

the
systolic pressures increased by 21% and 10%, respectively.
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Table 6,25 The effect of changing the blood volume on the aortic 

pressure, stroke volume, cardiac output and heart rate.

Variable + 40% change in the blood volume of all the 
cardiovascular system

MAP 125.1

SV 120.9

CO 117.5

FH 58.27

PMAX 154.5

PMIN 95.71
1

Zable 6.26 The effects of a decrease in arterial compliance by 30% 

on the main variables.

Variable - 30% change in arterial compliance

MAP 109.7

SV 80.23

CO 84.06

FH 62.86

PMAX 138.7

PMIN 81.4

Variable

+ 40% change in the blood volume of all the 
vascular system and the heart chamber with

- 30% change in arterial 
and venous compliance

- 30% change in the 
arterial compliance

MAP 128.6 126.5

SV 147.1 139. 3

CO 119.3 115.5

FH 48.6 49.78

PMAX 177.1 172.5

PMIN 81.6 81.5

^able 6.27 The model responses following decrease of arterial and

venous compliance first, and decrease of arterial compliance
alone.
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Table 6.28 The effects of increasing the volume of the cardio-
vascular system, or the heart chamber only, decreasing 
the arterial compliance by 30%.

Variable

- 30% change in the arterial compliance with
+ 20% change in blood 
volume of the cardio-

vascular system

+ 20% change in volume 
of the heart chamber

MAP 120.8 113.2

SV 114.0 88.23

CO 102.4 88.27

FH 53.8 60.0

PMAX 159.0 144.3

PMIN 82.38 82.4

Variable (1)

(2)

+ 30% change of the heart chamber volume

- 30% change of the arterial compliance
P,_ = 1.0 P _ = 68.0
139 137

MAP 113.5 103.8

SV 94.5 76.8

CO 87.3 83.9

FH 55. 39 65.55

PMAX 146.3 131.6

PMIN 80.7 76.87

3^ble 6.29 The model responses after increasing the volume of the 

heart chamber by 30% and decreasing arterial compliance 
by 30% with given different values to the parameters 
[p(137)= 80.0 = Kig threshold constant in neural control, 

and P (L39) = 1.5 = K, . constant in neural control).
14 J
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Table 6. 3Q The model responses after increasing the heart chamber volume by 30%, decreasing the arterial compliance 
by 50%, and also by changing the nominal values of P(137) and p (13and by decreasing the elastance by 30%.

/ Variable (1) + 30% change in the heart chamber volume

(2) - 50% change in arterial compliance (with another change in)

P.(137 = 70.0 P(137)= 70.0 P (137) = 68.0 P(139) = 2.0 P(137) = 68.0

P(139)= 1.3 P(139)= 1.3 P(139)= 1.3

All (a) = -30%

MAP 112.2 104.8 104.9 103. 3 112.1 102.1

SV 94.9 85.75 87.9 85.9 90.0 83.72

CO 86.06 82.75 82.38 81.69 86. 8 80.63

FH 54.37 57.9 56.2 57.05 57.34 57.78

PMAX 153.9 142.7 143.6 141. 2 152.0 139.1

PMIN 71.6 68.7 67.3 66.62 73.05 66.17



Table 6.31 The model responses after 30% increase in the heart 
chamber volume, 30% decrease in the arterial compliance 
and also changing all the elastance by - 30% and both 
p(137) = 68 and P(139) = 1.3.

Variable
(1) + 30% change of the heart chamber volume

(2) - 30% change of the arterial compliance

MAP

SV

CO

FH

PMAX

PMIN

P(137) = 68, P(139) = 1.3

All (a) change by - 30%

101.9

80.9

' 80.82

59.9

136.2

68.9
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Although the patterns of blood pressure shown in both these cases 

are less extreme than those shown in Table 6.27, there is still uncer-

tainty as to whether blood pressure patterns exhibited by athletes are 

in any way abnormal, and hence it is difficult to make judgement between 

the results shown in Table 6.28.

Other degrees of change in blood volume and compliance were then 

investigated in order to examine ways in which the rise in pressure 

might be reduced, whilst at the same time preserving the athlete's 

bradycardia.

Table 6.29 shows the model responses following an increase in 

heart volume by 30% and decrease in the arterial compliance by 30%, 

together with examining the effect of changing the nominal values of 

two of the parameters defining neural control. The two were P(137), 

which is one of the ten critical parameters, and P(139). Both of these 

have an effect upon pressure and heart rate, as can be seen from the 

results of the sensitivity analysis described in Chapter 7.

From the results presented it can be seen that the effect of 

changing P(137) from its nominal value of 80 to 68, whilst keeping 

P(139) at its nominal value, gives a realistic pressure with a 10% increase 

in stroke volume and a 1% decrease in cardiac output. With P(137) kept 

at its nominal values and P(139) reduced from 1.5 to 1.0, however, the 

systolic pressure is still clinically high, but, again, it is not clear 

as to whether such a change might occur in an athlete.

In Table 6.30, results are presented corresponding to the assump-

tion that the arterial compliance is decreased by 50%, whilst retaining 

the 30% increase in heart chamber volume, together with various com-

binations of value of P(137) and P(139). Again, the problem arises of 

lnterpretation of the values of pressure obtained, given the inadequate 

understanding of the underlying physiology.

Also examined is the effect of decreasing all the elastances by 

30%. The resugts in this case are shown in the final column of Table

30.

The final case examined involved a 30% increase in heart chamber 

v°lume, 30% decrease in arterial compliance and 30% decrease in elastance. 

The results are presented in Table 6.31.

In Figure 6.41, a comparison is given between the data obtained 

fnom the tilt experiments on subject K and the model responses as a
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Figure 6.41 Comparison between the response of subject
K (--- ) to 20° head-up tilt and 45° and 60

head-down tilt, and the results of two hypotheses:
(a) (---- ) the model response with change (+30%
in the volume of the heart chamber, -30% in the 
arterial compliance, and P(137) = 68.0);
(b) (—x-x) the model response with change (+30% 
volume of the heart chamber, -50% of the
arterial compliance and P(139) = 1.3, P(137) = 70.0).
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result of including, in turn, two hypotheses describing the 

difference between an athlete and a normal subject. The first 

involved a 30% increase in the volume of the heart chambers and 

a decrease in the arterial compliance by 30% with the neural 

control parameter P(137) set at a value of 68.0. The second 

again involved an increase in the heart volume by 30%, but this 

time in conjunction with a decrease in the arterial compliance 

of 50% with the neural control parameters P(139) and P(137) set 

to 1.3 and 70.0, respectively.

As can be seen from Figure 6.41, the results of applying 

these two hypotheses in the tilt experiments still leads to 

patterns of heart rate which are higher than in the response 

from subject K.

Nevertheless, these model responses do exhibit a signifi-

cant reduction in heart rate when compared to the original 

roodel response as shown in Figure 6.22. Furthermore, on the 

evidence of the information provided in Table 6. 23, the heart 

rate responses with the second hypothesis are well within the 

range of heart rate given for comparable athletes (43 - 61 beats 

Per minute), although this simulation does result in a low value 

°f diastolic pressure.

In order to make further assessment of the model behaviour 

ln seeking to explain differences between normal subjects and 

athletes, there is the need for information on many more of the

keY physiological variables. Some limited results have been 

°btained from a study carried out at St. Bartholomew’s Hospital 

by Dr. Tunstall Pedoe and his colleagues in the Department of

Cardiology. These results were obtained from three subjects 

wbo underwent the tilt experiments described earlier (subjects 
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Dr G and K), one of these, subject K, being the athlete. Table

6.32 presents the results of echocardiographic measurement, 

blood volume and chest X-ray measurements of transverse cardiac 

diameter/transverse chest diameter. The results for subjects 

D and G were mostly within normal limits. For subject K (the 

athlete), however, some of the echocardiographic measurements 

and blood volumes were above normal limits, the echo stroke 

volume being 107.8 ml while the normal range is 55 - 95 ml 

(see Figure 6.42 - Tunstall Pedoe (1984)).

Further data are still needed, however, in order to

proceed further with the process of model validation . Never-

theless, the hypotheses which have been tested appear, at least 

ln part, to characterise the observed differences between the 

two groups of subjects.

DRUG EFFECTS

In Section 3.4, a brief presentation of the pharmacokinetic 

Hiodel was given. This included representations of the injection, 

transport and action of a single drug. In this section an 

examination is carried out into the validity of the cardiovascular 

wodel in relation to its ability to describe and predict the 

dynamic effects observed following injection of drugs whose short-

term action is upon specific components of the cardiovascular 

sYstem.

Again as in other aspects of model validation, considerable diffi-

culties were encountered in obtaining suitable experimental data. Much 

the assessment of model validity had therefore to be based upon
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(b)

L ; D
- 1

1
CXR 0.135/0.29 m 0.12/0.29 m 0.12/0.30 m
ECG Normal Partial RBBB Normal

Longest R-R 1.2 s 0. 64 s 0.88 s

Blood volume 5.261 ml 4.480 ml 5.558 ml

Weight (kg) 57.2 72.6 66.0
Blood volume/kg 92.0 72.6 84.2

2
1
9

Table 6.32 Results of blood volume, chest X-ray and the echocardiographic measurements for the three subjects

Measured data K D G Normal ranges

Left atrial diameter 0.0305 0.0229 0.0333 0.019 - 0.038 m

Aortic root diameter 0.0314 0.0324 0.0314 0.02 - 0.037 m

Aortic valve excursion 0.0219 0.0171 — 0.016 - 0.026 m

Mitral valve closure rate 0.23 0.13 0.13 0.05 - 0.12 m/s

Mitral valve excursion 0.0314 0.0286 0.019 0.02 - 0.025 m

End diastolic diameter 0.0505 - 0.0476 0.035 - 0.056 m

End systolic diameter 0.0276 0.0381 0.025 - 0.041 m

LV post, wall thickness 0.0105 - 0.0076 0.006 - 0.011 m

Interventricular septum 0.0095 - 0.0076 0.006 - 0.011 m

Right ventricular diameter 0.0171 - 0.0238 0.007 - 0.023 m

LV stroke volume 107.76 - - 55 - 95 ml
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Figure 6.42a The echo of left ventricle for subject K.
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Figure 6.42b The echo of left ventricle for subject D (LV view not measurable - Tunstall-Pedoe, 1984)



2
2
2

Figure 6.42c The echo of left ventricle for subject G.



results published in the literature and upon clinical assessment, on a 

qualitative basis, of the patterns of response yielded by the model. 

These approaches are described in Section 6.6.1. The one drug for 

which experimental data were obtained was sodium nitroprusside, and 

in this case a fuller validation study could be undertaken. This is 

reported in Section 6.6.2.

6-6.1 A Qualitative Assessment of Model Validity

The first attempt at examining the validity of the cardiovascular 

model in relation to short-term drug effects was carried out by Pullen 

(1976). He simulated the effects of three sympathomimetic agents, that 

is drugs having their effect upon the sympathetic nervous system. The 

three were methoxamine, isoprenaline and noradrenalin, all being related 

to adrenalin.

In simulating these drug effects, two sites of administration were 

adopted for injection, namely the segments corresponding to the head 

and arm veins and the leg veins. In addition, the appropriate local 

drug effects in the model were switched on. The dosage of noradrenalin 

and isoprenaline adopted was taken from Hughes (1971), namely 1 pg kg 

This figure, however, was derived from studies on conscious dogs. Two 

criticisms can immediately be raised. First,Kyriakou (1980) has 

indicated that the dosage is unrealistically high. A typical dose for 

a 7o kg subject would be 3 pg, corresponding to 0.042 pg kg \ Further-

more, such drugs are rarely used since more modern alternatives are 

available, and even if they were to be employed it would only be to 

counteract the side effects of the major anaesthetic drugs such as: 

aitrous oxide (0P8), morphine, sodium thiopentan plus phenobarbitone 

(barbiturates). As such, clinical data on■the effects of noradrenalin 

and isoprenaline alone are rarely available.

As a consequence, the study of the effects of such drugs in 

delation to model validity focusses merely upon the direction of 

change of key physiological variables induced by intravenous injection 

these agents.

The principal features of the simulation results are shown in 

^able 6.33, together with the corresponding features for human subjects 

as described in standard pharmacological texts (e.g. Goodman et al, 

1965). These features are simply the dominant direction of change 

bellowing drug administration of systolic, mean and diastolic arterial
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Table 6.33 General features of the responses in the model and the human to intravenous injection of methoxamine, 
noradrenaline, sodium nitroprusside and isoprenaline.

/ Drug / Human

/ or
' model

Systolic 
; arterial

pressure

Mean 
arterial 
pressure

Diastolic 
arterial 
pressure

Cardiac 
output

Heart rate
Total 

peripheral 
resistance

Human + + +
0

or - +

Model + + + - - +

Noradrenaline

Human + + 4"
0

or - +

Model 
without 
venocon- 
striction

+ + + - + +

Model 
with 
venocon- 
striction

+ + + - - +

Sodium Human - - - + + -
nitroprusside Model - - - + + -
Isoprenaline

Human - - - + + -
Model • - - + 4- -



pressures, cardiac output, heart rate and total peripheral resistance. 

In addition to methoxamine, isoprenaline and noradrenalin, the patterns 

of change are also given for sodium nitroprusside which will be con-

sidered in quantitative terms in Section 6.6.1.3.

The drugs considered have either vasoconstrictive or vaso- 

dilatative effects. In terms of the model representation, simulation 

can be performed with their effects being restricted to the blood 

vessels only or else affecting both heart chambers and blood vessels.

6j6.1.1 Vasoconstrictive drugs - effects on blood vessels only

The drug of this category considered was methoxamine, whose pharma-

cological effects are almost exclusively those characteristic of 

a~receptor stimulation (Goodman et al, 1965). The outstanding effect 

Produced by this drug is an increase in blood pressure due mainly to 

an increase in peripheral resistance (vasoconstriction). The drug has 

virtually no stimulatory action on the heart and lacks 6-receptor action 

°n smooth muscle. Cardiac output is usually decreased, and the reflex 

°f bradycardia is produced through the baroreceptors.

The model response, including vasoconstriction of the blood 

vessels only, is shown in Figure 6.43. Comparing features of this 

response with pharmacological data indicates, as presented in Table 

6*33, that the model, in this qualitative sense, is a valid represen-

tation of these short-term effects, as evidenced by the matching of 

m°del and data features for the principal physiological variables.

-§zj>‘1.2 Vasoconstrictive drugs - effects on both heart chambers 

and blood vessels

Noradrenalin was chosen as the representative drug of this category. 

Its overall effect is to raise both systolic and diastolic pressures, 

arid since cardiac output is decreased, this must be brought about by 

strong constricting action upon the peripheral vessels. The heart 

usually beats more slowly (bradycardia), this being due to the large 

rise in arterial pressure and strong stimulation of baroreceptors in 

the aortic arch and carotid sinuses (Lippold et al, 1979).

The model is simulated by "switching on" vasoconstriction, tachy- 

Cardia and positive inotropy and setting the value of = 400, = 50

Q3 = 50 (see Section 3.4) .

The model produces a 9.9% increase in mean arterial pressure with
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Figure 6.43 Injection of methoxamine into the head and arms 
veins segment at t = 0 s = 400, a? = 0, = 0).
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the diastolic pressure showing a larger increase of approximately 14% 

(see Figure 6.44). Cardiac output in the model decreased by 23%, 

whereas in the data of Lippold et al (1979) a 33% decrease was evident. 

In these data peripheral resistance increased by 100%, whereas the model 

showed only a 40% increase. Thus,although qualitatively feature 

matching is produced, the quantitative discrepancy still needs to be 

considered. Lippold et al (1979) also indicates a bradycardia due to the 

large rise in arterial pressure, as described above. The model response of 

heart rate, on the other hand, shows only a 17% increase.

Leaning (1981) assumed that this rise in heart rate in the model 

was due to the dominance of the drug's positive chronotropic effect in 

the model. However, a substantial component of the large differences 

between the model results and Lippold's data, as shown in Figure 6.45, 

must be due first to the difference in dosage between simulation and 

test data, and secondly the fact that the experimental time is much 

longer than short-term for which the model has been developed. The 

model does not incorporate longer-term phenomena which would be 

expected to feature prominently in the data of Lippold .

As a means of remedying this defect, Pullen (1976) included the 

effect of venoconstriction, as described by Green (1972), denoted by 

which determines the sensitivity of the venous unstressed volume 

to changes in drug concentration. With this included, the model 

Produced the required bradycardia response, as shown in Figure 6.46.

Vasodilatative drugs - effects on the blood vessels

The validity of the model was then investigated further by 

considering the dynamics following administration of sodium nitro-

prusside (SNP), a vasodilatative agent.

Commonly in the early hours following open heart surgery, a 

severe vasoconstriction leads to elevated blood pressure (hypertension). 

^his condition must therefore be treated with a vasodilatative drug, such 

as sodium nitroprusside (Slate, 1980).

These drugs have an action with a fast onset and a rapid decay.

S°dium nitroprusside directly relaxes vascular smooth muscle, decreasing 

resistance of the vascular bed and increasing venous capacitance, 

local action of sodium nitroprusside is therefore simulated by 

Setting the arterio-venous resistance sensitivity coefficient (o ) to 
+-V

e normal value and setting the remaining sensitivity coefficients
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e 6.45 Diagrammatic representation of the effects of intra-
venous infusions of adtenaline and noradrenaline on 
the heart rate, arterial blood pressure, cardiac output 
and total peripheral resistance in man. The infusions 
were at the rate of 10 mg min~l (Lippold et al, 1979, 
p. 232).
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to zero (92' °3)* (This is the switching on of vasodilatation in the 

computer program.) The normal intravenous dosage of SNP infused into 

the head and arm veins model segment is 210 ug for a 70 kg patient 

(Cole, 1982), as shown in Figure 6.47, which also includes a simulation 

°f a 70 pg/70 kg dosage. Clinically, sodium nitroprusside is 

administered as a continuous infusion.

As a first simulation, for comparison with the drug studies 

reported in the earlier section, the sodium nitroprusside was given as 

a single injection. With a dosage of 210 pg/70 kg, the heart rate 

rncreased by approximately 44%, as shown in Figure 6.47. This drug 

administration is thus clearly unrepresentative of clinical practice 

and thus, as would be expected, produces a heart rate change much in 

access of typical figures given in relevant textbooks. Wang et al 

(1977), in experiments performed on dogs, typically found an increase 

ln heart rate change of 2% for a dosage in the range 4-10 Pg/kg/min. 

However, the same test repeated for the more realistic continuous 

lnfusion of 210 pg/70 kg over a period of 60 s, as shown in Figure 6.48, 

still results in a 45% decrease in the arterial pressure, causing a 

large increase in heart rate.

Since appears to alter the degree of change in peripheral resis-

tance, and hence arterial pressure, simulations were performed for 

various values of this parameter, as shown in Figure 6.49. In each 

case the dose was 210 pg/70 kg over the 60 s period. Table 6.34 shows 

the percentage change in mean arterial pressure, stroke volume, cardiac 

°utput, heart rate and estimated total systemic resistance in each case. 

Fr°m these results it can be seen that with cr^ = 100, the pattern of 

response obtained is qualitatively in accord with clinical expectation.

Table 6.34 also shows that with cr^ set at 100, the model produces 

a decrease of approximately 16% in mean arterial pressure, whilst cardiac 

°utput and heart rate increased by 20% and 6%, respectively. By com-

parison, Wang et al (1977), albeit in dog experiments, found a 26 - 32% 

decrease in arterial pressure with a 2% increase in heart rate. It 

should also be noted that the dosage employed in these experiments 

Offered from that used in the model simulation, as described above.

a qualitative sense, the model, overall, was found to provide 

an adequate representation of the expected patterns of response (Cole, 

1982 and Slate, 1983).
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Figure 6.47 continued overleaf
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Estimated total

Figure 6.47 Effects on blood vessels of injection of vasodilatative 
drug (sodium nitroprusside) (injections of 70 and 210 ug/ 
70 kg at t = 0.
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resistance (torr s ml

X10“1

50

100

200

300

-^33jre 6.49 Effect of intravenous infusion of vasodilatative drug 

(sodium nitroprusside) on blood vessels. Injections of 
210 pg/kg for 60 s start at t = 0 with given different 
values u = 50, 100, 200, 300.
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Table 6.34 Percentage change of the mean arterial pressure, stroke volume, cardiac output, heart rate and estimated 
total systemic resistance due to different values of a (sensitivity coefficieht affecting the peripheral 
resistance) following intravenous infusion of a vasodilating drug (Sodium Nitroprusside - SNP).

' % change in / = 4OO‘°
(J = 300.0 = 200.0 = 100.0 = 50.0

Mean arterial pressure - 45.0 - 37.7 - 28.6 - 15.8 - 7.0

Stroke volume + 17.0 + 17.0 + 17.0 + 12.8 + 7.0

Cardiac output + 6.0 + 50.9 + 37.9 + 20.0 + 10.0

Heart rate + 39.0 + 29.0 + 17.0 + 6.0 + 1.9

Estimated total
system resistance - 67.0 - 60.0 - 48.0 - 0.29 - 17.0

2
3
9



6.6.1.4 Vasodilatative drugs - effects on the heart and blood vessels

In contrast to sodium nitroprusside, which has its effect only on 

the blood vessels, isoprenaline affects both the blood vessels and the 

heart. Its action is to produce a relaxation of smooth muscle, for 

example vasodilatation, and, more important therapeutically, dilatation 

of the bronchioles (Lippold et al, 1979). The action of the drug on the 

B-receptors also brings about an increase in the force of contraction 

of the heart muscle and an increase in heart rate.

The co-operative interaction of these effects on blood vessels 

and the heart produced by isoprenaline, as a representative member of 

this group of vasodilatative drugs, is shown in Figure 6.50. Figure 

6.51 shows the dynamics produced by the model following an injection 

of isoprenaline into the head and arms veins segment at time t = 0, 

where the local actions of isoprenaline are simulated by setting

, cr and o to their normal values and "switching on" vasodilatation, 

tachycardia and positive inotropy in the computer program. The model 

has been simulated for a range of dosages (50, 70, 98 and 210 ug/70 kg) 

due to uncertainty in the dose typically administered to patients, 

fn his earlier study, Pullen (1976) had chosen a single dosage of 

70 tg/70 kg. Over the range of dosage examined, the model produces 

responses due to the interaction of effects on blood vessels and heart 

which are in general agreement with published information (Goodman et 

ab 1965) .

In Figure 6.52, the relationships between the main variables 

(^ean arterial pressure, heart rate, cardiac output and estimated total 

systemic resistance) and the drug dosage are presented. An increase 

rn dosage results in increases in heart rate and cardiac output, but 

decreases in arterial pressure, and estimated total systemic resistance 

due to the vasodilatation.

CONCLUSIONS

This chapter has reported studies aimed at examining the empirical 

VaHdity of the complete non-linear 19-segment model of the cardio- 

Vascular system. As such it complements the results presented in the 

Previous chapter in assessing the overall validity of the model.

The steady state of the model is consistent with results expected 
f Ok a subject at the upper end of the normal range in terms of mean
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soprenalin

interaction

Figure 6.50 The action of isoprenaline on the heart and blood 
vessels. (Note: = increase; = decrease)
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Figure 6.51 continued overleaf
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dilatation drug (isoprenaline) into the head and arms 
veins segment at t = 0 for different dosages to 70 kg 
body weight.
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Figure 6.52 continued overleaf

244



Cardiac output (ml s

Estimated total

Ug/7O kg

Figure 6.52 The relationship between the mean variables and the 
different dosages of the vasodilatative drug (iso- 
prenaline) which affects both the heart and blood 
vessels 40 s after the injection at t = 0.
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arterial pressure, systolic and diastolic pressures, and in the middle 

of the range for stroke volume, cardiac output, heart rate, estimated 

total systemic resistance.

The empirical validity of the model has been examined by compari-

son with data on the Valsalva manoeuvre, blood volume changes, postural 

changes and drug effects. Substantial difficulties were experienced 

ln obtaining adequate data on human subjects, even although many of 

the tests involved were comparatively simple to perform. In some 

cases, for instance head-down tilt.experiments, the results of long-

term studies had been published elsewhere, but there was a dearth of 

information in the short-term (only one published paper on the subject 

was found). This is particularly significant since this experiment 

constituted one of the most critical tests of model validity. Such 

experimental data as could be obtained have enabled measures of the 

validity of the model to be assessed. Nevertheless, a clear conclusion 

ls that new experiments must be designed, implying the need for close 

c°llaboration between the mathematical modeller and relevant groups of 

Physiologists and clinicians. In this context, appropriate dynamic 

Mathematical models serve a vital function in identifying those tests 

which are critical from the standpoint of model validity.

The empirical validity of the model, in relation to short-term 

dynamics, is supported by much of the available experimental data, 

although a number of defects have been highlighted as evidenced by the 

arterial pressure response of the model. The appreciable drop in 

Pressure predicted by the model, but not seen in normal subjects, 

Allowing haemorrhage indicates an insufficient response in the neural 

c°ntrol of peripheral resistance. This same defect also appears in the 

Model response to the Valsalva manoeuvre. Model deficiency in such 

neural control components is not unexpected, however, given the res-

tricted information which is currently available. Attempts to remedy 

the observed defects, including the incorporation of volume receptors, 

are described in Chapter 9 -

This chapter has provided useful examples of the role of the model 

ln relation to hypothesis testing. In the context of diabetes, encouraging 

results were obtained from Valsalva manoeuvre studies on the assumption 

°f altered patterns of arterial and venous compliance. In the case of 

tb
e response of a trained athlete, the model provides a useful test-bed 

f Or examining the hypotheses of altered heart volume, total blood volume
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and compliance. Further experimental data are needed before anything 

more than a preliminary judgement can be made.

The general lack of data referred to above is particularly 

apparent in the case of drug studies. Thus, although the model response 

to the drugs as described in Section 6.6 appears to be adequate in a 

qualitative sense, there is a general lack of hard quantitative infor-

mation. Again, though, the model highlights the nature of the additional 

experiments which are required .

The procedures adopted and results presented in this chapter and 

in Chapter 5 are important ingredients of the process of model valida-

tion. The final component is that of a full-scale sensitivity analysis, 

examining the sensitivity of the model’s responses to the assumed values 

of model parameters. This analysis is presented in Chapter 7.
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CHAPTER 7

SENSITIVITY ANALYSIS OF THE 19-SEGMENT

CARDIOVASCULAR MODEL

2^1 INTRODUCTION

In Chapter 6, the validity of the 19-segment cardiovascular system 

model was assessed in relation to empirical data obtained from physio-

logical, pathological and pharmacological studies. As a further stage 

In testing the validity of this model, it has been subjected to a pro-

gramme of sensitivity analysis which is described in this chapter. 

This analysis, which involves assessment of the sensitivity of .the 

behaviour of the model to variation of the parameters, is always an 

important step in the validation of large theoretically unidentifiable 

models such as the cardiovascular model in question where the values of 

many of the parameters are uncertain.

This chapter briefly outlines the nature of sensitivity analysis 

and its particular role in assessing the validity of large physiological 

models such as that of the cardiovascular system. The results of 

applying this analysis, including the use of Monte-Carlo simulation, 

are presented, enabling the most uncertain parameters to be identified 

and their effects upon model performance to be quantified.

SENSITIVITY ANALYSIS

The techniques of sensitivity analysis permit investigation of the 

affects on overall model behaviour of small changes in model structure, 

Parameters, or inputs (including initial conditions).

Sensitivity Coefficients and Equations

Consider the dynamic model, M:

x = f (x, p; t, u) (7.1)

where u is an input vector and there are n state variables x_. ,

~ 1, ..., n and m parameters p , r = 1, ..., m.

The dependency of state variable x on parameter p^ is represented 

by the "sensitivity coefficient" C^:

248



r
C^ (x, p; 
r — — t, u) (7.2)

For M, there are n x m sensitivity coefficients, all time-varying.

The dynamic responses of the sensitivity coefficients can be deter-

mined analytically or by simulation from the "sensitivity equations".
thDifferentiating (7.1) with respect to p , and the j state variable,

xj, gives:

A© = A (f-<x- p>) '
dp^ \ dt' dp^ k j — — J

Therefore

r

df.(x, p) n . 3f.(x, p)
_1------ + V c1 __2---------
dp . \ r 8x.

r 1=1 i
(7.3)

In total, there are n x m sensitivity equations whose solution 

requires the prior solution of (7.1) for x(t). Further details of 

this classical approach to sensitivity analysis are contained in Tomovic 

(1963). in practice,the sensitivity equations can be solved analytically 

£°r linear models, and by numerical integration for some small non-

linear models. However, for complex non-linear models, such as that of 

the cardiovascular system, the determination of the dynamic sensitivity 

coefficients is intractable by this method. This can be seen clearly 

by considering one of the 19 segments of the cardiovascular model des-

cribed in Chapter 3, say the right atrium.

I^ampie

This segment is shown in Figure 7.1 and rewriting in Section 3.2.2 

defines the rate of change of the volume of this segment as:

F — F
1 RARV'

where f
RARV 

ls given by

the flow from right atrium to right ventricle and F

o

F 4" F 4” F 4" F
SVCRA IVCRA BRONC COR
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RA

RRARV
PRA x F--------- RARV

VRA

Figure 7.1 The right atrium segment.
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where

f rarv

t

F2
P
RA

r rarv

R
RV

Differentiating (7.4)

RA 
dt dp

dFl

dp

F2

F2

> o

< O

with respect to any parameter p yields

dF 
RARV
dp

(7.6)

(7.7)

(7.8)

dV
Replacing —-—

dp by the sensitivity coefficient C,

C
dFx

dp

dFRARV 

dp
(7.9)

Substituting for F^ and F
RARV

in (7.9) using (7.5) (7.7):

C d 
dp

PF
P SVCRA

+ F
IVCRA

+ dF + F "I----
BRONC COR| dp

PRA PRV

- r rar v -
(7.10)

Further substitution can be 

ln Chapter 3 which are re-stated

carried out using the relations

below:

defined

F
SVCRA K5F10 (7.11)

FIVCRA KqFQ
5 9 (7.12)

f bronc
P - P - G
A03 RA A03RA

RBR0NC’q4'0BR0NC• q
(7.13)

F
COR

P - P
API RA

R
COR

(7.14)

PRA dRA
^VRA V ) 

uRTV
(7.15)

PRV a
RV

(VRV V ) 
uRV'

(7.16)
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Equation (7.10) thus becomes:

C
dF_

K “d“^ + KS
5 dp 5

dFg , a ^A03 PRA GA03RA-l d 1
-4-

^AOl " PRA-J

dp dp RBRONC.q4‘°BR0NC dp r cor

d 
dP

a fv - V ) 
RV 1 RA uRAJ d

a fv - v \
RV 1 RV uRVJ

R ' dp RRARV J t- RARV -1
(7.17)

The complexity of (7.17) serves to emphasize the practical diffi-

culty which would arise in applying this approach to the complete 19- 

segment cardiovascular model with its 178 parameters.

.L*2.2 Perturbation Method

An alternative, yet simple, method is to obtain the approximate 

sensitivity coefficients by perturbing each parameter p^_ by a small 

amount Ap :
r

Ax . (t)
C"1 = ——~---  , where Ax. (t) = x. (p + Ap ,t) - x. (p , t)
r Ap^_ j j r r j r

(7.18)

The place of perturbation methods within the spectrum of approaches 

available for the determination of sensitivity coefficients can be seen 

ln the classification shown in Figure 7.2.

Sensitivity analysis varies the parameters sequentially out along 

the axes of parameter space from their nominal position. It, therefore, 

leaves many directions uncovered. In Monte-Carlo simulations all the 

Parameters are varied randomly in an attempt to cover more regions of 

the parameter space surrounding the nominal value.

7 9—Monte-Carlo Simulation

In Monte-Carlo simulation, the model is simulated a large number of 

times with a different set of model parameters (or initial conditions, 

lnPuts, etc.) each time. The values of the parameters are given by:

Pr = Pr + Apr(k) r = 1, ..., m
o

where Ap^(k) is the random value of a variation for the k^ simulation
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Figure 7.2 Classification of methods to determine the sensitivity coefficient, 
where x is a variable, P is a parameter, and t is time.



drawn from a probability distribution. On most computers there are 

facilities for interval or gaussian random number generation which can 

be used for this purpose. Usually, variations are uncorrelated (i.e. 

E{ABr(k).(£)} = E{ABr(k).ABg(k)} = 0) , but sometimes they may be 

correlated (e.g. in assessing the effect of correlated noise distur-

bances on the inputs). Finally, the results of the simulations can be 

presented as histograms, statistics (e.g. means and variance-covariance 

matrices), or probability distributions for the relevant model variables 

These may be compared with the data using statistical techniques if 

appropriate.

Z1.3 APPLICATIONS OF SENSITIVITY METHODS IN PHYSIOLOGY

Sensitivity analysis, originally employed in the design and analysi 

°f physical systems, is now finding increasing application in the 

analysis of physiological systems. Recent applications to physiological 

systems include those of Bendall and Gray (1978) and Bogumil (1980).

One of the chief roles of sensitivity analysis in the design of 

Physical (engineering) systems is in assessing their stability in order 

that when built they may function safely and efficiently. In contrast, 

ln the case of physiological applications, sensitivity analysis finds 

its major application in the validation of mathematical models, in 

discriminating between competing model structures and as an aid to 

model identification.

Within an integrated methodology of model validation (Leaning, 

1980; Leaning et al, 1982), sensitivity techniques may be used for a 

Variety of purposes within empirical validation:

(i) To examine the dependency of qualitative features of the

model on various factors. For instance, if a qualitative 

feature of the model response which has been used as an 

indicator of the model's validity disappears with slight 

variation of parameters, this severely limits the valid 

range of application of the model and implies that the 

structure is invalid.

di) For models, such as that of the cardiovascular system des-

cribed in Chapter 3, which are unidentifiable, sensitivity 

analysis can be used to determine likely ranges of para-

meter uncertainty.
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(iii) To trace through uncertainties in initial conditions, inputs, 

structure, and model parameters on to the overall response 

of the model. The range of model responses can then be re-

tested to see if they satisfy empirical validation criteria 

(e.g. feature or time series comparisons),

(iv) To determine a parameter sensitivity matrix to generate new 

search directions in parameter space for model parameter 

estimation.

(v) To determine optimal variables and times for measurement 

points in order to estimate a certain parameter (i.e. 

experimental design).

The role of sensitivity analysis in validating the large-scale 

model of the cardiovascular system is described in the following 

section.

SENSITIVITY ANALYSIS OF THE 19-SEGMENT CARDIOVASCULAR SYSTEM MODEL

Section 7.2.1 showed the difficulties with using the sensitivity 

equation method for this complex nonlinear cardiovascular model. Hence 

°ther methods must be adopted to study the sensitivity of this model.

Z14.1 Dynamic Coefficient Approach to Sensitivity Analysis

The technique employed on the 19-segment cardiovascular model in-

volved perturbing the parameters of the model within a limited range 

(see Section 7.4.3) and examining the resulting response of the model. 

The sensitivity of the model can then be described in terms of one of 

the following measures:

(i) Dynamic coefficient = — = —----— which is a function of time,
x x

where x is the normal value of the variable in question, and 

x* is the new value of this variable after the parameter p 

has been changed by an incremental value, Ap.

(ii) Sensitivity coefficient = ~ ~ if is small.

(iii) Relative sensitivity coefficient =
Ax/x
Ap/p
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7.4.2 Application of the Dynamic Coefficient Approach to the

19-segment Cardiovascular Model

The dynamic coefficient approach can be employed in the sensitivity 

analysis of the model, for example, if x is one of the variables such 

as the mean arterial pressure (MAP) or the cardiac output (CO).

The dynamic coefficients for the variables x

X1 " X1
be given by -------

X1

X2 x2 , x3 X3
-------  and -------

X2 X3

1' X2r X3 wou-Ld thus

r

If the variable is the mean arterial pressure, x = MAP = map’,x

then the dynamic coefficient is
MAP ’ - MAP

MAP

During the Valsalva manoeuvre, for example,
Ax
— varies, 
x

The dynamic coefficients for MAP and CO corresponding to a 10% 

variation in R are shown in Figure 7.3. From this it can be seen 
RARV

that the sensitivity varies over the duration of the Valsalva manoeuvre 

W1th peaks in the responses indicating times at which the dynamic coef-

ficients have locally maximum values. Difficulty arises in interpreting 

such responses physiologically (Bushman, 1980) and therefore this 

approach has not been developed further.

Z14»3 Perturbation Approach to Sensitivity Analysis of the 19-segment 

Cardiovascular Model

The approach which was therefore adopted was that of examining the 

response of the model following parameter perturbation, as has already 

been outlined in Section 7.2.2. Each parameter was varied within a 

limited range. This range was chosen such as to yield the range of 

Values of physiological variables seen in a population of normal 

xndividuals. The parameters were varied one at a time.

An example of this approach as applied to the analysis of a pharma- 

c°kinetic system appears in Bendall and Gray (1978). The effect of per-

turbation of a single parameter on the time response of the percentage 

°f the drug absorbed, assuming a second-order model of pharmacokinetics, 

ls shown in Figure 7.4.

Each parameter, however, should be thought of as a random quantity 

whose expectation appears in the equation of the model but whose exact 

Vulue fluctuates in some random manner (Gold, 1977).
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Figure 7.3 Plot of the dynamic coefficients of mean arterial 
pressure (MAP) (straight line) and cardiac output (CO) 
(dotted line) against time, by changing the parameter 
(Rrarv) 10% during the Valsalva manoeuvre simulation.
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Figure 7.4 Graph showing the deviations of the response of 
a second-order system resulting from perturbation 
of a parameter (J) about its mean value.
(Normal value, J = A; J + AJ = + ; J - AJ = •) 
(Bendall and Gray, 1978)
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The investigation commenced by varying the 178 parameters by a 

nominal + 10% about their mean values, and examining the effect of 

this perturbation on seven representative variables during a number 

of physiological tests. These were mean arterial pressure (MAP), 

stroke volume (SV), cardiac output (CO), estimated total systemic 

resistance (ETSR), heart rate (FH), and systolic and diastolic pressures 

(PMAX, PMIN), being measured in the steady state and during the Valsalva 

manoeuvre, and during orthostasis.

In response to variation by + 10%, whilst for a few of the para-

meters there were significant changes in the steady state values of 

these variables, in most cases change was barely detectable. This 

implied that either the responses were truly insensitive to many of 

the model parameters or else that the adopted perturbation of + 10% 

was not sufficiently large. Available evidence (Bushman, 1980) sug-

gested, however, that parameter variation in a normal population was 

unlikely in most cases to exceed +15%.

Accordingly the parameters were varied one by one over this range 

°f +15% about their nominal values, examining the changes in the pre-

stimulus and post-stimulus steady states of the seven variables listed 

above for the Valsalva manoeuvre and haemorrhage. From this phase of 

the sensitivity analysis it was seen that changes in ten of the para-

meters resulted in substantial changes in variable values together with 

marginal effects in the case of a number of the other parameters. The 

ten critically sensitive parameters from the full set of 178 are listed 

in Table 7.1.

Since the true values of these ten parameters are not known, model 

responses with them varied one at a time by +30% and +50% about 

n°minal values were examined. These more extreme parameter perturbations 

w°uld probably correspond to pathological conditions. A representative 

s®t of results (from the total of 1260 sets of model responses) is 

shown in Figures 7.5 - 7.7.

The effects on model response of varying all the parameters repre- 

Senting the lengths of veins and arteries within the circulatory system 

rogether by +15% were also examined. This study was carried out on 

Simulations of the Valsalva manoeuvre and haemorrhage in terms of pre- 

and post-stimulus steady state values of the seven variables, as speci-

fied above. In each case the results obtained were essentially insen-

sitive to these parameter perturbations.
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Table 7.1 The ten most sensitive model parameters

/ Parameter 
in 

computer 
program

/ Parameter
in 

mathematical 
model

l Nominal value

Interpretation

p(7) P
THN -4.0 torr Normal thoracic pressure

p(29) aRAS 0.15 torr ml Elastance value of the right atrium during systole

p (30) a
RAD

-1
0.05 torr ml

..
Elastance value of the right atrium during diastole

p(31) V
URA 30.0 ml Unstressed volume of the right atrium

p (32) r rar v 0.003 torr s ml Resistance of the fully opened tricuspid valve

p(34) a
RVS

-1
0.3 torr ml

1
1

Elastance value of right ventricle during systole

p(45) V 
upv

I

460.0 ml
1

Unstressed volume of the pulmonary veins

p (53) aLVS 1.5 torr ml Elastance value of the left ventricle during systole

p(133) K16 0.7 Constant controlling the relative contribution of the 
aortic arch and carotid sinus baroreceptors to the 
overall central nervous input function (B)

P(137) K18 80.0 Threshold constant in neural control model
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Figure 7.5a

Time (s)

Figure 7.5a-d The effects on model response of varying P(45), the unstressed volume, of the pulmonary veins 
by 4-15, 4-30 and 4-50% about the nominal value, following a loss of 500 ml of blood.
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Figure 7.6a-d The 
The model response 
of varying P(137) 
threshold constant 
in the neural ..cont 
model by +15, +30 
+50% about the nomx 
value, following a 
loss of 500 ml of 
blood.
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Figure 7.7a-d The 
model response of 
varying P(133) , 
constant in the 
neural control model 
by <L5, +3° i 501
about the nominal 
value during the 
Valsalva manoeuvre.
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Figure 7.7 continued overleaf
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The overall results of this analysis supported the assumption that 

parameter variation within the +15% about the nominal values was com-

patible with a normal population, whilst larger perturbations were re-

sulting in the appearance of pathological effects, particularly as 

evidenced by changes in mean arterial pressure, cardiac output and 

heart rate.

Values of the relative sensitivity coefficients for mean arterial 

pressure (MAP), stroke volume (SV), cardiac output (CO) and heart rate 

(FH) corresponding to the ten sensitive parameters for the Valsalva 

manoeuvre and haemorrhage (with a loss of 500 ml of blood) are listed 

in Tables 7.2 and 7.3. The relative sensitivity coefficient (RSC) is 

given by:

RSC = Ax/A2
x/ p

where Ax is the incremental change in the variable from its value x 

as a result of perturbation of a parameter by Ap from its nominal 

value p.

From the results presented in these Tables it can be seen that 

the three most sensitive parameters are two from the neural control 

rcodel (Kg, the constant defining the relative baroreceptor contri-

butions, and K o, the threshold value), together with the unstressed 
lo

Pulmonary venous volume Furthermore, for these three parameters

the most pronounced effects can be seen in MAP where the RSC values are 

2~10 times as great as for the other variables (see Table 7.3).

Comparing the results of the two experiments being simulated,

change in a
LVS

the

values of RSC which

left ventricular elastance during systole, produces 

are numerically at least four times as great in

haemorrhage than in the Valsalva manoeuvre (see Table 7.4). A similar

effect is found with K rl whereas K perturbation results in higher 
16 lo

values of RSC in the Valsalva manoeuvre.

Overall these results indicate that the parameters which need to 

he specified accurately depend upon the nature of the experiment being 

Performed.

It should be noted that the confidence interval of the neural control

Parameters K
16

is very large.

and K18 and the unstressed volume of the pulmonary veins

This means that the model response is invariant to large
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Table 7.2 Relative sensitivity coefficients evaluated for the four variables MAP, SV, CO and FH 
corresponding to +15% parameter perturbation in the simulation of sudden removal of 
500 ml of blood. The post-stimulus steady state values of the four variables with 
the parameters at their nominal values were: MAP = 87.6 torr; SV = 37.39 ml; 
CO = 64.78 ml s“^; FH = 104 bpm.

/ Parameter in
computer program

1 Parameter in
mathematical model

r

RSC for MAP RSC for SV

—

RSC for CO RSC for FH

p(7) P
THN

0.07058 0.1754 0.1149 -0.1307

p(29) aRAS 0.2666 0.3333 4.91228 -0.3986

p(30) aRAD -0.00784 -0.1929 -0.0835 -O.56209

p(31) V
URA

0.01568 -0.10526 -0.04179 0.02614

p(32) R
RARV

0.01568 -0.10526 -0.04179 -0.4836

p(34) a
RVS

0.3058 0.7719 0.2194 -0.4575

p(45) VUpv -0.1568 0.7719 -0.2298 -0.0653

p(53) a
LVS

0.23529 0.666 0.2298 -0.4248

p(133) K16 0.2666 0.5614 0.2507 -0.3137

p(137) K18 0.4705 0.9649 0.1358 -0.5882



Table 7.3 Relative sensitivity coefficients evaluated for the four variables MAP, SV, CO and FH 
corresponding to +15% parameter perturbation in the simulation of the Valsava manoeurve. 
The values of the variables 52s after the start of the manoeuvre with the parameters at 
their nominal values were: MAP = 71.29 torr; SV = 44.67 ml; CO = 57.78 ml s“l;
F.H = 80 bpm.

/ Parameter in
/ computer program

/ Parameter in

mathematical model
RSC for MAP RSC for SV RSC for CO RSC for FH

p(7) P
THN

-0.129 -0.099 -0.044 0.082

p(29) a
RAS

-0.036 -0.058 0.0069 0.061

p(30) a
RAD

-0.026 -0.055 0.0103 0.061

p(31) V
URA

-0.051 -0.073 0.025 0.0916

p(32) r rar v -0.0486 -0.0716 0.0346 0.098

p(34) aRVS -0.083 -0.144 0.0138 0.157

p(45) V
UPV

-0.102 -0.338 -0.228 0.115

p(53) aLVS -0.0776 -0.0462 -0.053 0.0049

p(133) K16 -0.284 -0.175 0.201 -0.0158

p(137) K18 0.872 1.229 0.548 -0.589



(a)

/ Parameter in

mathematical model
1 RSC for

MAP in haemorrhage
RSC for

MAP in Valsalva manoeuvre

a
RAS

O.2666 -0.036

a
RAD

-0.00784 0.026

0.3058 -0.083RVS

0.23529 -0.0776
LVS

i

2
7
6

(b)

Parameter in 
mathematical model

RSC for
CO in haemorrhage

RSC for
CO in Valsalva manoeuvre

aRAS 4.91228 0.0069

aRAD -0.0835 0.0103

aRVS 0.2194 0.0138

a 
LVS
—

0.2298 -0.053

Table 7.4 Comparison of relative sensitivity coefficients of (a) mean arterial 
pressure (MAP), and (b) cardiac output (CO) in the simulation of 
haemorrhage and Valsalva manoeuvre following perturbation of elastance 
parameters.



changes in these parameters, and, since many of their values cannot 

be determined by direct measurement (see Chapter 5), they are highly 

uncertain (Leaning, 1980).

Whilst in carrying out the sensitivity analysis as described 

above parameter perturbations amounted to +.15%, there is still 

uncertainty as to whether this represented an adequate range, even 

although from discussions with clinical colleagues it was assumed 

to be reasonable. Furthermore, the analysis described so far has 

°nly examined effects following perturbation of the parameters one 

a time. In order to investigate possible effects resulting from 

Parameter interaction a Monte-Carlo simulation was carried out 

affectively increasing coverage of the multidimensional parameter 

sPace, again though limiting parameter perturbation to the range 

+15% about the nominal values. These results are presented in the 

following section.

2^.4 *4 Monte-Carlo Simulation

As described in Section 7.2.3, Monte-Carlo simulation provides 

a means of examining the effects of variation in a number of model 

Parameters simultaneously, as opposed to considering the effects of 

Vatying one parameter at a time as outlined in Section 7.4.3. In 

the simulations presented here, the effects of simultaneous 

Variation of the ten most sensitive model parameters as defined 

earlier Were examined. In each of the simulations, all of the para-

meters were set at particular values lying within a +15% range 

about their nominal values. The perturbation from the nominal value 

Was determined for each of the parameters in turn using a random 

number generator assuming that all values within the respective +15% 

ranges were equi-probable (that is, a rectangular probability density 
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distribution was assumed in perturbing each variable). Repeated 

simulations were carried out in order to provide an adequate coverage 

of the effects of multiple parameter perturbations within their 

respective ranges. The model was tested for change in steady values 

as well as the dynamic responses to haemorrhage (loss of 500 ml of 

blood) and the Valsalva manoeuvre. Results corresponding to the four 

variables mean arterial pressure (MAP), stroke volume (SV), cardiac 

output (CO) and heart rate (FH) are shown in the tables and figures 

which follow.

Table 7.5 lists the parameter values corresponding to 

thirteen simulations using the Monte-Carlo approach. The steady 

state values of the key physiological variables for each of 

these simulations are presented in Figure 7.8, and for MAP, CO 

and FH in histogram form in Figures 7.9 - 7.11. The minimum values 

°f MAP, CO and SV, together with the maximum values of FH in each 

°f six of these simulations following the sudden removal of 500 ml 

°f blood, are shown in Figure 7.12. These extremum values occurred 

aPproximately 30 seconds after the sudden blood loss (see Figure 

^•13) for some of the time courses of these variables). In a similar 

banner, Figure 7.14 shows values of the same four variables in eight 

Monte-Carlo simulations of the Valsalva manoeuvre, the values being 

those obtained at the end of the manoeuvre.
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Table 7.5 Parameter values corresponding to thirteen simulation runs of the model using Monte-Carlo techniques

/ Pun

1 No. T /
2 3 5 rr~

—

7 8 9 10 11 12 13

p(7) -3.987 -4.378 -3.570 -3.961 -4.355 -3.544 -3.936 -4.327 -3.519 -3.91 -3.835 -4.01 -4.197

p(29) 0.142 0.167 0.148 0.128 0.1534 0.133 0.158 0.138 0.164 0.144 0.13 0.15 0.169

p(30) 0.049 0.043 0.052 0.047 0.056 0.051 0.045 0.054 0.049 0.043 0.057 0.0572 0.0571

p(31) 28.657 30.763 32.86 25.97 28.07 30.184 32.28 34.39 27.5 29.6 33.08 31.19 29.301

p(32) 0.0027 0.0029 0.003 0.0031 0.0033 0.0025 0.0027 0.0028 0.003 0.0031 0.0026 0.0034 0.0033

p(34) 0.32 0.273 0.316 0. 27 0.313 0.266 0. 31 0.263 0. 306 0.260 0.299 0.298 0.297

p(45) 472.4 526.76 443.06 497.37 413.68 467.98 522.29 438.59 492.9 409 .^2 504.0 470.6 437.38

p(53) 1.466 1.594 1.722 1.4 1.528 1.656 1.334 1.462 1.59 1.718 1.524 1.706 1.439

p(133) 0.609 0.618 0.627 0.637 0.646 0.656 0.665 0.674 0.684 0.693 0.745 0.735 0.726

p(137) 90.72 89.866 89.01 88.16 87.3 86.453 85.6 84.74 83.89 83.04 82.121 76.95 71.78



Cardiac output
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Figure 7.8 continued overleaf
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Stroke volume (ml)

79-

figure 7.8 The steady state values of the main variables for the 
13 simulations using the Mohte-Carlo approach, with 
parameter values as specified in Table 7.5.
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Figure 7.9 The histogram form for mean arterial pressure (MAP) in the steady state 
obtained from Monte-Carlo simulation.
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Figure 7.10 The histogram form for cardiac 
output (CO) in the steady state 
obtained from Monte-Carlo simulation.

Frequency 
No.

Figure 7.11 The histogram form for heart rate (FH) 
in the steady state obtained from Monte- 
Carlo simulation.
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Figure 7.12 continued overleaf
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7.12 The values of the main variables in each of the 6 

simulations following the sudden removal of 500 ml of 
blood.
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Figure 7.13a-d The model responses following the sudden removal of 500 ml of blood obtained from 6 simulations 
using the Monte-Carlo approach.
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Figure 7.14 continued overleaf
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Run No.

Heart rate (bpm)

Figure 7.14

Run No.

The variable values in 8 Monte-Carlo simulations of 
the Valsalva manoeuvre.
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The range of values of the variables in the steady state and post 

blood loss and Valsalva manoeuvre for parameter variation, one at a time 

and for the Monte-Carlo simulations, is compared in Tables 7.6 - 7.9 

for MAP, SV, CO and FH, respectively. In general, these ranges do not 

significantly vary from each other. For example, in the case of MAP, 

steady state values corresponding to individual parameter perturbation 

tanged from 100.1 - 116.8 torr, whilst the range exhibited in the Monte- 

Carlo simulation was 100.1 - 116.8 torr. Values post Valsalva manoeuvre 

ranged from 60.48- 75.1 torr for individual parameter perturbation as 

opposed to the range 60.48- 75.1 torr in the Monte-Carlo simulation. 

Although only a limited number of Monte-Carlo simulations have been 

Performed, the results suggest that the coverage of the parameter space 

achieved by single parameter perturbation approximates well, in terms 

°f the observed sensitivity effects, to the coverage produced by the 

Monte-Carlo approach. In other words, there is, in the situations 

examined, comparatively little interaction between parameters in terms 

°f resultant variable changes.

The merit of varying the parameters one at a time was that a clear 

^-tdication was obtained as to which of the parameters had the greatest 

effect in bringing about changes in variable values. For example, 

from Table 7.6 it can be seen that variation of P(137) - the threshold 

eonstant in the neural control model - over a range of +15% about its 

hominal value results in a range of steady state MAP from 100.1 - 116.8 

torr. None of the other nine parameters when varied over a similar range 

fielded changes in steady state MAP greater than 4.2 torr. Similar 

effects can be seen post blood loss and Valsalva manoeuvre.

CONCLUSIONS

Provision of adequate dynamic experimental data is important in 

^acilitating the process of model validation. In many situations, how- 

ever, particularly for large-scale models such as that of the cardio- 

Vascular system considered in this thesis, data are comparatively scarce 

ari(l thus such models clearly remain unidentifiable. For this class of 

^del, one of the important techniques of validation is the use of sen- 

S1tivity analysis. This chapter has described such an application of 

Sensitivity analysis to the cardiovascular model which includes a 19- 

Segment representation of the circulation.
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(a)

/ Parameter in: /
1 Pre-stimulus steady state

1 Post-stimulus value of MAP

Blood loss Valsalva manoeuvre

Computer Mathematical Min. value Max. value Min. value Max. value Min. value Max. value
program model of MAP of MAP of MAP of MAP of MAP of MAP

p(7) P
THN

108.3 109.7 83.14 85.53 67.45 74.20

p(29) a
RAS

108.4 109.5 83.69 84.90 66.67 67.2

p(30) a
RAD

108.6 109.6 83.76 85.12 66.61 67.57

p(31) VURA 108.9 109.2 83.4 84.10 65.0 67.2

p(32) R
RARV

109.1 109.0 84.25 84.38 67.0 67.31

p(34) a
RVS

107.6 110.2 83.08 85.42 66.36 67.87

p(45) V
Upv

106.8 111.0 80.71 87.75 65.4 69.16

p(53) aLVS 107.2 110.2 83.33 85.06 66.8 67.30

p(133) K16 108.7 109.3 83.81 85.16 64.81 69.98

p(137)
i

K18 100.1 116.8
________________

78.39 88.98 60.48 75.10

(b)

r
Pre-stimulus steady state

i

Post-stimulus value of MAP

Blood loss Valsalva manoeuvre

Min. value 
of MAP

Max. value 
of MAP

Min. value 
of MAP

Max. value 
of MAP

Min. value 
of MAP

Max. value 
of MAP

1OO. 1 116.8 78.39 88.98 60.48 75.10

Table 7.6 Minimum and maximum values of mean arterial pressure (MAP) from the range of values obtained in the
pre-stimulus steady state, at the lowest value post-removal of 500 ml blood, and at the end of the
Valsalva manoeuvre from sensitivity analysis studies using (a) single parameter perturbation and
(b) Monte-Carlo simulation.



i

2
9
4

i

(a)

/ Parameter in: 1
i
1 Pre-stimulus steady state
_______________________________

1 Post-stimulus value of SV 1

Blood loss Valsalva manoeuvre

Computer 
program

Mathematical
model

Min. value 
of SV

Max. value 
of SV

Min. value 
of SV

Max. value 
of SV

Min. value 
of SV

Max. value 
of SV

p(7) P
THN

68.82 70.43 34.46 36.38 27.67 28.17

p(29) aRAS 68.31 70.6 34.55 36.14 27.71 35.0

p(30) aRAD 68.56 71.06 34.69 36.48 25.68 27.33

p(31) V
URA

69.2 69.89 35.12 36.0 26.4 29.0

p(32) R
RARV

69.4 69.78 35.3 35.48 25.0 26.52

p(34) aRVS 66.5 72.20 33.7 36.95 26.21 27.39

p(45) V
UPV

65.72 73.17 31.15 39.90 29.96 36.0

p(53) aLVS 66.62 71.90 34.0 36.57 28.33 35.2

p(133) K16 69.66 69.26 35.5 35.59 26.22 36.42

p(137) K18
—

60.02 77.62
________________

30.61 39.45 20.52 33.61

(b)

Pre-stimulus steady state
Post-stimulus value of SV

Blood loss Valsalva manoeuvre

Min. value 
of SV

Max. value 
of SV

Min. value 
of SV

Max. value 
of SV

Min. value 
of SV

Max. value 
of SV

60.02 78.8 30.61 39.90 20.52 36.42

Table 7.7 Minimum and maximum values of stroke volume (SV) from the range of values obtained in the pre-stimulus
steady state, at the lowest value post-removal of 500 ml blood and at the end of the Valsalva manoeuvre
from sensitivity analysis studies using (a) single parameter perturbation and (b) Monte-Carlo simulation.
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(a)

/ Parameter in:
I

! Pre-stimulus steady state
1 Post-stimulus value of CO

Blood loss Valsalva manoeuvre

| Computer Mathematical Min. value Max. value Min. value Max. value Min. value Max. value
program model of CO of CO of CO of CO of CO of CO

p(7) P
THN

84.02
1 85.12 61.84 63.66 42.29 42.70

p(29) a
RAS

83.73 85.3 62.06 63.34 42.56 53.4

p(30) a
RAD

83.87 85.5 62.12 63.71 39.52 41.29

p(31) V
URA

84.3 84.73 62.53 63.0 40. 9 48.4

p(32) r rar v 84.50 84.68 62.67 62.82 40. 78 54.4

p(34)
1

aRVS 82.66 86.19 61.62 63.94 40.48 41.86

p(45) v
Upv

82.29 86.72 59.53 66.02 44.57 55.0

p (53) aLVS 82.99 85.76 61.87 63.44 43.16 53.4

p(133) K16 84.45 84.76 62.44 63.2 40.48 42.92

p(137) K18 80.35 87.95 59.64 65.09 36.40
_______________

46.22

(b)

Pre-stimulus steady state
Post-stimulus value of CO

Blood loss Valsalva manoeuvre

Min. value 
of CO

Max.. value 
of CO

Min. value 
of CO

Max. value 
of CO

Min. value 
of CO

Max. value 
of CO

80. 35 88.7 59.53 66.02 36.04 55.0

Table 7.8 Minimum and maximum values of cardiac output (CO) from the range of values obtained in the pre-stimulus
steady state, at the lowest value post removal of 500 ml blood and at the end of the Valsalva manoeuvre
from sensitivity analysis studies using (a) single parameter perturbation and (b) Monte-Carlo simulation
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(a)

/ Parameter in:
/

■ Pre-stimulus steady state
/ Post-stimulus value of FH

Blood loss Valsalva manoeuvre

Computer 
program

Mathematical
model

Min. value 
of FH

Max. value 
of FH

Min. value 
of FH

Max. value 
of FH

Min. value 
of FH

Max. value 
of FH

p(7) P
THNi

72.51 73.26 106.5 109.7 93. 2 95.77

p(29) a
RAS

72.4 73.5 106.9 109.5 95.0 96.84

p(30) a
RAD

72.23 73.4 106.3 109.3 93.13 94.46

p(31) VUra 72.75 73.1 106.0 108.6 92.0 93.0

p (32) R
RARV

72.81 73.1 107.6 108.2 93.0 95.25

p(34) SRVS 71.63 74.53 105.5 110.9 93.91 94.5

p(45) v
UPV

71.13 75..2 100.8 116.2 90.57 96.0

p(53) aLVS 71.57 74.75 105.9 110.8 94.0 95.97

p(133) K16 73.0 ' 73.16 103.0 108.7 93,7 95.71

p(137) K18 67.98 80.33 100.9 118.2 84.52 107.8

(b)

Pre stimulus steady state
Post-stimulus value of FH

Blood loss Valsalva manoeuvre

Min. value 
of FH

Max. value 
of FH

Min. value 
of FH

Max. value 
of FH

Min. value 
of FH

Max. value 
of FH

67.5 88.33 1OO. 8 118.-2 84. 52 107.8

Table 7.9 Minimum and maximum values of heart rate (FH) from the range of values obtained in the pre-stimulus
steady state, at the highest value post-removal of 500 ml blood, and at the end of the Valsalva manoeuvre
from sensitivity analysis studies using (a) single parameter perturbation and (b) Monte-Carlo simulation.



Two techniques have been adopted. The first involved perturbation 

°f the parameters, one at a time, whilst the second involved Monte- 

Carlo simulation. From perturbation of the parameters one at a time, 

the results obtained indicated that parameter variation by +15% about 

the nominal value still yielded values of crucial physiological variables 

that were within the normal range. Such results are necessary if the 

model is to be deemed valid since parameter variability on this scale 

would be expected in a normal population. Equally, perturbation of 

parameters by 50%, corresponding to pathological conditions, did result 

tn responses which were clearly abnormal.

Sensitivity analysis also revealed those parameters, change in which 

had the greatest effect upon system response. In all cases these are

parameters which are very difficult to measure directly, if possible 

at all. Within this parameter set, the three having the greatest effects

Were K (the relative contribution of
16

°f the nervous system input), K (the
lo

these are both related to the neural control system, and V (the un-
UPV

stressed pulmonary venous volume).

the baroreceptors to the control

neural gain threshold), where

Uncertainty in this last parameter could give rise to uncertainty 

ln dynamic effects associated with the filling of the left atrium. 

since the other seven of the ten sensitive parameters included a number 

relating to elastance, uncertainty would also be expected in the model 

behaviour in relation to cardiac function properties.

The two most sensitive parameters K and K_ o form a
16 1 o

part of the

hence one ofneural control model which is itself highly empirical and

bhe most uncertain areas of the whole cardiovascular system model.

Model error in this neural control component is thus likely to have 

been thecause of a number of the non-physiological responses already 

described in Chapters 5 and 6. Further attention must therefore be given 

both to the estimation of uncertain parameters such as K and K and
16 18

also to the structure of the neural control models.

The results obtained using Monte-Carlo simulation indicated that 

bhe coverage of parameter space achieved by single parameter perturbation 

aPproximated well, in terms of sensitivity effects, those yielded by 

bhis second approach, suggesting comparatively little parameter inter-

action.

Overall, the cardiovascular model containing the 19-segment circu- 

^atory component has been shown to have considerable heuristic validity. 
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Its complexity, however, renders it cumbersome for use in other than 

very short-term experiments. For use in a predictive mode , for example, 

a simpler realisation would be required. The problem of model reduction 

is considered in Chapter 8, after which a reduced model of cardiovascular 

system will be developed and tested.
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CHAPTER 8

CARDIOVASCULAR MODEL REDUCTION

8.1 INTRODUCTION

Having undertaken in the previous chapters a comprehensive review 

of the validity of the cardiovascular system model incorporating the 

19-segment circulatory component, it was clear that a large pulsatile 

model such as that had considerable heuristic potential. Its complexity, 

however, was such that it required very substantial computer time and 

hence could only be used for examining very short-term events. In 

order either to be capable of being run on a smaller computer or to 

facilitate longer term simulations, a more compact form of model would 

he required.

In this chapter the problem of model reduction is examined, first 

Reviewing briefly available techniques for reduction and then examining 

their applicability to the large-scale cardiovascular system model 

already described. The aim was to achieve a more compact, yet still 

Pulsatile, representation of the circulation and its control systems.

model REDUCTION TECHNIQUES

Many sophisticated procedures have been developed for the reduction 

°f high order models to lower order form.

The major types of technique used for model reduction are: 

dominant model reduction (e.g. Davison (1966)), continued fraction expan-

sion, developed by Chen and Shieh (1968), projection methods (Anderson, 

1-967), simplification using moments (e.g. Bosley and Lees (1972)), and 

ttodel reduction by time or frequency response matching (Sinha and 

pille (1971)).

These techniques have been reviewed by Carson (1975) and Cesarcyzk 

(1981). in essence they involve either the reduction of full transfer 

function or state space representation to simpler forms or of the 

^termination of the parameters of an equivalent reduced transfer 

^unction from the impulse, step or frequency response of the full model.

These methods are applicable either to linear systems or to non-

linear systems for which linearised models are deemed appropriate.
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However, the objectives of the reduction process vary according 

to the nature of the particular application. These may include the 

requirement that the reduced model should approximate the system in 

a specified sense according to the definition of adequacy chosen; 

that the risk or cost function should be less than a specified level 

or that the reduced model should satisfy certain constraints (Carson, 

1975) .

In the case of the cardiovascular system, those methods which 

simply produce a low order representation to describe available input/ 

output data cannot be applied in the reduction process, since there is 

the requirement to preserve as far as possible a physiological structure 

and for that structure to have parameters whose values are physiologi-

cally meaningful. This requirement for the model to be "physiological", 

coupled with the essential non-linear nature of the cardiovascular 

system, means that it is inappropriate to apply any of the reduction 

techniques referred to above.

Approaches which are applicable here are increasing the step length 

adopted in the integration subroutine used to produce the model output, 

further aggregation of the compartmental representation and dynamic 

reduction. These approaches are described in the following section.

The other practicable approach is rather than producing a single 

reduced model, to develop a suite of compact models, each of which is 

capable of representing a limited number of aspects of system behaviour.

DUCTTON OF THE NINETEEN-SEGMENT CIRCULATORY MODEL

The detailed, pulsatile mathematical model of the human cardio-

vascular system and its control mechanisms, described earlier in 

Chapter 3, is appropriate for testing hypotheses regarding physiological 

function and short-term overall effects of drug administration.

If a model of the cardiovascular system is to be used as a teaching 

tool or for on-line patient-monitoring application, however, it must of 

necessity be sufficiently small in order that it may be implemented on 

Q small computer and operate in or better than real-time. Thus a pre-

liminary study has been carried out with a view to reducing the full 

model to a simpler form in which it would operate in close to real-time 

and yet still maintain physiologically meaningful parameters. Some of 

the results of the investigation are given below.
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8.3.1 Integration Step Length

As reduction of the execution time of the simulation is one of the 

major objectives, increased integration step lengths have been tried. 

Limitations arise from the stiff nature of the differential equations 

if numerical instability is to be avoided. Nevertheless, the execution 

time of the 42nd order model of the controlled blood circulation has 

been successfully reduced from 39 seconds (Pullen, 1976) to 15 seconds 

°n the CDC 7600 computer to reach t - 100 seconds in the solution 

without appreciable loss of accuracy (Al Dahan et al, 1979).

8.3.2 Aggregation of Segments

In view of the non-linearities involved, the degree of aggregation 

°f segments that is possible in the model is limited. As a first stage 

°f aggregation, the aortic arch and thoracic aorta were represented by 

an equivalent single segment. (In doing this, it was necessary to con-

sider this aggregated segment as the aortic arch baroreceptor area for 

the determination of the baroreceptor output function in the neural 

control model.) The two venae cavae were grouped together as were the 

abdominal and leg arteries into a single compartment and similar treat-

ment of the abdominal and leg veins. Thus the nineteen segments of the 

°riginal model were reduced to fifteen.

Whilst simulation of this reduced model yielded results which were 

W1thin acceptable physiological limits, no appreciable reduction in 

execution time was achieved. Further aggregation was therefore considered. 

This involved aggregating all three segments representing the aorta and 

considering the pressure in this segment as the arterial pressure. As 

ln the model developed by Beneken (1965), the right atrium was lumped 

with the venae cavae and the left atrium with the pulmonary veins. This 

approach resulted in the reduction of the model to one comprising twelve 

segments. Little further reduction in execution time was achieved by 

this additional aggregation, however, and with the exception of the 

systolic arterial pressure, the critical physiological variables in the 

computer simulation were not within acceptable limits for an average 

human.

8 -3 Dynamic Redaction

Given the unsatisfactory nature of aggregation of segments in 

seeking to reduce the model of the cardiovascular system, dynamic 
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reduction was then attempted. This would have the effect of reducing 

to pure gains very rapid time constants and neglecting the effects of 

dynamics, the time constants of which were long relative to the period 

0-2 minutes which the full model was developed to simulate. The 

smallest time constants in the model were found to be variable, however, 

because of the non-linearities introduced by the pulmonary and aortic 

valves. Each of the time constants relating.to flow through the pulmonary 

and aortic valves was found to have its minimum value only for a short 

period in each cardiac cycle when the flow reached its maximum value. 

Therefore it was not possible to ndglect any fast dynamics. The slowest 

dynamics of the model were not longer than the time scale of the model. 

They were, however, found to be automatically neglected by the aggrega-

tion of segments.

8^.3.4 Model of Neural Control

Dynamic reduction has also been applied to the model of the heart 

rate controller, reducing its dynamics from second to first order. The 

results of the use of only the aortic arch baroreceptor in the neural 

control model show that it can be made use of for the neural control of 

circulatory models which do not have a separate segment representing 

the upper parts arteries in which the carotid sinus baroreceptors are 

thought to be situated. There is, however, little appreciable reduction 

lri execution time resulting from this procedure. Other controllers of 

the neural control model are not amenable to dynamic reduction.

ASPECT MODELS

Given the difficulties inherent in producing a generalised reduced 

ttodel from the complex non-linear one developed by Pullen (1976), various 

deduced "aspect" models have been developed, each being appropriate as 

a Representation of certain specific behavioural features of the cardio- 

Vascular system. Results obtained to date suggest that the most success-

ful approach to the development of such reduced models is to start from 

the beginning by formulating a conceptual structural model for the well- 

^efined purpose for which it is to be used and then developing the mathe- 

matical model making use of the approach used in the full model with 

aPPropriate modifications and simplifications wherever necessary. One 

GXafnple of such aspect models is given below.
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8.4.1 Seven-Segment Lumped-Parameter Model of the Uncontrolled 
Circulation

A simple conceptual structural model of the cardiovascular system 

which possesses most of the essential anatomical and physiological 

features is the 7-segment representation shown in Figure 8.1. Neglecting 

the inertial properties of blood, each segment can be described by one 

differential and two algebraic equations. The complete mathematical 

model is then:

Right ventricle

F ~ F
VCRV RVPA

F = fp - P 'l/R
1 1 RV PA'/ RVPA

(F1 F1 > 0

F
RVPA

(8.4)

1° r F1 0

Pulmonary arteries

PA 
dt

F
RVPA

F
PAPV

(8.5)

PPA V /C
PA PA

(8.6)

F
PAPV

fp — P / R 
V PA PVV PAPV

(8.7)

dV
__PV
dt

F — f
PAPV PVLV

(8.8)

Ppv V /CPVZ PV
(8.9)

F2 (pPV PLV)/r
,J/ PVLV

(8.10)

r P2 > o

F
PVLV

(8.11)

r f2< 0
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Left ventricle

dV „
LV 

dt
F “ F
PVLV LVAO

(8.12)

PLV a .V
LV LV

(8.13)

F3
(PLV ” PA0)/PLVAO (8.14)

1 F3 ' F3 =■ °

f lv ao

<o , F3 0

(8.15)

Aorta

dV
AO

dt
F — F
LVAO AOSC

(8.16)

PA0 v /c,
AO AO

(8.17)

F
AOSC

[p - p 1/r
1 AO SC'/ AOSC

(8.18)

Systemic circulation

SC 
dt

F - F
AOSC SCVC

Psc V /C
SC SC

dvvc
dt Fscvc f vc rv

pvc V

F4 (p
v VC PRV)/R v/ VCRV

F
VCRV

(8.19)

(8.20)

(8.21)

(8.22)

(8.23)

(8.24)

(8.25)

r F > 0
4

f
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This model incorporates the time-varying elastances of the right 

and left ventricles as adopted in the full model described in Chapter 3 

and also the increased diastolic compliance as in the case of the 

aggregated 12-segment model of Section 8.3.2 (Pullen, 1976). Data 

used in simulating this model are based on the studies of Benham (1972).

The selected simulation results presented in Figure 8.2 agree well 

with the general features of comparable physiological data, indicating 

that the assumptions made for the purpose of simplifying the model do 

not necessarily limit its effectiveness. A model of comparable complexity 

has been used by Rupeiks (1972) as a basic research and teaching tool for 

the simulation of congenital heart defects such as: ventricular septal 

defect, patent ductus arteriosus, stenosis and insufficiency of each of 

the four heart valves.

8,. 5 CONCLUSION

Having reviewed existing methods of model reduction, it is clear 

that most of them are inappropriate for application to complex physio-

logical models such as are the subject of this thesis.

Two types of approach are applicable. The first involves taking 

a complex physiological model and systematically reducing it to a 

simpler form such that the relevant a priori physiological basis is 

still included, consistent with the purpose for which the model is 

intended. In doing this, results obtained from sensitivity analysis and 

other techniques of model validation may constitute a useful aid. The 

second approach is to begin afresh with a simple formulation, such that 

sufficient physiology is incorporated consistent with the model providing 

an adequate representation of specific aspects of behaviour.

Reduction procedures have been applied to the cardiovascular model 

which incorporates the 19-segment representation of the circulation. 

From the validation studies described in Chapters 4-6, it had been 

shown that short-term model behaviour was most sensitive to CNS control 

a^d to cardiac and pulmonary venous parameters. This suggested that the 

circulatory model could be greatly simplified by aggregating a number of 

the systemic arterial and venous compartments. An example of such aggre-

gation resulting in a 7-segment model of the uncontrolled circulation 

has been presented.
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In the next chapter an 8-segment model of the circulation, to 

which control loops and thermoregulatory and body-fluid components are 

added, is developed. This includes a reduced representation of neural 

control with a single pressure receptor and a single stretch receptor.
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Figure 8.1 7-segment lumped parameter model.
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Figure 8.2a Waveforms of selected pressures during one cardiac cycle.
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Figure 8.2b Waveforms of selected volumes during one cardiac cycle.
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CHAPTER 9

DEVELOPMENT OF AN 8-SEGMENT MODEL 
OF THE CARDIOVASCULAR SYSTEM

From the work described in the earlier chapters, it is clear that 

the full 19-segment representation of the cardiovascular systems together 

with its controls is complex, highly non-linear and, as a consequence, 

demanding in computational requirements. Although such complex models 

have great heuristic potential, for ultimate clinical application more 

simple model forms are needed. The processes by which models can be 

simplified have been examined in Chapter 8. This chapter therefore 

describes the development of a reduced model which, whilst retaining 

many essential features of the full representation, is less computationally 

unwieldy.

By definition, any reduced model of complex non-linear processes 

will be capable of describing only certain aspects of the complete 

overall behaviour patterns. The results of the validation studies 

Presented in Chapters 5, 6 and 7 have provided indicators as to which 

are the essential features of cardiovascular structure which need to 

de retained. At the same time, these validation studies revealed 

deficiGnciGS in the full model in the area of neural control. Thus 

although the model described in this chapter has, overall, a simpler 

structure, it will also be used as a vehicle to examine alternative 

hypotheses for neural control (inclusion of blood volume receptors 

and changes in peripheral control effects).

For clinical application, there is the need to consider the inter-

action between the cardiovascular system and other important, relevant 

Physiological systems. The simpler form of cardiovascular model developed 

!n Section 9.1 is capable of being coupled to models of thermoregulation 

and body fluid balance, as shown in Figure 9.1, thus enhancing the 

ultimate clinical potential of the overall model. The linkage to these 

°ther physiological systems is described in Sections 9.2 and 9.3. This 

m°del requires only a small fraction of the computer time needed for the 

full 19-segment form and thus affords simulation over a period of 1 to 

2 hours where the 19 -segment model was restricted to simulating phenomena 

°ccurring within a few minutes. This reduced model thereby offers the 

Potential of examining a wide range of clinical trends and, as such, 

COrnPlements the capability of the full pulsatile model described earlier.
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Figure 9.1 Interaction of a reduced circulatory system model with models of 
thermoregulation and body fluid balance.



Section 9.4 describes the modelling of central nervous control 

mechanisms in the reduced formulation, in particular testing a hypo-

thesis relating to the effect of volume receptors in the controlling 

process. Sections 9.5 and 9.6 deal with the digital implementation of 

the model, giving consideration to the program structure and the 

accuracy of the resultant numerical solutions.

9.1 AN 8-SEGMENT MATIIEMATICAL MODEL OF CIRCULATORY FLUID MECHANICS

The 8-segment representation of the circulatory system presented 

in this section is developed from the uncontrolled circulatory system 

model of Beneken (1965), together with subsequent work on model formu-

lation and model reduction described in Pullen (1976) and Rajkumar 

(1978), and also in Leaning et al (1983b).

The circulatory system is considered to be subdivided into four 

parts: the systemic and the pulmonary circulation and the two sides

°f the heart as depicted in Figure 9.2. Systemic and pulmonary circu-

lation are divided into arterial and venous segments.

The heart is represented by the ventricles only and the atria 

are each lumped with the corresponding neighbouring segment. The 

diastolic compliances of the ventricles are increased accordingly to 

the new values used by Beneken (1965).

Venous valves situated between segments representing systemic

veins and thoracic veins are represented by the following equation:

1 F^ Fo > 0
2

F = /
I

(9.1)
SVTV \1

k 0.667 F2 ' F2 < 0

The mathematical model of the circulatory fluid mechanics, con-

sisting of 11 first order differential equations, is given below: 

Bight ventricle

F ~ F
TVRV RVPA

0 (9.2)
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Figure 9.2 8-segment lumped parameter model.



dF
RVPA
dt

P
PA

a V
RV1 RV

V
URV-

Pulmonary arteries

dV
PA
dt

F
RVPA

F
PAPV r V

PA

PPA (VpA v 1 /c 
upa j :PA

ppv ^^r lung

F
PAPV

p /r
LUNG

^tlmonary veins

dv
PV

dt
f
PAPV

F
PVLV

r V
PV

P
PV

(v
V PV

V ) /c
upv j :PV

r vpv >

CPV

PVN r V
PV

<

F1 ((pPV 2 •
V 
PV

r

f pvl v

r rvpa f rvp a F
RVPA

> O

7

r

Ppv

Ppv

O

V
UPV

V
UPV

) /RJ PVLV

Ft > o

>

$

pcc

P
CC

F
RVPA >, o

(9.3)

(9.4)

(9.5)

(9.6)

(9.7)

(9.8)

(9.9)

(9.10)

2
V
UPV

(9.11)

(9.12)

7 F $ O
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Left ventricle

F ~ F
PVLV LVAO

V
LV

O (9.13)

/ P \ 2
P - P - R F - —Q— )I FdF LV AO LVAO LVAO I 2A2 1 LVAO

LVAO AO/--  =----------------------------------------F
dt L LVAO

LV
(9.14)

P = a
LV

(v 
LV v LV - Vv)

Aorta

dV
AO

F F ,
dt LVAO AOSA

dF
AOSA = (p - P - R
dt 1 AO SA :

(9.15)

V >0
AO

(9.16)

F ) /L
. AOSA7 SA

(9.17)

V - V + O.O4 F - F
AO UAO 1 LVAO AOSA-

(9.18)

AOSA

AOSA

(9.19)

(9.20)

(9.21)
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Systemic veins

dvsv
dt FSASV pSVTV ' V oSV

psv d3(vSV V usv /csv

(9.22)

(9.23)

f V >
SV

V usv

csv (9.24)

SVN r VSV < Vx USV

V usv
VUSVN
d4 ‘

(9.25)

F2 ((PSV PTV-) 2 •VSV-) /R rJ SV
2VUSVN (9.26)

r F2 > 0

FSVTV
(9.27)

f

Th9racic veins

dV_ TV
dt FSVTV f tvr v r V > o TV

PTV ^VTV VUTV^ //C'
TV

(9.28)

(9.29)

/ VTV > VUTV

CTV (9.30)

F3 ( (PTV PRV-)

!

f tvrv

r

VTV

v2TV) /RJ ' <

F3

F3

< VUTV

TVRV v2UTV (9.31)

> 0

< 0

(9.32)

The implementation of this model of the circulation, coupled to
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the models of neural control, thermoregulation and body fluid balance, 

described in the sections which follow, is considered in Section 9.6.

9.2 THERMOREGULATORY SYSTEM MODEL

The thermoregulatory system model, which is to be coupled to the 

eight-segment circulatory system model described in the previous section, 

relies on the concepts of hypothalamic set-point theory for the control 

of deep body temperature. Control is effected by vasomotor adjustment 

of the rate of blood flow from the core to the surface of the body. 

Figure 9.3 shows the conceptual model of this set-point theory of thermo-

regulation. The temperatures in the core and at the surface of the body 

are sensed by thermoreceptors, and signals representing these tempera-

tures are transmitted to the hypothalamus. These signals are compared 

with the hypothalamic'set-point temperatures, and signals representing 

the differences between the actual and set-point temperatures arc trans-

mitted to the vasomotor centre of the central nervous system. Appropriate 

sympathetic or parasympathetic stimulation causes a change in the rate of 

blood flow, and therefore heat transfer, from the core to the surface of 

the body. An increase in the rate of blood flow results in an increase 

ln the temperature of the surface of the body and subsequently an 

xncrease in the rate of heat loss from the surface of the body to the 

environment. The converse is also true.

The overall thermoregulatory system model, based on the approach adop 

ted by Uttamsingh et al (1977), is divided into two sections, a controlled 

thermoregulatory model and a thermoregulatory system controller.

1 Thermoregulatory Model (The Controlled System)

The model of the controlled thermoregulatory system consists of 

two compartments representing the human body as a core and surface 

system with heat transfer between core and surface and between surface ' 

the environment, as shown in Figure 9.4. In this representation, 

xt is assumed that the human body may be considered as two homogeneous 

c°ncentric cylinders, each with uniformly distributed temperatures, 

where the surface cylinder represents the outer two-centimetre layer 

the body, and the core cylinder represents the remainder.

The heat generation rate is simply the constant basal metabolic 

and is totally assigned to the core. Heat transfer from the core 

the surface is achieved by:

(i) conduction,

(ii) heat transfer due to blood flow from core to skin.
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Figure 9.3 Diagram representing the "set-point" theory of the human thermoregulatory 
system.
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Figure 9.4 Method of heat transfer between core, surface and 
environment.
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Figure 9.5 Configuration of the passive system 
and controller in the thermoregulatory 
model.
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Blood temperature is assumed to be equal to core temperature so 

that in both cases heat transferred per unit time is proportional to the 

difference between core and surface temperatures. Hence in using the 

principle of thermal balance for the core, the following equation may 

be written:

C 
c

dT
__c
dt

BMR - pc x SBFIt
k c

(9.33)

where

is the thermal capacitance of the core (cals/°C)

T is the temperature of the core (°C)

t is time (minutes)

BMR is the basal metabolic rate (cals/min)

K is the thermal conductance between core and skin 
cS (cals/min/°C)

is the temperature of the surface ( C)

pc is the product of density and specific heat of blood 
(cals/°C)

SBF is skin blood flow calculated each minute by the controller 
(1/min).

Heat loss through evaporation is simply the insensible heat loss 

through respiration and basal evaporation from the skin, both of which 

are assumed to be time invariant and are assigned to the surface. Other 

forms of heat loss from the surface are radiation and convection to the

environment. Heat is gained by the surface from the core by conduction

and the flow of blood as described above. Hence for the body, the

thermal balance equation is:

where

dT
_ s
dt

K 
cs

fT - T ) + pc X SBF[t - T 1 
c S' k c s'

K
sE

IHL

(9.34)

is the thermal capacitance of the surface (cals/ C)

K
SE

is the surface to environmental heat transfer coefficient 

accounting for radiation and convection (cals/°C/min)

o 
is the environmental temperature ( C)

IHL is the insensible heat loss (cals/min)

C
s

C
s

T
E

(t - T )
v s E'
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The values adopted for these parameters, derived by Uttamsingh et al (1977) 

from earlier work by Stolwijk et al (1966) are:

Cc = 45040.0 cals/°C

BMR = 1167.0 cals/min

K cs 405.67 cals/min/°C

pc = 920.0 cals/°C

cs = 12730.0 cals/°C

Ks E = 100.0 cals/min/°C

IHL = 300.0 cals/min

The Thermoregulatory System Controller

The passive (controlled) model of the thermoregulatory system as 

described above does not, by itself, exhibit control characteristics, but 

Sj-mply provides a transfer function relating surface blood flow or any 

disturbing input to the core and skin temperatures as outputs which, in 

turn, constitute the inputs to the controller, as shown in Figure 9.5. 

■tt is this controller which regulates the body temperature by adjusting 

the rate of blood flow from the core to the surface of the body.

As referred to earlier in the chapter, the hypothalamus receives 

S1gnals from thermoreceptors in the body, some in the brain and spine, and 

some just under the surface of the body. These signals are compared with 

desired or set-point temperatures in the hypothalamus which then transmits 

Signals proportional to the differences between actual and set-point 

temperatures in order to cause the central nervous system to constrict or 

dilate blood vessels so that the resultant blood flows cause the tempera-

tures to tend towards their set-point values (see Figure 9.3).

When the body needs to dissipate heat (when core temperature rises 

above the set-point), peripheral blood vessels are caused to vasodilatate, 

Permitting a larger flow of warm arterial blood to the surface of the 

body. Hence, the temperature at the surface of the body rises, and 

results in the increase in the rate of transfer of heat to the environ-

ment. Thus the temperature at the core of the body is returned towards 

bhe set-point. When the body needs to conserve heat, the converse 

Effects are observed, brought about by vasoconstriction of the peripheral 

blood vessels (Uttamsingh et al, 1977).

Vasodilatation or vasoconstriction may be considered as the decrease 

°r increase in the resistance to the flow of blood in the surface of the 

body.
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Hence the blood flow is adjusted by changes in total peripheral 

resistance, which is also affected by other factors, such as concen-

tration of pressor substances which, in turn, affect blood flow.

Figure 9.6 presents a simple electrical analogy of this concept.

The pressure drop, map forces blood through the resistances, R and R , 
c s

representing the resistances to blood flow through the core and surface 

blood vessels, respectively. Hence, of the total rate of blood flow, CO, 

the rate at which blood flows through the surface blood vessels, SBF, is 

dependent on the relative values of the two resistances, R and R . For 
c s

the development of the model for the controller in the human thermoregu-

latory system, the resistance to blood flow through the core of the body 

ls assumed to be constant, whereas the resistance to blood flow through 

the surface blood vessels is considered to be a function of the passive 

thermoregulatory system model.

Using this analogy and assuming normal values of arterial pressure

<100 torr), cardiac output (5.0 1/min) and normal surface blood flow (0.177 

■(-/min) (Uttamsingh et al, 1977) , normal values of core blood flow and 

resistances to blood flow through core and surface can be calculated as 

follows:

CBF = CO - SBF = 5.0 - 0.177 = 4.823 1/min

MAP 1OO 0
R = ---  = -——— = 20.7 34 torr/I/min
c CBF 4.823

n MAP 100.0 rz_r_ •
R = ---  = = 565.0 torr/l/min.
s SBF 0.177

R c ls set to this constant value in the model.

If the core temperature rises above normal, the blood flow to the 

skin also rises by means of dilation of the appropriate blood vessels, 

Causing a drop in R . This rise in skin blood flow causes the surface 
t s
GlT1perature to rise and thereby the body loses heat more rapidly to 

th
G environment. The converse is also true.

However, the relation between the deviation in temperature and 

resultant change in R is not known quantitatively, but from the extreme 
1 . s
1Inits of skin blood flow (1.24 and 0.0177 1/min) (Uttamsingh et al, 1977), 

Ppropriate maximum and minimum values of R may be suggested as below.

Th
resistance to blood flow through the core, R , and arterial pressure

C 
assumed constant and equal to the normal values given above.

322



Thus,

and

R
s max

MAP
SBF .

mm

MAP
R
s min SBF

max

Hence, R = 5650 torr/l/min,
s max

and R . = 80.7 torr/l/min.
s min

(9.35)

(9.36)

Figure 9.7 shows the relationship between core temperature and 

Rg between the points representing the extreme limits calculated above. 

This postulated relationship may be modified by a function relating 

skin temperature and resistance to skin blood flow, as shown in 

Figure 9.8. This applies only when the value of core temperature lies 

between 36.4 and 37.0°C, as shown in Figure 9.7 (Uttamsingh et al, 1977).

Hence the controller inputs, core and skin temperatures yield a 

value for resistance to blood flow to the surface of the body approxi-

mately in accordance with known physiological facts of vasoconstriction 

atd vasodilation due to thermal disturbances. It is then a simple 

matter to calculate skin blood flow which is the output of the controller.

(9.37)

where the value of arterial pressure, MAP, is obtained from the cardio- 

Vascular system model.

Since resistance to blood flow through the core, R , is assumed to 

invariable to thermal disturbances, we may similarly write

CBF (9.38)

The cardiac output may then be written as

CO = CBF + SBF (9.39)

cr>e total peripheral resistance is then given by considering the 
tw

resistances in parallel, as shown in Figure 9.6,
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MAP

Figure 9.6 Electrical analogy 
and surface of the

for blood flow through core 
body in thermoregulation.

Figure 9.7 Postulate function between core temperature and 
resistance to blood flow.
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Figure 9.8 Modification of function between core 
temperature and resistance to skin blood 
flow by skin temperature.

J 2 5



TPR
R x R
c s

R + R
c s

(9.40)

The linkage of this thermoregulatory model to the representation 

of the circulatory dynamics described in the previous section is 

achieved through (9.37) which relates skin blood flow, mean arterial 

pressure and skin resistance.

9.3 BODY FLUID BALANCE MODEL

The model of body fluid balance used in this work has been adapted 

from Guyton (1971). As is known, blood contains both extracellular 

fluid (the fluid of the plasma) and intracellular fluid (the fluid in 

the red blood cells). The basic mechanism for blood volume control 

is presented in the block diagram depicted in Figure 9.9.

This diagram includes representation of the following physiological 

Phenomena:

Block 1 - The rate of change of extracellular fluid volume is equal to 

the difference between the rate of ingestion and the rate of excretion 

°f extracellular fluid:

dE
dt

dE.
__ 1

dt

dE 
o 

dt~ (9.41)

dE 
where E is the extracellular fluid volume and n. is

dt 

excretion of extracellular fluid volume (1/min), and 

°f ingestion of extracellular fluid volume (1/min).

the rate of
dEi
---  is the rate 
dt

Mlock 2 - The extracellular fluid volume is obtained by integrating 

the rate of change of extracellular fluid volume:

o

(9.42)

3 - The blood volume (BV) is a fraction of the 

^luid volume (E):

extracellular

(9.43)

j^Qck 4 - represents the linear relationship between blood volume BV,

^nd mean systemic pressure, MSP. This relationship is represented
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quantitatively in the model by the function:

MSP = 3.5 BV - 10.5 (9.44)

Block 5 - If, for some reason, the right atrial pressure is not zero, 

the difference between the mean systemic pressure and the right atrial 

pressure gives the value of the pressure gradient for block flow 

through the venous system.

Block 6 - The resistance to blood flow through the venous system is 

a fraction of the total peripheral resistance and the venous return is 

equal to the pressure gradient divided by the resistance to venous 

return. Considering the fact that blood cannot be stored anywhere in 

the cardiovascular system, the venous return is exactly equal to the 

cardiac output (Starling's law of the heart).

Then the function of blocks 5 and 6 is:

CO = VR
MSP - RAP

RVR
(9.45)

Block 7 - represents the pressure-flow relationship between total

Peripheral resistance, cardiac output and arterial pressure:

MAP = CO x TP I? (9.46)

Block 8 - The rate of excretion of fluid is related to the mean arterial

Pressure:

dE
o

dt
(0,023 MAP - 1.38)

1000.0
for MAP < 90 torr

(9.47)
dE

o
dt

(0.05 MAP - 0.04)
1000.0

for MAP >> 90 torr

In the model simulation it is assumed that the extracellular fluid 

v°lume is equal to the sum of the interstitial volume and the blood 

v°lume:

E = V + BV 
I NT

(9.48)

Bence the model can be used to examine changes in blood volume (for
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dE±

dt

Figure 9.9 Block diagram representing the basic mechanism for blood volume control.



example due to haemorrhaging) as well as to calculate the mean system 

pressure using equation (9.44).

In the following section, developments in the representation of 

the neural control system are described.

2-4 THE dev elo pment  of  th e neural  contro l  mod el

This section describes the mathematical representation of the 

central nervous control mechanisms which are included and developed 

in this model of short-term (0 - 120 minutes) haemodynamics as applied 

to a relaxed, resting human. Since only short-term effects are being 

considered, no humoral control action is included.

Central nervous control is achieved in the cardiovascular system 

by changes in a number of variables, in particular, heart rate, peri-

pheral resistance, myocardial contractility and venous tone. Infor-

mation on blood pressure at various locations enters the central nervous 

system via the pressure-sensitive baroreceptors. These transducers are 

components of the short-term negative feedback mechanisms which monitor 

blood pressure in certain main arteries and send information to the 

central nervous system. The principal receptors are located in the 

a°rtic arch and carotid sinus regions. However, the original neural 

control model developed for the eight-segment representation of the cir-

culatory system consists only of the aortic arch baroreceptor since no 

segment corresponding to the carotid baroreceptor area is included. 

The mathematical representation of this basic neural control action 

operating via the aortic arch baroreceptors only is described below 

in Section 9.4.1.

Implementing this neural control action with aortic arch baro-

receptors only in the eight-segment representation of the circulation 

reveals an inadequate response to haemorrhaging. Following the removal 

°f 500 ml of blood, just as the nineteen-segment model yielded a non- 

Physiological indication of drop in mean arterial pressure (see Chapter 6) 

s° the eight-segment model with its control similarly indicated a 22% 

decrease in mean arterial pressure. In reality it is known that for 

Such a blood loss, the circulatory reflexes tend to result in effective 

compensation so that no such significant drop in blood pressure is 

aPparent. This non-physiological response of the model indicated a 

deficiency in the control of peripheral resistance. As a first 
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modification, the control action of peripheral resistance was changed 

from bang-bang to continuous action. This is discussed in Section 

9.4.3.

Since this change alone was found to be insufficient to bring 

about the required patterns of response in the model following 500 ml 

withdrawal of blood, further changes to the control of peripheral 

resistance were examined. This involved including the effects of volume 

receptors (stretch receptors), as described in Section 9.4.2.

The overall neural control model thus consists of empirical rep-

resentations of the principal baroreceptors (aortic arch and stretch 

receptors), and the central nervous system control of heart rate, peri-

pheral resistance, myocardial contractility and venous tone. The 

effects of the stretch receptors on the control of peripheral resistance 

and venous tone are considered in Sections 9.4.3 and 9.4.4, respectively. 

9_.4.1 The Aortic Arch Baroreceptor

A block diagram of the aortic arch receptor model is shown in 

Figure 9.10. (The general form of the receptor model was described 

earlier in Section 3.3 ).

The output function an aortic-arch receptor is given by

the linear combination of a dynamic estimate (s ) of the positive 

Pressure derivative (s^) and the dynamic mean pressure estimate (s r ), 
together with a threshold pressure below which firing of the baro-

receptors does not occur. Thus the linear combination of the mean and 

derivative estimates (as given in (9.52)), together with the constraint 

that the firing rate must be positive (9.53), gives the output function 

^AC2 f°r the aortic arch baroreceptor.

The equations for the baroreceptor area are thus as follows:



(9.51)

s = S + K S - K
D B C C D

( s S > 0
D

B = <
A02 1

< 0 , S
D

< 0

(9.52)

(9.53)

where Kd is the threshold pressure below which firing does not occur. 

Kc is the average contribution of the positive pressure derivative term 

over one cardiac cycle and is estimated on the assumption that the

average value of K S over 
C C

one cycle is 60,

i.e. K S dt 
C C

60 (9.54)

giving (9.55)

1
T
H 4

The effective input for the central nervous system is assumed to be a 

static function of the output of the aortic arch baroreceptor 4^02^•

Since only the aortic arch baroreceptors are included, the overall 

baroreceptor output function, B, is given by

B BA02 (9.56)

-2 Stretch Receptors

Cells sensitive to mechanical deformation exist in the walls of

s°me blood vessels and produce afferent nerve impulses when the wall is 

stretched. Such receptors are known to exist in the atria and ventricles 

ln the pulmonary vessels and in the coronary artery.
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In the situation of haemorrhage (one of the tests being used to 

examine model validity), the cardiovascular control systems respond 

primarily to the acute reduction in total blood volume, which is 

detected principally by atrial type 3 receptors (stretch receptors). 

A reflex sympathetic adrenergic discharge increases heart rate and myo-

cardial contractility and produces peripheral arteriolar constriction 

and venoconstriction. Usually systemic arterial pressure is essentially 

insensitive to blood loss up to 10% of the total blood volume, but falls 

in response to a greater volume of blood loss. The venoconstriction 

produced by haemorrhage well illustrates the place occupied by venous 

capacity in cardiovascular control. Functionally, the increased venous 

tone in this situation tends to restore normal mean circulatory pressure 

in spite of decreased blood volume or, in other words, tends to match 

the total vascular capacity to the amount of blood available to fill 

it at physiological pressure (Mountcastle, 1974).

A block diagram of the operation of the volume (stretch) receptors 

is shown in Figure 9.11, where is the output of the receptor.

In describing the control of peripheral resistance incorporating 

the effects of volume receptors, cardiac effects are neglected such 

that cardiac output is assumed to be directly proportional to the blood

volume. The peripheral resistance 

the volume receptors as well as of 

now depends both on the output of 

the pressure receptors:

PR PR .q .q
o v p

(9.57)

where PR is
o

less control

the normal peripheral resistance and q^ and q^ 

multipliers as shown in Figure 9.12, where

are dimension

qV
1

-> ! Abv '
1 + k ——~

v BV
o

(9.58)

qp
1 __ _

AAP
AP

o

(9.59)
1 + k

P

, ABVassuming k ---  and
y v BV

o
k
P

to be very much smaller than one, 
AP J

o

q (1 -
v — k

ABV>
BV '

o
(9.60)k

v
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1 + St i

Figure 9.10 Block diagram of the baroreceptor.

Figure 9.11 Block diagram of the volume receptor.
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Figure 9.12 Peripheral resistance control of arterial pressure by pressure and 
volume receptors.
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q 'v
P “

(1 - k )
1 p AP }

o
(9.61)

Arterial pressure which is given by:

AP = CO.PR (9.62)

can be written, using the relationship between cardiac output and blood

volume described above, as:

AP = aBV.PR (9.63)

and in turn, incorporating (9.57), as:

AP = aBV.PR q .q
o v p

(9.64)

For normal values

AP
o

aBV .PR
o <o

(9.65)

so that the resultant values of arterial pressure and blood volume

after any change will be:

AP AP
o

+ AAP (9.66)

BV BV
o

+ Abv (9.67)

Substituting for q
v

and q from (9.58) and (9.59)
P

in (9.64):

(AP + AAP) = a(BV
o o

+ Abv )pr fl
o V

, Abv  
kv BV

o
)(1 AAP 

kp AP 
o

(9.68)

Assuming that any change 

becomes:

in arterial pressure is negligible, (9.68)

AP = a(BV + ABV)PR fl - 
o o ok

Abv
BV 

o
(9.69)k

v

Neglecting the effects of higher order 

as:

terms, (9.69) can be rewritten

AP = a PR (BV + ABV - k ABV) 
o o o v

(9.70)
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combining this equation with (9.70):

BV
o

BV + Abv  - k Abv
V

(9.71)
o

Thus k
v

1 and hence, substituting in (9.60),

BV
o 

% “ BV (9.72)

This expression is valid for small values of Abv  only with saturating 

at both high and low values of BV, as shown in Figure 9.13 (Leaning, 

1981).

Returning to (9.68) for the case where AAP is not zero and 

neglecting higher order terms:

otPR (1 - k )
AAP = -- ABV (9.73)

(1 + k )
P

Setting k and k =0 gives the uncontrolled response
v p

AAP I = otPR ABV (9.74)
I o o

On the basis of the foregoing analysis it can be seen that it is 

possible to eliminate any steady state error, AAP, if there are volume 

Receptors incorporated in the control of PR, as given by (9.72) with

= 1. Furthermore, without the volume receptors, (k =0), as 

defined by (9.73), AAP will not be zero unless k is equal to infinity,
P

which is clearly impossible.

Also from (9.73) it can be seen that if k > 1, a reduction of 
v

blood volume (ABV < 0) can lead to an increase of arterial pressure.

Thus, a prediction of the model incorporating volume (stretch) receptors 

is that if the given k^ of the volume control of peripheral resistance 

ls sufficiently large (k > 1), a reduction of blood volume will lead 

bo an increase of arterial pressure, and not a fall.

As a result, the following mathematical representation of the 

v°lume receptor control is included in the model:

(9.75)
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BV 
o

BV

Figure 9.13 The relation between the stretch
receptors output and the blood volume.

Figure 9.14 Model of the baroreceptors and the peripheral 
resistance control.
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where

o

with the normal value for the blood volume being assumed to be 4.74 1.

2_»4.3 Central Nervous Control of Peripheral Resistance

Smooth muscle in the walls of the arterioles is in a state of 

partial contraction due to the sympathetic tone originating from the 

medullary vasomotor centre. A reduction of sympathetic activity (i.e. 

resulting from a rise in blood pressure) leads to vasodilatation and a 

decrease of peripheral resistance, and vice-versa. In addition to this 

Pressure controlling system regulating peripheral resistance, as des-

cribed above, involving the central nervous system, there is a local 

autoregulatory effect which adjusts the perfusion of the vascular beds 

to meet the local demand for nutrition. This regulatory process, tra-

ditionally referred to as a flow controlling system, has almost no direct 

effect on heart action and cardiac output.

From the validation studies on the nineteen-segment model described 

ln Chapter 6, a number of defects were apparent in the model responses. 

p°r example, the effect of a sudden blood loss (haemorrhage) of 500 ml 

resulted in a non-physiological drop of mean arterial pressure by 22%. 

This error could be traced to an inadequate increase of systemic resis-

tance, and it is the modifications of the CNS control of peripheral 

resistance to remedy these defects which are described later in this 

Section.

To show the inadequacy of the peripheral resistance controller, 

the effects of any change in pressure (increase or decrease) on q^ (the 

°utput of this controller) have been examined by separating out as a 

cascade the model of the baroreceptors and the peripheral resistance 

controller as shown in Figure 9.14. By inserting different values of 

^MAX and PMIN (systolic and diastolic pressures) into the model equation, 

the results for q and B as shown in Table 9.1 are obtained. From this
P

"able it is clear that the changes exhibited by q^ in response to sub-

stantial decreases in pressure are small and as such are not capable 

°f leading to the maintenance of blood pressure which is observed 

experimentally following the loss of 500 ml of blood.
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Table 9.1: Effects of pressure change on the 
output of the peripheral resistance 
controller

PMAX

(torr)

PMIN

(torr) V B

75 60 1.387 27.44

105 75 1.045 44.78

120 80 0.989 53.05

155 105 0.624 89.34

180 105 0.608 102.4

The first modification involved the replacement of the bang-bang 

control action, as incorporated in the nineteen-segment model, by a 

continuous control action. The input function B to the bang-bang 

controller represented all the systemic arterial baroreceptor activity 

and the output of the controller was a time-varying peripheral resis-

tance, R, as described in Pullen (1976). The change to continuous 

control action parallels the work of Beneken and DeWit (1967) who 

assumed a first order transfer function relating the same input quantity 

B to the output of peripheral resistance. Thus the bang-bang relation-

ship between q and B, as shown in Figure 9.15a, is replaced by theA
continuous relationship of Figure 9.15b:

qA = f(B) (9.77)

the particular form adopted is:

1

1 +
(9.78)

where B„ is the normal value of the input function B equal to 80 when 
N

evaluated using (9.79) derived by Beneken and DeWit (1967): 

B
N

C {
S + D

2
+ a (S - D) 3) (9.79)

where S and D are systolic and diastolic pressures, —-— assumed 

the mean pressure, and C, a and 6 are respectively equal to 1, 1.5 and

In (9.78) k is equal to 0.5. The other components in the continuous
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(a)

B

1

1 + 20s

(b)

B

Figure 9.15 Block diagram of peripheral resistance controlled by 
pressure receptor, (a) with bang-bang control action, 
and (b) with continuous control action.
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control action (Figure 9.15b) are identical to those for the bang-bang 

case (Figure 9.15a), namely:

(9.80)

d q q - g_ ^A dC 
dt " 20 (9.81)

(9.82)

The complete block diagram representation of these relationships is 

given in Figure 9.15b, where the normal value of q is equal to 1.0.
P

The second modification involves incorporating the effect of the 

vdume (stretch) receptors. The output of these receptors, q , is shown 

in Figure 9.12. The combined effect of q and q^ is then given by:

(9.83)

In (9.83) the output q^ is a dimensionless quantity which multiplies 

the normal values of systemic resistance in the model (see (9.20)).

The other systemic vascular beds are assumed to be uninfluenced by 

central nervous control. The pulmonary vasculature is known to be 

highly non-reactive to both neural and humoral effects (Pullen, 1976, 

P* 66), and so is also excluded from peripheral resistance control in 

the model.

The negative feedback processes in the peripheral resistance 

c°ntrol model are shown graphically in Figure 9.16.

Central Nervous Control of Venous Tone

Contraction or dilation of venules caused by variations of arterial 

Pressure and mediated through the sympathetic nervous system is termed 

Venous tone. Changes in venous tone are assumed to result in changes 

ln the unstressed volumes and compliances of the lumped parameter venous 

Segments. Mathematically, the control of venous tone is represented by 

the equations given below. These incorporate bang-bang control as 

adopted by Pullen (1976), but with modification to include the effects 

volume (stretch) receptors:
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Figure 9.16 The negative feedback processes in the peripheral 

resistance control, while (1) means increase and 
(I) means decrease.



1 B > K
E

d = J
A 3

<1.6 , B < K
E

(9.84)

d d
B A B

(9.85)
dt 14

dc = (KGdB + (1 -V) -q
V

(9.86)

d =
D

K d + 1
k H B

-V) • q
V

(9.87)

The term d of
C

(9.87) to the control of unstressed volume.

(9.86) relates to the control of compliance, and d^ of 

The constants K and K
G
andin (9.86) and (9.87) control the percentage deviation of d^ 

the normal values

H
d from 
D

of 1.0.

If the blood pressure rises, venous tone will decrease and the

loweringand unstressed volume will increase, thusvenous compliance

the venous pressure. This will result in reduced venous return and 

reduced cardiac output so that the original blood pressure rise will 

bn limited. Equations for a typical systemic venous segment are modi-

fied as follows:

VU.2
VU2N

d 
D

(9.88)

d

Po = (v - v J (9.89)
2 C2 2 U27

c , V > V1i 2N 2 U2

Q I
I

1

|
(9.90)

1
i 20 Co< 2N ' v2« VU2

block diagram of the controller is given in Figure 9.17 and the negative 

fnedback processes in the venous tone control model are shown graphically 

it Figure 9.18.
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Figure 9.17 Block diagram of the venous tone controller.
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Figure 9.18 The negative feedback processes in the venous tone control model, 
while (f) means increase and (X) means decrease.



9.4.5 Central Nervous Controls of Heart Rate and Myocardial Contractility

A dynamic version of Katona’s two-region model (1967) for the central 

nervous control of heart rate is adopted here, of the same form as that 

used in the nineteen-segment model (see Section 3.3.2). The two regions 

correspond to blood pressure greater and less than normal. The output 

of the controller sets the heart period for the next cardiac cycle, and 

is constrained so that heart rate (FH) in the model is limited to a 

range 30 $ F 200 bpm.
H

A block diagram of the heart rate controller was shown in Figure 

3.7. That for the eight-segment model here is identical, except that 

the parameter K now takes the value of 1.1.

The mathematical model of the central nervous control of myocardial 

contractility is adapted from that of the nineteen-segment model. The 

heart muscle has sympathetic innervation and increased sympathetic 

activity in the medullary centres (e.g. as a result of a fall in blood 

Pressure). This results in a positive inotropic response, i.e. more 

powerful contraction of the ventricular musculature. Systolic elastance 

is used as the measure of myocardial contractility and is given by:

are:

(9.91)
max

The equations describing the myocardial contractility controller

f 0.6 r B > K
E

bfl I
[1.4

r B K
E

(9.92)

(9.93)

The output b acts as a multiplier for the normal systolic elastances 
B

in ventricular chambers. A block diagram representation is given in

Figure 9.19.

Figures 9.20a and 9.20b depict the signal flow diagrams for the 

eight-segment circulatory model and its controller.
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Figure 9.19 Block diagram of the myocardial contractility controller.



Figure 9.20a Signal flow diagram in the 8-segment model.
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Figure 9.20b Diagram depicting controller signals.



9.5 DIGITAL COMPUTER IMPLEMENTATION OF THE MODEL

Figure 9.21 shows the interactions between the various subsystems 

which, together, form the complete model. This model, which is described
(see Table 9.3) 

by 26 first order differential equations and 56 algebraic equations/, has 

been implemented as a digital simulation on a PRIME 550 computer using 

a fixed step Euler integration routine. Using an integration step 

length of 1.0 ms, the model required 9 min execution time to represent 

one hour in the simulation. (The corresponding execution time on the 

CDC 7600 computer was 14.5 s.) Simulation of 60 minutes of response to a
' min

haemorrhage of 420 ml of blood required 17.8 / on the PRIME and 29.1 s 

on the CDC 7600. The structure of the program is given in Appendix V.

Simulation of this model resulted in the steady state values listed 

in Table 9.2.

Table 9.2

Mean Arterial Pressure MAP 109.1 torr

Stroke Volume SV 0.076 1

Cardiac Output CO 5.36 1/min

Heart Rate FH 69.95 bpm

Estimated Total Systemic Resistance ETSR 20.35 “1torr mm 1

Systolic Pressure pA0 max 138.9 torr

Diastolic Pressure pao  min 93.6 torr

Surface Blood Flow SBF 0. 208
, • -11 mm

Mean Systemic Pressure MSP 5.98 torr

Blood Volume BV 4.7098 1

Core Temperature T c 36.6 °C

Surface Temperature T s 34.7 °C ■

Extracellular Fluid Volume E 14.337 1

Ejection Fraction EF 0.487

These values were all within acceptable limits for an average human 

subject. The "normal" arterial blood pressure for a young healthy adult 

is of the order of 120/75 torr, but these values vary with age, weight, 

Sex, race, degree of fitness, etc. Typical variations with age are 

shown in Figure 9.22 (Rushmer, 1976). The mean arterial pressure is 

n°rmally calculated as

MAP = 4 (p MAX - P_ MIN) + P MIN
3 1 AO AO 7 AO
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Figure 9.21 Interaction between subsystems in the model.
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Figure 9.22 Range of normal arterial pressure.

A. In males aged 40 to 44, the normal arterial 
blood pressure is generally described in terms 
of range of values which will include a major 
portion of normal subjects (80 per cent in this 
graph). The "normal systolic pressure range" 
extends from 110 to 150 torr. Abnormal blood 
pressure is defined as extending above and below 
some borderline range.

B. Assembling the freguency distributions for 
various age groups demonstrates a distinct tendency 
for broadening of the normal systolic and diastolic 
pressure ranges and a tendency for higher pressures 
in older people. This fact must be considered in 
defining "high blood pressure" or hypertension. 
(Rushmer, 1967)
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within the model, this value being 109.1 torr.

A detailed validation of the model is presented in Chapter 10.

jf*ble 9.3: Number of equations in the digital computer implementation

Section Subsection
Number of 
first order 
differential
equations

Number of 
algebraic 
equations

Right ventricle 2 1

Pulmonary arteries • 1 2

Pulmonary veins 1 4

Circulatory 
fluid

Left ventricle 2 1

Aorta 2 1
mechanics
model Systemic arteries 1 2

Systemic veins 1 5

Thoracic veins 1 4

Time-varying compliances of
ventricles 1 8

Calculation of MAP, SV, CO, 2 c
ETSR, SBF, MSP, EF □

Aortic arch baroreceptor 2 4

Stretch receptor 1 1

C.N.S. control of heart rate 3 6

Neural C.N.S. control of peripheral
control resistance 2 3
model C.N.S. control of myocardial

contractility 1 1

C.N.S. control of venous tone 1 3

Thermoregula-
tor system 
model

2 2

Body fluid
balance 
model

0 3

Total 26 56

CONCLUSION

In this chapter, the development of a reduced pulsatile model of 

t-he cardiovascular system and its digital implementation have been 

Ascribed; the resultant model consisting of 26 first order differential 

Equations and 56 algebraic equations. With a view towards ultimate 
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clinical application, model segments have been included for thermo-

regulation and body fluid balance.

The chapter describes a series of developments concerning the 

neural control system in order to remedy defects which were identified 

in Chapter 6 when seeking to identify the nineteen-segment model. 

These developments included replacement of bang-bang control action 

for the peripheral resistance controller by a continuous action and 

subsequent inclusion of a stretch receptor effect which was also 

incorporated in the controller of venous tone.

The programme of validation of this model, including sensitivity 

analysis, is presented in Chapter 10.
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CHAPTER 10

THE VALIDATION OF THE 8-SEGMENT 
MODEL OF THE CARDIOVASCULAR SYSTEM

10.1 INTRODUCTION

In Chapter 9, the development of the 8-segment model of the cardio-

vascular system was described. The validation of this complete model 

is the subject of this chapter.

Section 10.2 examines model validity as evidenced by responses 

to changes in blood volume (haemorrhage and transfusion) in both 

qualitative and quantitative terms. This is followed in Section 10.3 

by a comprehensive sensitivity analysis, examining the stability of the 

Model, defining normal ranges for parameters and identifying those para-

Meters whose values are most critical in determining the patterns of 

Model response.

1CL 2 MODEL RESPONSE TO BLOOD VOLUME CHANGES

In this section, the validity of the model is assessed by examining 

its response to various changes in blood volume . These tests represent 

the effects of both haemorrhage and transfusion. Of particular importance 

ls the ability of the model, with its modified neural control components, 

to provide a sufficient increase in peripheral resistance and thereby 

avoid the pronounced fall in aortic pressure when the 19-segment model 

Was subjected to the effects of haemorrhaging.

■12j_2.1 Reduction in Blood Volume

The dynamic physiological processes occurring during haemorrhaging 

We^e described fully in Section 6.4.1. In essence, there is a reduction 

ln the mean system filling pressure and venous return leading to reduced 

cardiac output. Arterial pressure is maintained by an increase in peri-

pheral resistance, provided that the loss of blood is comparatively 

sMall.

There is, however, some disagreement in the literature as to the 

degree of haemorrhage which is necessary before any change in circulatory 

dynamics can be detected. For instance, McClintic (1978) indicates 

that changes can be observed with a loss in excess of 5%, whilst Guyton
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(1981) suggests a threshold value of 10% or more before there is any 

appreciable drop in arterial pressure.

In this section, the empirical validity of the model is examined 

by comparison with the data on blood volume changes which were used in 

Chapter 6 in assessing the validity of the 19-segment model. These 

data were obtained at donor sessions in the North East Thames Regional 

Health Authority at Moor House, London, and the Regional Headquarters 

at Brentwood, Essex.

10»2.1.1 Comparison of model response with experiment data

The data obtained in these experimental studies followed the

loss of 420 ml of blood from the systemic veins over a period of five 

minutes (the typical duration of a blood donation for an experienced 

volunteer). The data were described in Tables 6.7 - 6.9, repeated here 

for convenience as Tables 10.1 - 10.3.

The model response in simulating this loss of 420 ml of blood

°ver a period of five minutes is shown in Figure 10.1. Cardiac output 

drops by approximately 19% and stroke volume by 2.7%, whilst the mean 

systemic pressure drops by 25%. Mean arterial pressure, however, drops 

by only 2% seven minutes after the start of bleeding and then is res-

tored towards its normal value due to a 22% increase in peripheral 

resistance (vasoconstriction). This effective control of arterial 

Pressure contrasts markedly with the results which were obtained for the 

l^-segment model (see Table 6.9b). Systolic pressure drops by 6% and 

diastolic pressure increases by 1%, while the heart rate is increased by 

12% after seven minutes. Also from Figure 10.1 it can be seen that he 

ejection fraction is decreased by 13%, while the skin blood flow 

decreases by 21%. As expected, only small changes were observed in the 

thermal component (a 0.2% decrease in skin temperature and 0.1% increase 

core temperature) and in the extracellular fluid volume.

A comparison can then be made between the experimental data pre-

sented in Tables 10.1 - 10.3 and the model response summarised in Table 

10.4.

Six of the eight donors revealed only small or negligible changes 

ln arterial pressure, consistent with the theory that for such a blood 

l°ss the compensatory mechanisms should be adequate to maintain arterial 

Pressure (Mcuntcastle, 1974; Wright, 1955). Good agreement is thus 

obtained between model response, physiological theory and the majority 

of the experimental evidence in relation to arterial blood pressure.
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Donor's No. Age Variable

Values of variables

Before 
bleeding

During 
bleeding

At the end 
of bleeding

10 minutes 
after the end 
of bleeding

(1) 30 Heart rate (bpm) 78 78 78 78

Systolic pressure (torr) 120 140 150 130

Diastolic pressure (torr) 75 75 80 75

( 2) 24 Heart rate (bpm) 60 60 56 58

Systolic pressure (torr) 120 120 120 120

Diastolic pressure (torr) 70 70 70 70

Table 10.1 Heart rate and blood pressure data on two donors during the removal of 420 ml of blood over 5 and 8 
minutes, respectively (Moor House data).
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Table 10.2 continued overleaf

Donor’s
No. Variables

7-----------------------------

Pre-stimulus 
values

—

Start of 
bleeding

End of 
bleeding

Sample values of 
variables taken 
during the 10-min 
period following 

the end of 
bleeding

BD1G (pmax/Pmin) blood pressure 145/95 115/70 110/70 115/70
(3) Mean arterial pressure 111.66 85.00 83.33 85.00

Heart rate (bpm) 60.87 85.13 82.87 70.41
Index stroke volume 43.5 33.1 31.9 32.47
Index cardiac output 44.07 46. 92 44.01 37.87

BD2J (pmax/Pmin) blood pressure 125/90 125/85 130/95 130/90
(4) Mean arterial pressure 101.6 98.33 106.66 103.33

Heart rate (bpm) 120.4 93.29 112.6 100.87
Index stroke volume 25.5 24.3 22.6 24.4
Index cardiac output 51.14 37.83 42.43 41.04

BD3C (pMAX/PMIN ) blood pressure 110/80 130/80 110/80 -
(5) Mean arterial pressure 90.0 96.66 90.0 -

Heart rate (bpm) 84.76 82.81 82.67 81.32
Index stroke volume 25. 2 25.6 26.0 27.5
Index cardiac output 35.31 35.35 35.86 37.22

BD5E ^PMAX /PMIN) blood pressure 120/80 112/88 110/80 108/78
(6) Mean arterial pressure 93.33 96.0 90.0 88.0

Heart rate (bpm) 89.46 96.6 79.04 86.07
Index stroke volume 20.25 17. 5 17.3 18.0
Index cardiac output 30. 2 28.15 22.8 25.77
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Table 10.2 Effects of removal of 420 ml of blood from six donors (Regional Blood Transfusion Centre data).

1
Donor's

No.

—

Variables Pre-stimulus 
values

Start of 
bleeding

End of 
bleeding

Sample values of 
variables taken 
during the 10-min 
period following 

the end of 
bleeding

BD6F (pMAX/PMIn) blood pressure 125/70 125/70 120/80 127/75
(7) Mean arterial pressure 88.33 88.33 93.33 92.33

Heart rate (bpm) 75.9 81.65 80. 38 82.42
Index stroke volume 19.45 18.2 15.5 18.75
Index of cardiac output 24.52 24.73 20. 75 25.38

BD7H [pMAX/PMIn) blood pressure 148.85 140/80 128/90 140/95
(8) Mean arterial pressure 106.0 100. 0 102.66 110.0

Heart rate (bpm) 82.61 82.39 75.68 82.94
Index stroke volume 19.8 21.5 16.2 . 20.3
Index cardiac output 27.27 29.47 20.43 28.17



Donor's No.

Percentage of change during removal of 
420 ml of blood

FH (bpm) MAP (torr)

1 0.0 + 15.0

2 - 6.7 0.0

3 + 36.0 - 25.3

4 - 6.4 + 4.9

5 - 2.4 0.0

6 - 11.6 - 3.5

7 + 5.9 + 5.6

8 - 8.3 - 3.1

Tgble 10.3 Percentage of change of heart rate and mean arterial 
pressure for the eight donors obtained from removal 
of 420 ml of blood during 5-8 minutes.

3f*ble 1Q.4 The change in heart rate (FH) and mean arterial pressure 
(MAP) two minutes after the end of a five-minute 
haemorrhage compared with the values at the start of 
bleeding, expressed as a percentage, for different volumes 
of blood loss.
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(torr)

Mean systemic pressure
(torr)

420 ml

Skin blood flow (1/min)

30 55 40 45 50 ST

Time (min)

continued overleaf

Ejection fraction
Extracellular fluid volume (E)(l)»10

‘ - EF

--  E

5

L



Estimated total systemic resistance
(torr min 1“1)

Heart rate (bpm)

Figure 10.1 Dynamics following the removal of 420 ml of blood 
over a period of 5 minutes from the systemic veins 
segment, starting at t = 30 min.
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In terms of heart rate, however, the position is less clear. 

The model predicted increase of 12% is in agreement with the data 

shown in Table 10.3, based on the effects of vasoconstriction. The 

eight subjects, on the other hand, exhibit a range of heart rate res-

ponses from which it is difficult to draw clear conclusions.

j^O.2.1.2 Model responses for other patterns of blood loss

The model responses were also examined for situations corresponding 

to the removal over 5 minutes of 500 ml and 1 litre of blood, respec-

tively. As would be expected, there were only small differences between 

the model responses to the loss of 500 ml of blood and the loss of 420 ml 

as described above. The results are shown in Figure 10.2 and Table 10.4.

The results of simulating the removal of 1 litre of blood over a 

Period of five minutes are shown in Figure 10.3 and Table 10.4. The 

blood loss constitutes more than 10% of the total blood volume and as 

such would be expected to result in a diminished cardiac output followed 

by a fall in arterial pressure (Guyton, 1981). As shown in Figure 10.3, 

the mean systemic pressure in the model drops by 58%, while the 

arterial pressure drops by 12% due to a 51% fall in cardiac output. 

This is greater than would be expected clinically (Bushman, 1982). The 

heart rate increased by 45% due to vasoconstriction. This is in accord 

with Guyton (1981) where it is stated that a marked increase in heart 

activity will occur with heart rate increasing from a resting value of, 

Say, 72 bpm to as much as 200 bpm. Constriction of the arterioles in 

most parts of the body causes an increase in total peripheral resis-

tance. In the 8-segment model this rise was 83%, as shown in Figure 

tO. 3. The effects of this simulated blood loss on other variables are 

H^te marked than for the loss of 420 ml of blood, as would be expected. 

Skin blood flow is reduced by 53%, whilst the ejection fraction falls 

hy 36%. The extracellular fluid volume falls by 7%. The changes in 

c°te and skin temperature are a rise of 0.2% and a drop by 0.6%, res-

pectively.

No experimental data were available for this situation of the loss 

°t 1 litre of blood, but the general pattern of behaviour evidenced by 

the model was broadly in agreement with known physiology. The greatest 

discrepancy was in relation to cardiac output as described above. What 

ls clear, however, is that the modifications carried out to the neural 

c°ntrol components of the model, as described in Chapter 9, have sig- 

nificantly enhanced the validity of the model in relation to blood loss
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Aortic pressure (torr) Mean systemic pressure (torr)

X 10

Figure 10.2 continued overleaf
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Estimated total systemic resistance 
(torr min l-^)Heart rate (bpm)

Core temperature (T ) 
c

Surface temperature (

Figure 10.2 Dynamics following the removal of 500 ml of blood 
over a period of 5 minutes from the system veins 
segment, starting at t = 30 min.
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Figure 10.3 continued overleaf
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Core temperature (T ) C

Surface temperature (Tg)

Figure 10.3 Dynamics following the removal of 1 litre of blood 
over a period of 5 minutes from the systemic veins 
segment, starting at t = 30 min.
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as compared to the form incorporated in the 19-segment model.

10.2.2 Transfusion

As further tests of model validity, the responses to infusions 

of 500 ml and 1 litre of blood over five minutes were examined. No 

experimental data were available, so validity could only be assessed 

on the basis of the physiological response patterns produced.

As described in Chapter 6, the effect of a transfusion is to 

increase venous return and hence the circulating blood volume. There 

would be increases in systolic and diastolic heart size, ventricular 

stroke volume, stroke work, atrial and ventricular end diastolic 

pressures and arterial blood pressure with a considerable slowing of 

the heart rate. The increase in blood volume also distends the vessels 

°f the systemic circulation, thus decreasing the peripheral resistance.

The model responses for a 500 ml transfusion are shown in Figure 

10.4. As expected, mean arterial pressure changes very little in res-

ponse to this small increase in blood volume. Mean systemic pressure 

increases by 29% with a 21% increase in cardiac output due to the 10% 

^crease in blood volume. Also resulting from this blood volume 

increase there is a 32% increase in stroke volume with the ejection 

fraction increased by 11%.

These patterns of change are in general agreement with the changes 

described by Guyton (1981). Furthermore, this transfusion of 500 ml 

Produces a 16% drop in the resistance to flow through the peripheral 

circulatory system due to the distention of the vessels, as explained 

by Guyton et al (1958) .

The model indicated a 9% decrease in heart rate (bradycardia). 

Ibis can be explained by the fact that the increase in blood volume 

•increases arterial pressure which, in turn, initiates a reflex brady-

cardia due to stimulation of the cardio-inhibitory centre as a result 

°f increased vagal tone (Ganong, 1975). The relation between heart 

rate and blood pressure (which is termed Marey's Law) is shown in 

Figure 10.5 (Bushman, 1983). The model also depicts a 3.5% increase in 

extracellular fluid volume, a core temperature decrease of 0.1% and a 

skin temperature rise of 0.3%.

The dynamic changes predicted by the model in response to a trans- 

fnsion of 1 litre of blood over a period of five minutes are shown in 

Fix9ure 10.6. The transfusion was administered to the segment representing
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Figure 10.4 continued overleaf
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Figure 10.4 Dynamics following a transfusion of 500 ml of blood 
over a period of 5 minutes from the systemic veins 
segment, starting at t = 30 min.
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ZAl u J£°_A0_A Marcy's Law - the pattern of heart rate and 
blood pressure behaviour during transfusion 
(Bushman, 1983).
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the systemic veins. Mean systemic pressure rises by 58% with increases 

of 39% and 65%, respectively, in cardiac output and stroke volume. 

Ejection fraction increased by 21%. Mean arterial pressure exhibits 

a 2% increase in value by the end of the five-minute transfusion 

before returning within the following five minutes essentially to its 

original value. Both systolic and diastolic pressures, however, are 

significantly changed as a result of the transfusion. Systolic pressure 

is increased by 10%, whilst the diastolic pressure is decreased by 5.4%. 

The effect of vasodilitation produces a sharp drop (by 29%) in the 

estimated total systemic resistance in the first six minutes followed 

by only a small return towards the original value. Vasodilitation also 

produces a 44% increase in skin blood flow. The extracellular fluid 

volume increased by 7%, whilst core temperature dropped by 0.14% and the 

skin temperature increased by 0.44%. The heart rate decreased by 15% 

due to the vagal effect as discussed in relation to the 500 ml trans-

fusion.

The effects of these changes in blood volume (simulations of both 

haemorrhage and transfusion) on the principal variables are summarised 

in Figure 10.7. Figure 10.8 shows the corresponding effects on q , the 

output of the volume receptors, and q , the output of the pressure 

receptors.

Some results of simulating the effects of haemorrhage followed 

by transfusion are shown in Figures 10.9 and 10.10. Figure 10.9 shows 

the effect of losing 420 ml of blood over a period of five minutes, 

followed by its replacement at the same rate. This results in a return 

to the original steady state as would be expected. Figure 10.10 shows 

the effect of loss of 500 ml of blood over five minutes, followed by a 

transfusion of 1 litre.

10?3 SENSITIVITY ANALYSIS

In this section, the role of sensitivity analysis in examining 

the validity of the 8-segment model is described. Attention is given 

both to the effects of parameter variation on steady state values of 

the model variables as well as upon the dynamic responses observed 

following the loss of 500 ml of blood.

The form of analysis parallels that which was described for the 

full 19-segment model in Chapter 7. The effects of both individual 

Parameter variation and Monte Carlo simulation are examined.
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Figure 10.6 continued overleaf
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Figure 10.6 Dynamics following a transfusion of 1 litre of 
blood over 5 minutes to the systems veins segment, 
starting at t = 30 min.
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Mean arterial pressure (torr) Mean systemic pressure (torr)

Figure 10.7 continued overleaf
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Estimated total systemic
resistance (torr min 1~1)Heart rate (bpm)

Blood volume changes
(ml)

Blood volume changes
(ml)

Figure 10.7 The effects of blood volume changes on the arterial 
pressure, mean systemic pressure, cardiac output, 
heart rate and estimated total systemic resistance, 
when t = 55 min.
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Figure 10.8 The relation between (qv), the output of the volume 
receptors, and (q ), the output of the pressure 
receptors, with the changes in blood volume.
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Figure 10.9 continued overleaf
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Estimated total systemic 
resistance (torr min l-^)rate (bpm)Heart

Core temperature (Tc) °C

Surface temperature (T )

Time

Figure 10.9 Dynamics following the removal of 420 ml of blood over 
a period of 5 minutes at t = 30 min, and regaining 
420 ml of blood over a period of 5 minutes at t = 45 min 
in the systemic veins segment.
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Figure 10.10 continued overleaf
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Figure 10.10 Dynamics response following the removal of 500 ml of 
blood at t = 30 min for 5 minutes, and regaining 1 litre 
of blood at t = 40 min for 5 minutes in the systemic 
veins segment.
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10.3.1 Perturbation of Individual Parameters

Sensitivity analysis enables the effects of small changes in 

model structure, model parameters or inputs, including initial condi-

tions, upon the overall model behaviour to be investigated. The 8- 

segment model includes 79 parameters, and in this case sensitivity 

analysis performed an important function in aiding model identification, 

examining model validity in relation to the plausibility of model para-

meters, and in discriminating between competing model structure (in 

relation to neural control).

The initial phase of the sensitivity analysis involved examining 

the effects of perturbing each of the 79 parameters in turn by + 15% 

on the steady state of the model. This perturbation of + 15% was 

chosen, as discussed in Chapter 7, on the assumption that such a 

range would provide a reasonable representation of parameter variability 

in the population of subjects being represented by the model. Results 

are presented as relative sensitivity coefficients, —/ — , for the 

following principal variables, X: mean arterial pressure, cardiac out-

put, heart rate and estimated total peripheral resistance.

The results obtained indicate that the steady state values of these 

variables are most sensitive to perturbation of 9 of the 79 parameters. 

This can be seen in Table 10.5. Three of this parameter set are the 

unstressed volumes of the pulmonary veins, systemic veins and thoracic 

veins, whilst the others are all constant within the neural control 

sections of the model. In addition to these 9 which affect all four 

°f the above variables, there is another set of parameters which has 

an effect on two of the above four variables. These are shown in 

Table 10.6.

Tables 10.7 - 10.15 show the effects of perturbing the nine most 

sensitive parameters, one at a time, both on the steady state and also 

°n the model response following the loss of 500 ml of blood. Values 

°f the relative sensitivity coefficients for mean arterial pressure 

(MAP), cardicic output (CO), heart rate (FH) and estimated total systemic 

resistance (ETSR) corresponding to these nine parameters are listed 

both for the steady state and following the 500 ml blood loss. On the 

basis of their relative sensitivity coefficients, five of the parameters 

Were seen to be substantially more sensitive than the other four. These 

Qre the unstressed volumes of the systemic veins and the thoracic veins 
fyjSVN' \lTV^and bbrec neural control system constants K^, and
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Table 10.5 The set of the nine most sensitive parameters in the 8-segment model.

/ Parameter in
1 computer

program

Parameter in 
mathematical 

model

Nominal 
value

—

Interpretation

P(15) V
UPV

430.0 Unstressed volume of the pulmonary veins

P (30) V
USVN

1000.0 Normal unstressed volume of the systemic veins

P(32) VUTV 1300.0 Unstressed volume of thoracic veins

P(56) K13 1.0 Constant in the aortic arch baroreceptors

P(61) K17 1.0

P(62) K18 80.0

P(65) K21°H 0.006 / Constant in central nervous system control

P(74) K35 1.4

P(77) K31 1.6



Table 10.6 The set of the six next most sensitive parameters of the 8-segment model (having effects on at least 
two variables).

Parameter in 
computer 
program

Parameter in 
mathematical 

model

Nominal 
value Interpretation

P(26) V
USA

370.0 Unstressed volume of systemic arteries

P(29) CSVN 59.0 Normal systemic veins compliance

P(51) aLVD 0.053 Elastance of the left ventricle during diastole

P(53) a
RVD

0.027 Elastance of the right ventricle during diastole

P(55) T2 0.1 Time constant in the aortic arch baroreceptor control model

P(57) K!4 1.1 Constant in neural control system



The results of applying similar procedures to the set of the 

six less sensitive parameters are shown in Tables 10.16 - 10.21.

10.3.2 Monte Carlo Simulation

In the previous section, sensitivity studies have been carried 

out on the basis of each parameter being varied in turn, that is all 

the parameters are kept at their nominal values except the parameter 

whose sensitivity is under investigation. This enabled the sub-set of 

the most sensitive parameters to be,identified.

As a second stage of this validation procedure, the effects of 

varying all of these sensitive parameters together were examined using 

Monte Carlo simulation. The procedure was the same as that applied 

in seeking to validate the 19-segment model, which was reported earlier 

in Chapter 7. In essence, each of the nine sensitive parameters was 

assumed to lie within a + 15% band about its nominal value, all values 

in this band being equally probable. Using a random number generator, 

values within this range were selected for each of the parameters and 

the simulation of the model using these values was performed. This 

procedure with different sets of "random" parameter values was repeated 

thirteen times, in order to obtain an adequate coverage of this uncer-

tainty in the 9-parameter space. The values of the 9 parameters in 

each of these 14 simulations are shown in Table 10.22. The steady 

state values of mean arterial pressure, cardiac output, heart rate and 

estimated total systemic resistance for these 14 cases are given in 

Figure 10.11, these being presented in the form of a histogram in 

Figure 10.12. Figure 10.13 lists the corresponding values of these 

variables two minutes after the five-minute period during which the 

loss of 500 ml of blood had been simulated.

A similar Monte Carlo analysis was carried out using not only these 

tine parameters but also the six next most sensitive parameters, as 

defined above. Table 10.23 shows the values of these 15 parameters for 

simulation runs. The corresponding values of the four principal 

variables are shown in Figures 10.14 for the pre-stimulus steady state 

and 10.15 at two minutes after the end of the five-minute period during 

which 500 ml of blood was removed.

A comparison of results obtained from varying the parameters one 

a time and those obtained from Monte Carlo simulation is given in 

tables 10.24 - 10.27 for the nine most sensitive parameters. This 



indicates first that the variation exhibited by the four variables is 

not unduly large. Secondly, the variation of the parameters one at a 

time produces variations nearly as great as those obtained from the 

limited number of Monte Carlo simulations which were performed.

10.4 CONCLUSIONS

This chapter has described the programme of validation which 

has been performed on the complete 8-segment model of the cardiovas-

cular system.

In its complete form the model included the modifications to the 

structure of the neural control sub-system which were necessary in 

order to overcome the inadequacies revealed both in the 19-segment 

model, as reported in Chapter 6, and in the original version of the 8- 

segment model, as discussed in Chapter 9. These modifications involved 

including the effects of volume receptors and modifying the control of 

peripheral resistance so that the model was able to achieve the 

patterns of blood pressure change which are observed following the 

loss of a small quantity of blood.

Emphasis in this chapter has been placed upon empirical validity, 

examining the ability of the model to respond to both increase and 

decrease of blood volume. As discussed in Section 10.2, the model is 

generally able to reproduce the principal features expected over the 

range of test situations examined.

As has been discussed in earlier chapters, the chief limitation 

°n examining the extent of model validity is the paucity of experi-

mental data, a problem which is frequently encountered when dealing 

with complex, unidentifiable models in the observational sciences. 

Even having reduced the model from its original 19-segment form, this 

remains an overriding problem. Emphasis therefore has to be placed 

upon the role of sensitivity analysis in assessing model validity.

This was carried out in two stages, first examining the effects 

°f individual parameter variation in order to identify those parameters 

small variations in which would have an appreciable effect on both the 

steady-state and dynamic response of the model. Nine of the 79 para-

meters were thus identified on the basis of + 151 variation about their 

uominal values, this variation being assumed to be an adequate 
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representation of the variability to be expected within a "normal" 

population. A set of the six next most sensitive parameters was 

revealed in a similar manner. This set was considered since it included 
cardiac output 

parameter changes which can alter the patterns of heart rate,/and 

pressure response.

The second phase involved the use of Monte Carlo simulation, by 

which the effects of interactions between model parameters could be 

examined. From the analysis carried out the effects of interacting 

parameter changes were not generally very strong.

Two specific points do emerge. First,.the majority of the most 

critical parameters form a part of the neural control section of the 

model. This implies that if the model was to be tuned to a specific 

subject or patient, additional data and/or knowledge in this area 

would be required if confidence was to be attached to the results of 

model prediction. Secondly, two of the most sensitive parameters, 

the unstressed volumes of the thoracic veins and the systemic veins, 

Represent highly aggregated quantities. Clearly care needs to be taken 

when carrying out the reduction process (in this case from 19 to 8 

segments for the circulation) in order to avoid any unnecessary increase 

in model uncertainty.
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Table 10.7 Examination of the sensitivity of the four major model variables to perturbation of P(15) , the
unstressed volume of pulmonary veins, by +15%. Pre-stimulus values and values at the end of the haemorrhage 
are presented, together with the relative sensitivity coefficients (RSC), evaluated for +15% (+) and -15% (-) 
parameter perturbation from the nominal (nom) value.

Variable

\ Pre-stimulus

variable value

Post-stimulus
(following haemorrhage) 

variable value

RSC for the 
steady state 
(pre-stimulus)

—
RSC

post-stimulus

P(15) (nom) P(15) +15% P(15) -15% P(15) (nom) P(15) +15% P(15) -15% (+) (-) ( + ) (-)

MAP 109.1 107.4 110.6 105.61 102.55 108.23 -0.103 0.091 -0.19 0.17

CO 5.36 5.23 5.47 4.13 3.97 4.27 -0.16 -0.136 -0.26 0.23

FH 69.95 71.58 68.62 80.08 83.38 77.35 0.155 0.126 0.27 +0.23

ETSR 20.35 20.5 20.21 25. 57 25.80 25.3 0.049 0.045 0.06 +0.07

Table 10.8

Variable

Pre-stimulus 
variable value

Post-stimulus 
(following haemorrhage) .

variable - value

RSC for the 
steady state 
(pre-stimulus)

RSC
post-stimulus

P(30) (nom) P(30) +15% P(30) -15% P(30) (nom) P(30) +15% P(30) -15% (+) (-) (+) (-)

MAP 109.1 105.29 112.4 105.61 100.34 110.21 -0.232 -0. 2 -0. 33 -0. 3

CO 5.36 5.075 5.62 4.13 3.84 4.401 0.354 -0.323 -0.47 -0.44

FH 69.95 73.91 66.84 80. 08 86.16 75.37 0. 377 0.29 0.51 0. 39

ETSR 20.35 20.74 20.0 25.57 26.1 25.03 0.127 0.114 0.14 0.14

Examination of the sensitivity of the four major model variables to perturbation of P(30) theV
■ USVN

unstressed volume of systemic veins, by +15%. Pre-stimulus values and values at the end of the haemorrhage 
are presented, together with the relative sensitivity coefficients (RSC), evaluated for +15% (+) and -15% (-) 
parameter perturbation from the nominal (nom) value.



Table 10.9 Examination of the sensitivity of the four major model variables to perturbation of P(32) , the
unstressed volume of thoracic veins, by _+15%. Pre-stimulus values and values at the end of the haemorrhage 
are presented, together with the relative sensitivity coefficients (RSC), evaluated for +15% (+) and -15% (-) 
parameter perturbation from the nominal (nom) value.

r ...
Variable

1 Pre-stimulus
variable value

' Post-stimulus
(following haemorrhage) 

variable value

RSC for the 
steady state 
(pre-stimulus)

RSC
post-stimulus

P(32) (nom) P(32) +15% P(32) -15% P(32) (nom) P(32) +15% P(32) -15% (+) (-) (+) (-)

MAP 109.1 103.47 113.27 105.61 95.76 112.61 -0. 34 -0.257 -0.62 -0.44

CO 5.36 4.967 5.66 4.13 3.63 4.51 -0.488 -0.37 -0.81 -0.61

FH 69.95 75.66 66.27 80.08 91.82 73.22 0.544 0.35 0.98 0.57

ETSR 20.35 20.83 19.98 25.57 26.37 24.91 0.157 0.12 0.21 0.17

Variable
Pre-stimulus 
variable value

Post-stimulus 
(following haemorrhage) 

variable value

RSC for the 
steady state 
(pre-stimulus)

RSC
post-stimulus

P(56) (nom) P(56) +15% P(56) -15% P (56) (nom) . P(56) +15% P(56) -15% ( + ) (-) (+) (-)

MAP 109.1 102.26 117.26 105.61 100.2 111.86 -0.417 -0.49 -0. 34 -0.39

CO 5.36 5.06 5.69 4.13 3.95 4. 33 -0.37 -0.41 -0.29 -0.32

FH 69. 95 65.86 75.74 80.08 74.57 87.53 -0.389 -0.55 -0.46 -0.62

ETSR 20. 35 20.17 20.5 25.57 25.35 25.82 -0.058 -0.075 -0.06 -0.07

Table 10.10 Examination of the sensitivity of the four major model variables to perturbation of P(56) (1^3), the

constant in the neural control system, by <L5%. Pre-stimulus values and values at the end of the haemorrhage
are presented, together with the relative sensitivity coefficients (RSC), evaluated for +15% ( + ) and -15% (-)
parameter perturbation from the nominal (nom) value.



Table 10.11 Examination of the sensitivity of the four major model variables to perturbation of P(61) (k17), the

constant in the central nervous control system, by +.15%. Pre-stimulus values and values at the end of the 
haemorrhage are presented, together with the relative sensitivity coefficients (RSC), evaluated for +15% (+) 
and -15% (-) parameter perturbation from the nominal (nom) value.

■

Variable

/ Pre-stimulus
variable value

Post-stimulus 
(following haemorrhage) 

variable value

RSC for the 
steady state 
(pre-stimulus)

RSC 
post-stimulus

P(61) (nom) P(61) +15% P(61) -15% P(61) (nom) P(61) +15% P (61) -15% (+) (-) (+) (-)

MAP 109.1 108.77 109.33 105.61 105.84 105.16 -0.02 -0.014 0.015 0.03

CO 5.36 5.25 5.47 4.13 4.077 4.19 -0.136 0.136 -0.05 -0.1

FH 69.95 66.09 74.56 80.08 75.91 84.93 -0.36 -0.43 -0.35 -0.4

ETSR 20. 35 20.69 19.97 25.57 25.95 25.09 0.111 ■0.12 0.1 0.13

Variable

Pre-stimulus 
variable value

Post-stimulus 
(following haemorrhage) 

variable value

RSC for the 
steady state 
(pre-stimulus)

RSC 
post-stimulus

P (62) (nom) P(62) +15% P(62) -15% P(62) (nom) P(62) +15% P(62) -15% (+) (-) (+) (-)

MAP 109. 1 112.66 103.2 105.61 109.09 99.87 0. 21 0.36 0.22 0.36

CO 5.36 5.595 4.97 4.13 4.30 3.86 0.28 0.48 0.27 0. 44

FH 69.95 66.85 75.9 80.08 76.84 86.17 -0.29 -0.56 -0. 27 -0.51

ETSR 20. 35 20.13 20.72 25.57 25.36 25.86 -0.07 -0.12 -0.055 -0.08

Table 10.12 Examination of the sensitivity of the four major model variables to perturbation of P(62) (^g), the

constant in the central nervous control system, by +15%. Pre-stimulus values and values at the end of the
haemorrhage are presented, together with the relative sensitivity coefficients (RSC), evaluated for +15% (+)
and -15% (-) parameter perturbation from the nominal (nom) value.



Table 10.13 Examination of the sensitivity of the four major model variables to perturbation of P(65) (K2]_aH), the

constant in the central nervous control system, by +15%. Pre-stimulus values and values at the end of the 
haemorrhage are presented, together with the relative sensitivity coefficients (RSC), evaluated for +15% (+) 
and -15% (-) parameter perturbation from the nominal (nom) value.

Variable
1 Pre-stimulus

variable value

' Post-stimulus
(following haemorrhage) 

variable value

RSC for the 
steady state 
(pre-stimulus)

RSC 
post-stimulus

P(65) (nom) P(65) +15% P(65) -15% P(65) (nom) P(65) +15% P(65) -15% (+) (-) (+) (-)

MAP 109.1 108.39 109.62 105.61 106.1 104.49 -0.043 -0.031 0.031 0.071

CO 5.36 5.146 5.61 4.13 3.99 4.27 -0.268 -0.31 -0. 23 -0.23

FH 69.95 62.19 80.61 80.08 70.7 93.10 -0.739 -1.01 -0.78 -1.08

ETSR 20.35 21.06 19.53 25.57 26.54 24.42 0.23 -0.268 0.25 0. 3

Variable

Pre-stimulus 
variable value

Post-stimulus 
(following haemorrhage) 

variable value

RSC for the 
steady state 
(pre-stimulus)

RSC 
post-stimulus

P (74) (nom) P(74) +15% P(74) -15% P(74) (nom) P(74) +15% P(74) -15% (+) (-) (+) (-)

MAP 109.1 110. 3 107.4 105.61 107.16 103.52 0.072 0.103 0.097 0.13

CO 5.36 5.458 5.23 4.13 4.22 4.01 0. Ill 0.161 0.145 0.19

FH 69.95 68.43 72.03 80.08 78.08 82.65 -0.144 0.198 -0.17 -0.21

ETSR 20.35 20.22 20.54 25. 57 25.36 25.8 -0.042 -0.062 -0.055 -0.06

Table 10.14 Examination of the sensitivity of the four major model variables to perturbation of P(74) (K35) ,the

constant in the central nervous control system, by +15%. Pre-stimulus values and values at the end of the
haemorrhage are presented, together with the relative sensitivity coefficients (RSC), evaluated for +15% (+)
and -15% (-) parameter perturbation from the nominal (nom) value.



Table 10.15 Examination of the sensitivity of the four major model variables to perturbation P(77) ,the
constant in the central nervous control system, by +15%. Pre-stimulus values and values at the end of the 
haemorrhage are presented, together with the relative sensitivity coefficients (RSC), evaluated for +15% (+) 
and -15% (-) parameter perturbation from the nominal (nom) value.

Variable
Pre-stimulus 

variable value

Post-stimulus 
(following haemorrhage) 

variable value

RSC for the 
steady state 
(pre-stimulus)

RSC 
post-stimulus

P (77) (nom) P(77) +15% P(77) -15% P(77) (nom) P(77) +15% P(77) -15% (+) (-) (+) (-)

MAP 109.1 111.4 105.7 105.61 108.68 101.2 0.14 0. 2 0.19 0.28

CO 5.36 5.493 5.161 4.13 4.26 3.93 O. 16 0.24 0.21 0.32

FH 69.95 67. 99 73.09 80.08 77.13 84.69 -0.18 -0.29 -0.25 -0.38

ETSR 20. 35 20. 28 20.47 25. 57 25.48 25.68 -0.02 -0.039 -0.02 -0.03

Variable

Pre-stimulus 
variable value

Post-stimulus 
(following haemorrhage) 

variable value

RSC for the 
steady state 
(pre-stimulus)

RSC 
post-stimulus

P(26) (nom) P(26) +15% P(26) -15% P(26) (nom) P(26) +15% P(26) -15% (+) (-) ‘ (+) (-)

MAP 109.1 107.7 110.39 105.61 103.0 107.85 -0.085 -0.078 -0.164 -0.141

CO 5.36 5.25 5.45 4.13 3.995 4.25 -0.136 -0.111 -0.226 -0.19

FH 69.95 71.38 68.74 80.08 82.83 77.69 0.136 0.115 0. 229 0.198

ETSR 20. 35 20.49 20.23 25.57 25.79 25.33 0.045 0.039 0.057 0.062

Table 10.16 Examination of the sensitivity of the four major model variables to perturbation P(26) (VggpJ , the

unstressed volume of systemic arteries, by +15%. Pre-stimulus values and values at the end of the
haemorrhage are presented, together with the relative sensitivity coefficients (RSC) evaluated for
+15% (+) and -15% (-) parameter perturbation from the nominal (nom) value.



Table 10.17 Examination of the sensitivity of the four major model variables to perturbation of P(29) (Csvn ), the normal 
systemic veins compliance, by 4-15%. Pre-stimulus values and values at the end of the haemorrhage are 
presented, together with the relative sensitivity coefficients (RSC), evaluated for +15% (+) and -15% (-) 
parameter perturbation from the nominal (nom) value.

Variable
Pre-stimulus 

variable value

Post-stimulus 
(following haemorrhage) 

variable value

RSC for the 
steady state 
(pre-stimulus)

RSC 
post-stimulus .

P(29) (nom) P(29) +15% P(29) -15% P(29) (nom) P (29) +15% P(29) -15% (+) (-) (+) (-)

MAP 109.1 107.69 110.55 105.61 103.82 107.34 -0.086 0.088 0.113 -0.11

CO 5.36 5.27 5.44 4.13 4.05 4.20 -0.Ill 0.099 -0.13 -0.113

FH 69.95 71.21 68.82 80. 08 81.76 78.37 0.12 -0.107 0.139 0.14

ETSR 20. 35 20.4 20.31 25.57 25.59 25.5 0.016 -0.013 0.005 0.018

Variable
Pre-stimulus 
variable value

Post-stimulus 
(following haemorrhage) 

variable value

RSC for the 
steady state 
(pre-stimulus)

RSC
post-stimulus

1

P (51) (nom) P(51) +15% P(51) -15% P(51) (nom) P(51) +15% P(51) -15% (+) (-) (+) (-)

MAP 109.1 107.87 110.4 105.61 104.16 106.79 -0.075 -0.079 -0.09 -0.07

CO 5.36 5.26 5.458 4.13 4.06 4.19 -0.124 -0.121 -0.11 -0.099

FH 69.95 71.27 68.8 80.08 81.57 78. 87 0.125 0. 1 0.12 0.1

ETSR 20. 35 20.48 20.22 25.57 25.65 25.47 0.042 0.042 0.021 0.026

Table 10.18 Examination of the sensitivity of the four major model variables to perturbation of P(51) , elastance
of the left ventricle during diastole, by +15%. Pre-stimulus values and values at the end of the haemorrhage
are presented, together with the relative sensitivity coefficients (RSC), evaluated for +15% (+) and -15% (-)
parameter perturbation from the nominal (nom) value.



Table 10.19 Examination of the sensitivity of the four major model variables to perturbation of P(53) laRVD> ' elastance 
of the right ventricle during diastole, by +15%. Pre-stimulus values and values at the end of the haemorrhage 
are presented, together with the relative sensitivity coefficients (RSC), evaluated for +15% (+) and -15% (-) 
parameter perturbation from the nominal (nom) value.

/

Variable
Pre-stimulus 

variable value

Post-stimulus 
(following haemorrhage) 

variable value

RSC for the 
steady state 
(pre-stimulus)

RSC
post-stimulus

P(53) (nom) P(53) +15% P(53) -15% P(53) (nom) P(53) +15% P(53) -15% (+) (-) (+) (-)

MAP 109.1 107.77 110.42 105.61 103.96 107.22 -0.081 -0.08 -0.1 -0.1

CO 5.36 5.24 5.48 4.13 4.034 4.22 -0.149 -0.149 -0.16 -0.15

FH 69.95 71.44 68.6 80.08 81.8 78.31 0. 142 0.128 0.14 0.15

ETSR 20. 35 20. 56 20.14 25.57 25.77 25.35 0.068 0.068 0.05 0.06

P6
C

i

Variable
Pre-stimulus 
variable value

Post-stimulus 
(following haemorrhage) 

variable value

RSC for the 
steady state 
(pre-stimulus)

RSC 
post-stimulus

P(55) (nom) P(55) +15% P(55) -15% P(55) (nom) P(55) +15% P(55) -15% (+) (-) (+) (-)

MAP 109.1 107.27 110.99 105.61 103.63 107.7 -0.Ill -0.115 -0.124 -0.131

CO 5.36 5.31 5.4 4.13 4.088 4.17 -0.06 -0.049 -0.06 -0.064

FH 69.95 72.89 67.85 80.08 82.6 77.46 0.28 O. 2 0.209 0. 21

ETSR 20.35 20.2 20. 53 25.57 25.34 25.77 -0.049 -0.05 -0.059 -0.052

Table 10.20 Examination of the sensitivity of the four major model variables to perturbation of P(55) (jg), the time

constant in the aortic arch baroreceptor control, by j+15%. Pre-stimulus values and values at the end of the
haemorrhage are presented, together with the relative sensitivity coefficients (RSC), evaluated for +15% (+)
and -15% (-) parameter perturbation from the nominal (nom) value.



Table 10.21 Examination of the sensitivity of the four major model variables to perturbation of P(57) [Kg 4) < the 

constant in the central nervous control system, by +15%. Pre-stimulus values and values at the end of the 
haemorrhage are presented, together with the relative sensitivity coefficients (RSC), evaluated for 
+15% (+) and -15% (-) parameter perturbation from the nominal (nom) value.

ariable
Pre-stimulus 

variable value

Post-stimulus 
(following haemorrhage) 

variable value

RSC for the 
steady state 
(pre-stimulus)

RSC 
post-stimulus

P(57) (nom) P(57) +15% P(57) -15% P(57) (nom) P(57) +15% P(57) -15% ( + ) (-) (+) (-)

MAP 109.1 107,82 110.52 105.61 104.77 106.46 0.07 0.086 -0.053 -0.053

CO 5.36 5.25 5.46 4.13 4.07 4.19 0.13 0.124 -0.096 -0.097

FH 69.95 663 1 74.46 30.08 75.95 84.8 0.36 0.429 -0.344 -0.39

ETSR 20.35 20.5 20.22 25.57 25.7 25.36 -0.049 -0.04 0.033 0.055



Table 10.22 The values of the nine most sensitive parameters obtained from fourteen Monte Carlo simulations.

i Run
No. / rr- 4 5

---------
6 7 8 9 10 11 12 13 14

P(15)l 386.535 466.58 390.31 398.84 440.46 419.12 418.99 373.14 386.23 368.43 475.43 414.77 444.7 401.88

P(30) 1066.68 1046.07 1075.56 895.31 898.67 889.33 1114.5 950.73 946.37 1120.9 1132.6 1108.0 1043.3 857.02

P(32) 1242.85 1307.81 1279.65 1391.1 1200.67 1416.03 1205.9 1291.9 1412.9 1133.6 1149.0 1346.9 1127.9 1487.3

P (56) 0. 919 1.044 1.09 1.035 0.9 0.886 0.86 1.005 1.02 1.026 0.998 0. 94 1.089 1.02

P (61) 0.948 0. 98 0. 92 0.889 1.07 1.04 1.147 0. 94 1.12 0.88 1.118 1.09 0.98 1.078

P(62)| 82.32 73.05 82.57 77.35 68.16 73.67 90.73 82.16 89.08 79.03 87.11 71.9 81.59 73.27

P (65) 0.0062 0.006 0.0055 0.0063 0.0059 0.0062 0.0056 0.005 0.0063 0.0054 0.0057 0.0067 0.0056 0.0054

P(74) 1.218 1.26 1.35 1.47 1.285 1.34 1.238 1.2 1.57 1.31 1. 536 1.52 1.599 1. 23

P(77) 1.435 jl.59 1.76 1.8 1.55 1.56 1.79 1.51 1.51 1.58 1.42 1.43 1.49 1.55
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Figure 10.11 Variable values for fourteen simulations during 
the steady state by perturbation of the six most 
sensitive parameters together.
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Figure 10.12 Histogram for the steady state variable values for the fourteen simulations 
of the nine most sensitive parameters.
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Figure 10.13 Variable values for 14 simulations following 500 ml 
loss of blood by perturbation of the 9 most sensitive 
parameters.
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Table 10.23 The values of the fifteen most sensitive parameters obtained from ten Monte Carlo simulations.

' Run
No.

1 2 3 4 5 6 7 8 9 10

P(15) 480.39 423.53 425.02 410.17 484.34 372.9 391.15 458.8 . 476.18 413.5

P(30) 1008.6 959.61 1059.17 1095.4 940.63 863.2 1134.1 1138.6 1099.1 1009.6

P(32) 1460.6 1253.16 1228.9 1180.38 1483.3 1144.6 1353.9 1205.3 1204.3 1304.86

P(56) 0.953 0.885 1.09 0.92 0.98 0.86 0.87 0.87 1.01 0.99

P(61) 1.134 1.1 0.86 1.04 0.86 0.99 0.98 1.05 1.06 0. 91

P(62) 86.63 78. 16 87.12 88.59 69.06 74.8 82.22 82.3 77.4 85.36

P (65) 0.0061 0.0069 0.0064 0.006 0.0057 0.0063 0.006 0.006 0.007 0.0058

P(74) 1.52 1.44 1.33 1.52 1.44 1.45 1.39 1. 25- 1.51 1.52

P(77) 1.5 1.626 1.57 1.58 1.61 1. 54 1.68 1.83 1. 77 1.81

P(26) 403.23 352.9 418.89 362.5 346.3 380.1 413.5 413.9 . 351.93 381.6

P(29) 52.26 61.1 63.87 58.0 61.1 51.8 59. 83 57.04 51.72 57.4

P(51) 0.05 0.06 0.053 0.045 0.06 0.06 0.06 0.06 0.05 0.052

P(53) 0.029 0.024 0.023 0.024 0.03 0.028 0.027 0.03 0.02 0.026

P(55) 0.115 0.095 0. Ill 0.1 0.112 0.09 0.1 0.11 0.11 0.11

P(57) 0.95- 1. 2 1.04 0. 94 0. 94 1.11 0.96 0. 96 1. 24 1.23
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Figure 10.14 continued overleaf
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Figure 10.14 Variable values for 10 simulations during the steady 
state by perturbation of the 15 parameters together.
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Figure 10.15 Variable values for ten simulations following 500 ml

loss of blood by pertubation of the 15 parameters together.
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—
Parameter in Pre-stimulus steady state

Post-stimulus value of MAP following 
blood loss

Computer 
program

Mathematical 
model

Minimum value of MAP Maximum value of MAP Minimum value of MAP Maximum value of MAP

P(15) V
UPV

107.4 110.6 102.55 108.2

P(30) V
USVN

105.29 112.4 100.34 110.21

P(32) V
UTV

103.47 113.27 95.76 112.61

P (56) h3 102.26 117.26 100.2 111.86

P(61) K17 108.77 109.33 105.16 105.84

P(62) c
o 
<—
i

. 103.2 112.66 99.87 109.09

P(65) K21QH 108.39 109.62 104.49 106.1

P(74) K35 107.4 110. 3 103.52 107.16

P(77) K31 105.7 111.4 101.2 ■ 108.68

(b)

Pre-stimulus steady state Post-stimulus value of MAP following blood loss

Minimum value of MAP
-

Maximum value of MAP Minimum value of MAP Maximum value of MAP

101.06 120.95 95.76 112.61

Table 10.24 Minimum and maximum values of mean arterial pressure (MAP) pre-stimulus and post-stimulus (after
removal of 500 ml of blood) from the repeated simulations in the sensitivity analysis, using
(a) perturbation of the parameters, one at a time, and (b) Monte Carlo analysis.



Parameter in Pre-stimulus steady state
Post-stimulus value of CO following 

blood loss
Computer 
program

Mathematical 
model

Minimum value of CO Maximum value of CO Minimum value of CO Maximum value of CO

P(15) VUpv
5.23 5.47 3.97 4.27

P (30)
USVN

5.075 5.62 3.84 4.4

P(32) V
UTV

4.967 5.66 3.63 4.51

P(56) K13 5.06 5.69 3.95 4.33

P(61) i—
i

5.25 5.47 4.077 4.19

P(62) 0
0 
<—
i

. 4.97 5.595 3.86 4.3

P(65) K21°H 5.146 5.61 3.99 4.27

P(74) K35 5.23 5.458 4.01 4.22

P(77) K31 5.161 5.493 3.93 4.26

(b)

Pre-stimulus steady state Post-stimulus value of CO following blood loss

Minimum value of CO Maximum value of CO Minimum value of CO Maximum value of CO

4.71 5.89 3.56 4.546

Table 10.25 Minimum and maximum values of cardiac output (CO) pre-stimulus and post-stimulus (after removal
of 500 ml of blood) from the repeated simulations in the sensitivity analysis, using (a) pertur-
bation of the parameters, one at a time, and (b) Monte Carlo analysis.



Parameter in Pre-stimulus steady state Post-stimulus value of FH following 
blood loss

Computer 
program

Mathematical 
model Minimum value of FH Maximum value of FH Minimum value of FH Maximum value of FH

P(15)

P (30)

P(32)

P(56)

P(61)

P(62)

P(65)

P(74)

P(77)

V
UPV
V
USVN 
VUTV 

K13 

K17 

K18 

K21°H 

K35 

K31

68.62

66.84

66. 27

65.86

66.09

66.85

62.19

68.43

67.99

71. 58

73.91

75.66

75.74

74.56

75.9

80.61

72.03

7 3.09

77. 35

75.37

73.22

74. 57

75.91

76.84

70.7

78.08

77.13

83.38

86.16

91.82

87.53

84.93

86.17

93.1

82.65

84.69

(b)

Pre-stimulus steady state Post-stimulus value of FH following blood loss

Minimum value of FH Maximum value of FH Minimum value of FH Maximum value of FH

61.29 80.61 70.7 93.1

Table 10.26 Minimum and maximum values of heart rate (FH) pre-stimulus and post-stimulus (after removal 
of 500 ml of blood) from the repeated simulations in the sensitivity analysis, using (a) 
perturbation of the parameters, one at a time, and (b) Monte Carlo analysis.



4
1
1

(a)

Parameter in Pre-stimulus steady state
Post-stimulus value of ETSR following 

blood loss
Computer 
program

Mathematical 
model

Minimum value of ETSR Maximum value of ETSR Minimum value of ETSR Maximum value of ETSR

P(15) V
UPV

20.21 20.5 25.3 25.8

P(30) V
U.SVN

20.0 20.74 25.03 26.1

P(32) V
UTV

19.98 20. 83 24.91 26.37

P(56) K13 20.17 20.5 25.35 25.82

P(61) K17 19.97 20.69 25.09 25.95

P(62) 0
01—
1

•20.13 20. 72 25.36 25.86

P(65) K21QH 19.53 21.06 24.42 26.54

P (74) K35 20.22 20. 54 25.36 25.8

P (77) 1—
1 

c
o 20.28 20. 47 25.48

_______________________
25.68

(b)

Pre-stimulus steady state Post-stimulus value of ETSR following blood loss

Minimum value of ETSR Maximum value of ETSR Minimum value of ETSR Maximum value of ETSR

19. 5 21.85 24.27 27.49

Table 10.27 Minimum and maximum values of estimated total systemic resistance (ETSR) pre-stimulus and post-
stimulus (after removal of 500 ml of blood) from the repeated simulations in the sensitivity
analysis, using (a) perturbation of the parameters, one at a time, and (b) Monte Carlo analysis.



CHAPTER 11

CONCLUSIONS

This thesis has described the application of a comprehensive 

method of model validation, within an overall integrated modelling 

framework, to large-scale models of complex dynamic processes. The 

focus of the study has been the human cardiovascular system, and the 

work described thus relates first and foremost to the relevant physio-

logical processes and their representation in mathematical terms. At 

another level, however, this study of the cardiovascular system can 

be regarded as an exemplar of a complex, non-linear dynamic system, 

yielding general lessons on the application of the validation method.

The thesis makes contributions both to systems science and to 

physiology and anatomy. For systems science it provides a substantial 

test of the applicability of the methodology for validating complex 

(usually unidentifiable) models. It also provides a vehicle with which 

to examine procedures for model reduction when the models concerned 

arc of high order and significant non-linearity. Specific details of 

these contributions are detailed below.

For physiology the crucial role of models in testing alternative 

hypotheses has been highlighted. For both physiology and anatomy the 

need for improved measurement and experimental design has been clearly 

revealed.

The earlier chapters of the thesis have been directed towards the 

validation of the J arge-scale model which incorporates a 19th order 

representation of the uncontrolled circulatory dynamics. Overall this 

model, with neural control, pharmacokinetic and local pharmacodynamic 

components, was of 61st order with 178 parameters.

One facet of the validation process involved examining the 

validity of data available regarding parameters and initial values of 

model variables. Despite extensive searching it was not possible to 

obtain reliable estimates of these quantities either from published 

literature or from discussions with clinicians, physiologists and 

anatomists. Where values did exist there were rarely measures of 

uncertainty specified, and even for standard anatomical measurements 

such as the dimensions of blood vessels the ranges of values corres-

ponding to a "normal" population of human subjects were not well defined. 
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Knowledge of these ranges and degrees of uncertainty is essential for 

a comprehensive investigation of model validity. This work has thus 

revealed that current measurement procedures, although adequate for 

many conventional anatomical investigations, are not sufficient when 

the results are to be used in dynamic, model-based studies. This 

investigation thus highlights new fields of research for the anatomist. 

Similar arguments apply to measures of the resistive properties of 

the blood vessels and to the elastic properties of these vessels and 

the heart chambers. Substantial scope thus exists for greater collabora 

tion between anatomist, physiologist and mathematical modeller to the 

potential benefit of all parties.

The empirical validity of the complete non-linear 19-segment model 

of the cardiovascular system was examined in order to define the 

adequacy and limitations of this model. This involved comparison of 

model response with the results of empirical tests, such as the Valsalva 

manoeuvre, blood volume changes, postural changes and drug effects.

Again, this programme of model testing highlighted the difficulty 

in obtaining adequate data for human studies, even for comparatively 

straightforward investigations such as the head-down tilt. This is of 

crucial importance since this experiment constituted one of the most 

critical tests of model validity. The relevant data revealed two 

distinct modes of heart rate response, in contrast to the single mode 

revealed in the model, thus indicating a potential defect in the model. 

More data are needed to confirm these findings which do not appear to 

have been previously reported.

Results of heart rate measurements obtained from both normal 

subjects and diabetics undergoing a Valsalva manoeuvre have provided 

evidence in support of the hypothesis that the principal difference, in 

relation to circulatory dynamics, is an increase in circulatory 

compliance in diabetics.

Model-based studies comparing a normal subject with a well-trained 

athlete have supported the hypotheses that the latter has both increased 

blood volume and decreased compliance.

The validation programme has revealed the heuristic potential of 

the model by highlighting areas of structural uncertainty in relation 

to both neural control and pharmacodynamics. One of the inadequacies 

°f the neural control components is remedied in the reduced model by 

the successful incorporation of the effects of stretch receptors.
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Despite its heuristic potential, the full model imposes consider-

able computational requirements and is limited by the lack of available 

experimental data. These difficulties were diminished by the develop-

ment of the reduced model described in the later chapters of the thesis, 

a reduced form which can begin to offer a predictive capability at 

least in relation to short-term cardiovascular dynamics. Incorporation 

of volume (stretch) receptors in the neural control segment of this 

reduced model resolved the deficiency relating to control of peripheral 

resistance which had been highlighted in the model response to haemorrhage.

Substantial areas for future investigation have been revealed by 

these model-based investigations, particularly in seeking a greater 

understanding of the processes of neural control (including, for longer 

term studies, the effects of both baro- and chemoreceptors) and in 

attempting to develop the clinical potential of such models as decision-

aids for the clinician. Further developments, however, must be dependent 

upon the availability of additional experimental data, both defining 

parameters as well as specifying the time course of major variables in 

both physiological and pharmacological investigations. This thesis has 

thus not only provided an exemplar of the methodology for validating 

complex physiological models, but has also indicated the need for 

closer inter-disciplinary collaboration if the full potential of such 

investigations is to be realised.
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APPENDIX I

LIST OF PRINCIPAL SYMBOLS USED

Compartmental subscripts (19-segment circulatory representation) 
(after Beneken and DeWit, 1967)

AA Abdominal arteries

AO1 Ascending aorta

A02 Aortic arch

A03 Thoracic aorta

AV Abdominal veins

CA Leg arteries

CV Leg veins

IA Intestinal arteries

IV Intestinal veins

I VC Inferior vena cava

LA Left atrium

LV Left ventricle

PA Pulmonary arteries

PV Pulmonary veins

RA Right atrium

RV Right ventricle

SVC Superior vena cava

UA Head and arm arteries

uv Head and arm veins

£2mpartmental subscripts (8-segment circulatory representation)

(after Beneken and DeWit, 1967)

AO

LV

PA

PV

RV

SA

SV

TV

Aorta

Left ventricle

Pulmonary arteries

Pulmonary veins

Right ventricle

Systemic arteries

Systemic veins

Thoracic veins
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Other subscripts

ABD Abdomen

BMR Basal metabolic rate

bro nc Bronchial

BV Blood volume

cc Critical closure

C 
c

C 
s

CBF

Thermal capacitance of the core of the body

Thermal capacitance of the surface of the body

Blood flow rate through the core of the body

CNS Central nervous system

COR Coronary

D Diastolic

E Extracellular fluid volume

E.
1

EF

Volume of fluid added to extracellular fluid through ingestion

Ejection fraction

E 
o

H

Volume of fluid removed from extracellular fluid by kidneys

Heart

he ad Head and arms

IE Inhalation-exhalation

IHL Insensible heat loss rate from the body

INT Intestines

leg Legs

lu ng Lungs

K 
cs

K
SE

Thermal conductance between the core and surface of the body

Thermal conductance between the surface of the body and the 
environment

max Maximum

min Minimum

MSp (PMSP) Mean systemic pressure

N Normal

q
p
%

(QDP) The output of the pressure receptors 

(Qv) The output of the volume receptors
R

R
c

R 
s

R
s max

Respiratory

Resistance to blood flow through the core of the body

Resistance to blood flow through the surface of the body

Maximum permitted value for resistance to blood flow through

R
s min

the surface of the body

Minimum permitted value for resistance to blood flow through

RAp
the surface of the body

Right atrial pressure
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RVR Resistance to venous return

SBF Blood flow rate through the surface of the body

SBF
max Maximum permitted value for blood flow rate through the 

surface of the body

SBF 
min Minimum permitted value for blood flow rate through the 

surface of the body

T Total

T
c

T
E
T
s

TH

Temperature of the core of the body

Temperature of the environment surrounding the body

Temperature of the surface of the body

Thorax

U Unstressed

V
INT

VR

Interstitial volume

Venous return

Vr Venous tone

MC Myocardial contractility

rincipal symbols used

elastance (reciprocal compliance)

cross-sectional area

variable associated with myocardial contractility control 

baroreceptor output

compliance

variable associated with venous tone control

frequency

flow

g

G 
h 
k
£
L 
m
M 
n
P 
q 
r
R 
t
T

acceleration due to gravity

hydrostatic pressure difference

integration step length

constant

length

inertance

mass

injected mass

number of g's of acceleration

pressure

variable associated with peripheral resistance control

radial coordinate

resistance

time

duration or period

428



u variable associated with heart rate control

v velocity 

V volume

w concentration

x

y

variable associated with time-varying compliance generation

variable associated with respiration

z longitudinal coordinate

a constant

9 angular coordinate

U kinematic viscosity

P density

a variable associated with drug effects

time constant

angle between the axis of a segment and a perpendicular
to the direction of gravitational force

Laplace transform
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APPENDIX II

THE COMPLETE 19-SEGMENT MATHEMATICAL MODEL

A-II.l The Circulatory Fluid Mechanics Model

Right atrium

RA
dt F1 - F

RARV ' RA

P a (V - V )
•

RA RA RA URA

r F , F > 0
2 ' 2

F = <
RARV

I
- 0 ' F2 « 0

(AII.l)

(All.2)

(All.3)

F1 f svc ra + F
IVCRA

+ F. + F
BRONC COR

(All.4)

F2 (PRA — P' ) /RRV ' RARV
(All.5)

dV
__RV
dt

F
RARV

F
RVPA t V >, o 

RA
(All.6)

dF
RVPA PRV p

PA
R F 
RVPA RVPA

F2
PA RVPA ,

dt f rvpa *° (aii -7)

p
RV a (V

RV RV
V ) 
URV

(All.8)

arteries

dV 
_ PA 
~dt~ F

RVPA f papv ' VPA >> O (All.9)

P
PA (V

PA
V ) /c
UPA PA

(All.10)

F
PAPV

(PPA PPV)/RLUNG

I (PPA “ W /RLUNG

r

r

Ppv

PPV

> P
CC

CC

(All.11)
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Pulmonary veins

dV
PV

dt
F - F , V > O
PAPV PVLA ' PV x (All.12)

P
PV (v pv V ) /c

UPV PV (All.13)

r cPVN
V
PV

> V
UPV

C
PV

(All.14)

F3

F
PVLA

ksft atrium

dV
LA

dt

p
LA

F4

F
LALV

kt ,
6 PVN'

(P - P
PV LA

V2R
PVLA

F
PVLA

a (v „LA LA

(PLA P

^BJ[tven tr i c 1 e

dV
__LV
~~dt~ F

LALV

V
PV

< s. V
UPV

)V2
PV

UPV

F.

r

I

F > 0

(All.15)

(All.16)

F3 < 0

LALV '

' ) /R
LV LALV

/

r

V
LA >, o (AII.17)

(AII.18)

(AII.19)

F > 0
4

F < O4

f lva oi r VLV

(AII.20)

(AU.21)

dF
__LVA01
~~dt

PLV P , - R
A01 LVA01FLVA01

I—p
2A2

------ ] p2
AO? LVA01

r

l lv r FLVA01 > O

(AII.22)
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P
LV

a (V 
LV LV

V ) 
ULV (All.23)

Ascending aorta

dVA01

dt f lva oi FA01A02 FCOR ' VA01 ° (All.24)

dF
A01A02
dt

(PA01 PA02 RA02 A01A02 ) /LA02 (All.25)

P
A01

1 (V
1 A01CA01

V J + 
UA01J

K8

CA01

dVA01

dt
(All.26)

F
COR (PA01 P

RA
(AII.27)

dV o
A02

dt FA01A02 FA02UA FAO2AO3 ' VA02 > ° (AII.28)

dF o
A02UA
dt

PA02 + P - P - R F
TH UA UA A02UA 

l ua

G
A02UA

(AII.29)

dF
AO2AO3

dt

PA02 PA03 RAO3FAO2AO3 + GAO2AO3

LA03
(AII.30)

P
A02

1__

CA02 K02 VUAO2) +
K8

CA02

dV n
A02

dt
(AII.31)

arteries

dV
UA

dt FA02UA F
UAUV

, V
UA

(AII.32)

P
UA

1

CUA
(v1 UA V ) 

UUA; +
K8

CUA

dVUA

dt
(AII.33)

F
UAUV

(p - P )/[r
1 UA UVJ 1 1 ,)HEAD°HEAD (AII.34)
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Head and arms veins

F
UAUV

F
UVSUC

V
UV

(All.35)

P
UV (All.36)

r C
| UVN

, V
' UV

> V
UUV

C . = <
UV )

K C , v X V •
V 6 UVN UV X UUV

(All.37)

> O

V = V /d n
UUV UUVN 4

(All.38)

+ 1 V2
J UVP

TH Guvsvc
2

RUVV UUVN
(All.39)

' F5 r F5 > 0

F
UVSVC = \

| K9F5 r F5 0
(All.40)

;£hgracic aorta

FAO2AO3 F — p — p
BRONC A03IA A03AA VA03 (All.41)

dF
A03IA
dt

P +P - P -P -RF + G
A03 TH IA ABD IA A03IA A03IA

(All.42)

dF
A03AA
dt

p +p _p _p - R F + G
A03 TH AA ABD AA A03AA A03AA , * x---------------------------------------------- (AII.43) 

l aa

P
AO 3

1
CA03

V - V
A03 UA03 CA03

(All.44)

F
BRONC

P - P - G
A03 RA A03RA

RBRONC ’ q4 " °BRONC
(All.45)
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Intestinal arteries

dV
__ IA
dt

F n
A03IA

F
IAIV t V

IA
O (All.46)

P
IA

1

CIA
(v1 IA V )

UIA'
+ K8

CIA

dV
__ IA
dt

(All.47)

F
IAIV

(PIA P l/fRIV' 1 INT
a
INT

(All.48)

Intestinal veins

dV
__IV
dt

F
IAIV

F ,
IVIVC '

V
IV

> O (All.49)

P
IV

dn (v3l IV V
UIV>iv (All.50)

f viv > V
UIV

CIV (All.51)

r V
IV

V
UIV

V
UIV

V /&A
UIVN 4

(All.52)

F6

fp - p
1 IV IVC

+ p - : 
ABD
2 
UIVN

P
TH

G
IVCIV

) V2
' IV

r

RIV V
(AII.53)

F6 > 0

F
IVIVC

(AII.54)

<_K10F6 r F6 £ O

Nominal arteries

dV
__AA
dt FA03AA F

AAAV f aa ca I (AII.55)

dF
_ AACA

dt

P
AA

(:

1

CAA

P
■ AA

P
CA

+ P
ABD

R F + G
CA AACA AACA'

Xa (AII.56)

(VAA V
UAA

)+v
CAA

dV
AA

dt
(AII.57)
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F
AAAV

^PAA PAV^ ^RABDq4CFABD^ (All.58)

Abdominal veins

dV
AV

dt
F
AAAV

+ F F
CVAV AVIVC '

V >, 0 
AV

(All.59)

P
AV d3 (VAV V

UAV
//CAV (All.60)

1 V
AV

> V
UAV

CAV (All.61)

V
UAV

F7

F
AVIVC

dV
CA

dt

P
CA

F
CACV

dV
__CV
dt

P
CV

K C
6 AVN

v /d„
UAVN 4

fp - P
1 AV

F
AACA

1
CCA

(v
1 CA

(p
CA

F
CACV

dn (v
3 1 CV

f V
AV

V
UAV

(All.62)

+
IVC

P
TH

P
ABD

2
RAVV UAVN

G
IVCAC

)v2
!7 AV

(All.63)

r

f

F7

F7

F
CACV

> 0

t VCA 0

(All.64)

(All.65)

V ) + 
UCA7

K8

CCA

dV
CA

dt
(All.66)

P 1 / [r q .0 1
CV7 1 LEG 4 LEG7

F . V >. O
CVAV ' CV

V
UCV

) /C
J CV

(All.67)

(All.68)

(All.69)
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1< c , v > VCVN CV ucv
c = <CV 3 [ KC , V < V\ 6 VN ' CV X ucv

V V /ducv UCVN 4

(All.70)

(All.71)

F
fp - P - P - G lv21 CV AV ABD AVCV' CV

8. 2
RCV V UCVN

(All.72)

J-nferior vena cava

f F > 0
8 8

F = /CVAV |
K „F^ , F < 0V 12 8 ' 8 X

(AII.73)

f av ivc  + f ivi vc f ivcra  ' vivc (AU.74)

P IVC V - V /c■ IVC UIVCJ IVC (AII.75)

0

(r C , V > VI IVCN ' IVC UIVC
c = )

IVC !
UC , v < V< 6 IVCN IVC UIVC

fp - P - G ) V2
F 1 IVC RA IVCRA } IVC

9 R V2IVC v UIVC

>r

(AII.76)

(AII.77)

F IVCRA
r

cava

dV_ SVC
~dt " FUVSV c

PSVC

F 9

F9 o

FSVCRA VSVC £ o

(All.78)

(AII.79)

V - V /C■ SVC USVC7 SVC (AII.80)
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c
SVC

f c
SVCN

K C
< 6 SVCN

V > V
SVC USVC

(All.81)

(pV SVC p
RA

RSVC

F
SVCRA

V < U
SVC x USVC

+ G 1 V2
SVCRA7

V2
V USVC

SVC
(All.82)

> O

(AII.83)

Time-varying compliances of atria and ventricles

dUi0
—■— = 1.0 (U set to zero at end of cardiac cycle)
dt 10

(AII.84)

T
AS K22 + K23 TH (AII.85)

T = T Ko A (AII.86)
AV AS 24

T = + K T (AII.87)
VS 25 26 H

X-1 = tt /T (AII.88)
1 AS

X2 = tt /T,
VS

(AII.89)

( 0 > T „
' 10 AS

= /
3 |

I sin (x,U, ) T
1 10 ' 10 AS

(AII.90)

l^sin (*2*4)

(AII.91)

(AII.92)

437



a =
LA

X3{b2 a
LA

a - a } + a (All.93)LAS LAD LAD

xr. {b a a - a } 4“ a (All.94)LV 5 2 LV LVS LVD LVD

x_ {b„ (J a - a } + a (All.95)RA 3 2 RA RAS RAD RAD

a^TT x,_ {b^ a, a - a } + a (All.96)RV 5 2 RV RVS RVD RVD

Respiration

dy2

dt
1.0 (y^ set to zero at end of respiratory cycle) (All.97)

fy2 / y < rp
2 IE

Y1 = (All.98)
I 0

, y■ > T
2 IE

PTH K1+ (K2 - K )sin(ny^/T IE> (All.99)

PABD K3 + (K4 - K^)sin(ny^/TIE> (All.100)

Speculation of (MAP), (SV), (CO), (ETSR)

(MAP)
1
TH

start of a cardiac
cycle)

(All.101)

(SV) f lvao idt (All.102)

(CO) = (SV)/T
H

(All.103)

ETSR = (MAP/(CO) (All.104)
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True total systemic resistance (TTSR)

r a R + R o
UA HEAD HEAD

+
R V2
UV UUVN

v2uv

R V2
SVC USVC
V2V SVC

(All.105)

R
B q4QBR0NCRBR0NC (All.106)

R
C

R + q„R 0
CA d4 LEG LEG

+ R 1
CV
V2
' UCVN

/V2\ cv (All.107)

R
D

q _R 0
M ABD ABD

(All.108)

R
E

R R /(R + R )C DZ C D + R
AA

+ R V2 /V2
AV UAVN AV

(All.109)

RF RIA + q4a R
INT INT

+ R V2 /V2
IV UIVN IV

(All.110)

R
G

R R / (R
E F E

+ r f ) + R. V2 /V2
IVC UIVC IVC

(All.Ill)

R
H RA03 + R: R /(R

B G B
+ R )

G
(All.112)

RI R o +A02
R R /(R
AHA

+ R )H
(All.113)

(TTSR) R R / (R + R ) 
COR I COR I

(All.114)

^11,1 • 2 The Neural Control Model

^gttic arch baroreceptors

3 = fp - S3^/Tl
dt 1 A02

dS4

dt = (S2 - S4)/t 2

dP
c A02
81 dt

v si , S > 0) 1 ’ 1
s^ = A2 1 0

, sx 0

(All.115)

(All.116)

(All.117)

(All.118)
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S5 k13(s 3 + K S
14 4

(All.119)

BA02

Sr > 0
5

(All.120)

Carotid sinus baroreceptors

dS8

dt
(PUA - S8)/Tl (All.121)

dS9

dt
(S7 S9)//T2 (All.122)

S6
dPUA

dt

(All.123)

S7

sio K13^S8

P
UA

CNS_ input function

B (1

> O
6

S6 « °

+

r

r

(All.124)

K14S9

Sn >
10

o

o

Kl^ (All.125)

(All.126)

K16^BAO2 + K16BUA (All.127)

control of heart rate

(U1 - u4)/u3 (All.128)

dU i
dt

(U5 - u6)/t 3 (All.129)
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CNS

dU?

dt (U6 - U7)/T4

B >

13

(All.130)

(All.131)

dul

dt (All.132)

(All.133)

(All.134)

U8 >, 2.0

0.3 < Uo < 2.0 
o

Ug < 0.3

(All.135)

set to the value

°H(U4 + U7> (All.136)

at the end of the

cardiac cycle.

control of peripheral resistance

dq2

dt (ql - q2)/T5 (All.137)

%
dt (ql - q3)/T6

q4 K29q3 + (1 K29)q2

(All.138)

(All.139)
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yK27 ' b =■ k 

ql I
^K28 , B < K

(All.140)

CNS control of myocardial contractility

db2

dt (All.141)

r K34 , B > K18

4 I
I K35 ' B K18

CNS control of venous tone

(All.142)

2 
dt

= (dl - d2) / T7

/ , B > K „
1 30 18

d, = 1
1 1

1 K , B < K
L 31 18

(All.143)

(All.144)

d3 = 1 + K32(d2 - 1)

d„ = 1 + K__(do - 1)4 33 2

(All.145)

(All.146)

The Pharmacokinetics Model

£ight atrium

dt
= co F + (i) F + co F +

SVCRA SVCRA COR COR BRONC BRONC

WIVCRAFIVCRA " WRARVFRARV " mRA//T9 (All.147)

co
RA

= m /V
RA RA

(All.148)
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Right ventricle

mRV

dt
co F
RARV RARV

co F
RVPA RVPA

m /u
RV 9

(All.149)

WRV m /V
RV RV

(All.150)

Pulmonary arteries

dro
PA

dt
co F
RVPA RVPA

co F‘
PAPV PAPV

m /u
PA 9

(All.151)

co
PA

mpA^VPA (All.152)

Pulmonary veins

dm
PV

dt
co F
PAPV PAPV

co F
PVLA PVLA mpV/T9 (All.153)

WPV mpA/VFV (All.154)

Left atrium

dm
__LA
dt

co F
PVLA PVLA

co F
LALV LALV

mLA/T9 (AII.155)

WLA m /V
LA LA

(AII.156)

Left ventricle

dm
__LV
dt

w lalv f lalv w lva oi f lva oi ’ mLV/T9 (AII.157)

WLV m /V
LV LV

(AII.158)

Ascending aorta

dm
API

dt
co F
LVA01 LVA01

FWA01A02 A01A02 WCORFCOR mA01//T9

(AU.159)

g ’ao i m , /V
A01 A01

(AII.160)
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Aortic arch

dmA02

dt
to F -co F -oo F
AO1AO2 AO1AO2 AO2UA AO2UA AO2AO3 AO2AO3 A02 9

(All.161)

WA02 mAO2^VAO2 (All.162)

Head and arms arteries

dm
__UA
dt

to F
A02UA A02UA

a) F - m /t
UAUV UAUV UA 9

(All.163)

WUA mUA//VUA (All.164)

Head and arms veins

dm
__UV
dt

oo F
UAUV UAUV wuvsvcFuvsvc + MS (t) (All.165)

(assuming mass M injected at t = 0)

oo
UV

(All.166)

Thoracic aorta

dm
AO 3

dt WAO2AO3FAO2AO3 WBRONCFBRONC WAO3IAFAO3IA

<1'aO3AAFAO3AA nAO3//T9 (All.167)

WA03 m _/V _
A03 A03

(All.168)

dm
__IA
dt

WAO3IAFAO3IA WIAIVFIAIV ^A^ (All.169)

00
IA

m /V
IA IA

(All.170)
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Intestinal veins

dm
IV 

dt - 00-

WIV = m.

Abdominal arteri*

drfi
AA

dt
= 00.

WAA = m.

Abdominal veins

F 
IAIV IAIV

/v IV IV

FA03AA

FWIVIVC IVIVC

co F
AAAV AAAV

m
t9 (All.171)

(All.172)

co F
. AACA AACA

mAA/T9 (All.173)

(AU.174)

dm
AV

dt
co F
AAAV AAAV

+ co F
CVAV CVAV 'avivc f avivc00 mAV/T9

WAV m (AII.176)

arteries

dm
CA

dt
oo F
AACA AACA wcac v f cac v m An

CA 9
(AII.177)

CO
CA

m /V _
CA CA

(AII.178)

dm
CV

dt
wcacv f cacv wcva v f cva v m T9 (AII.179)

m
CV

m
CV

(AII.180)

cava

dm
IVC 

dt
waviv c f av ivc 4“ (jj F

IVIVC IVIVC
w ivcra f ivcra miVC/T9

(AII.181)

wivc mivc^vivc (AII.182)
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Superior vena cava

dm
SVC

dt
co F
UVSVC UVSVC

co F - m /t
SVCRA SVCRA SVC 9

(All.183)

co
SVC

m /V
SVC SVC

(All.184)

Concentrations appropriate to directions of flow

f wsvc r F
SVCRA

> 0

co -ISVCRA \

\ co_ F < 0
C RA SVCRA X.

(All.185)

t F
COR

> O

co
COR (All.186)

r F
COR

o

or n
AO 3 I F

BRONC
o>

co
BRONC

(All.187)

1 F
BRONC

o

co
IVCRA

F > 0
IVCRA

F 0
IVCRA

(All.188)

“rvpa 1

“ra

WRARV ’1. “rv

j' WRV

“pa

r F
RARV

> 0

f f rarv < 0

r F
RVPA

> 0

r F
RVPA

< 0

(All.189)

(All.190)

I co
V PV

F
PAPV

> 0

F
PAPV

0
(All.191)
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(All.192)U)
PVLA

F
PVLA

> 0

F < 0
PVLA X

WLALV

F
LALV

> 0

F X 0
LALV X

(All.193)

WLVA01

F
LVA01

< O

(All.194)

WA01A02

WA02UA

w
UAUV

Q) uvsvc

to
A03IA

F
LVA01 >, o

J WAO1 ' FA01A02 < °

(1)AO2 ' FA01A02 °

CWAO2 ' FA02UA > °

)
I WUA ' FA02UA < °

j WAO2 ' FAO2AO3 > °

WAO2AO3

(All.195)

(All.196)

(All.197)
F o _
AO2AO3

F >
UAUV

0

F < O
UAUV x

F
UVSVC

F
UVSVC

O

FAO3IA > °

FAO3IA °

(All.198)

(All.199)

(All.200)
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1

(All.201)WA03AA

WIAIV

WIVIVC

WAAAV

WAACA

WCVAV

WAVIVC

WA03

WAA

WIA

WIV

WIV

WIVC

AA

WAV

WAA

WCA

WCV

/
)

I WAV

WAV

WIVC

t

r

r

r

r

r

r

r

r

!

r

f

r

F > 0
A03AA

FA03AA « °

F
IAIV

F
IAIV

> o

$ o

F
IVIVC

F
IVIVC

(All.202)

> o

F >
AAAV

F
AAAV

F
AACA

F
AACA

F
CVAV

F
CVAV

>

x<

>

x<

F
AVIVC

(All.203)

o

o

0

o

o

o

> o

F < 0
AVIVC

(• w
I CA

F
CACV

> 0

7
U) = \
CACV 1

F 0I CV CACV

(All.204)

(All.205)

(All.206)

(All.207)

(All.208)
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a
H

(All.209)

Effect of drug on heart rate

bradycardia

+ a co
2 RA

tachycardia

Effect of drug on peripheral resistance

°BRONC

vasoconstriction

vasodilatation

(All.210)

+ 0, co
1 IA

0
I NT = 'I

1
k 1 + Via

vasoconstriction

vasodilatation

( 1 + Vaa

f1 + 1 AA r vasoconstriction

0
ABD

i 1 vasodilatation

11 + CL
1 CA

o = \
LEG 11 1

11 + o, co „1 CA

vasoconstriction

vasodilatation

(All.211)

(All.212)

(All.213)

a
HEAD

vasoconstriction

vasodilatation

(All.214)

Effect of drug on myocardial contractility

°RA

positive inotropy

(All.215)

1

1 + °3WRA
negative inotropy
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+ o o)
3 RV

1
(All,216)

positive inotropy

+ 0 0)
3 RV

t negative inotropy

positive inotropy

negative inotropy

(All.217)

f
I

positive inotropy

negative inotropy

(All.218)
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APPENDIX III

VARIABLES AND CONSTANTS USED IN THE COMPUTER PROGRAM
FOR THE 19-SEGMENT MODEL

The variables and constants given in the tables below are those re-

ferred to in the mathematical model of Appendix VII and the computer 

Programme for the full model.

State Variables

State Variable in 
^Computer Programme

State Variable in
Mathematical Model

Initial Value of
State Variable

X(l) VRA 153.63

X(2) VRV 132.32

X(3) VPA 114.86

X(4) v pv 536.52

X (5) VLA 104.02

X(6) VLV 131.27

X(7) VAO1 81.233

X(8) VAO2 90.243

X(9) VUA 146.39

X(10) vuv 546.85

X(ll) V
AO 3

88.157

X(12) VIA 22.552

X (13) VIV 597.54

X(14) VAA 77 .249

X(15) VAV 290.32

X(16) VCA 74.33

X(17) vcv 271.05

X(18) . V
IVC

534.04

X(19) V
SVC

542.37

X(2O) F
RVPA

0.0X
X(21) f lva oi 0.0

X(22) FA01A02 6.8039

X(23) AO2UA
-3.8444

._ _ X(24) FAO2AO3 25.669

X(25) FAO3IA 35.075

X(26) FA03AA -3.3266

X(27) F
AACA

2.6994
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State Variables (continued)

State Variable in State Variable in Initial Value of
Computer Programme Mathematical Model State Variable

X(28) y2 0.0

X (29) S3 109.26

X(30) S4 1.4146

X(31) S8 104.93

X(32) S9 1.7048

X(33) U4 62.617

X(34) U6 75.268

X(35) U7 75.115

X(36) a
F
—
'
 

o 0.0

X(37) <12 0.97272

X(38) q3 0.97109

X(39) d2 1.1178

X(40) b2 0.97153

X(41) >A01dt 0.0

X(42) /FLVAOldt 0.0

X(43) mRA 0.0

X(44)
— “RV 0.0

X(45) mpA 0.0

X(46)
. mPV 0.0

X(47) mLA 0.0

X(48) 3
 

<
2

0.0

X(49) mA01 0.0

X(50)
—

mA02 0.0

X(51) mUA 0.0

X(52) muv 0.0

X(53) mA03 0.0

X(54) miA 0.0

X(55) miv 0.0

X(56) “SA 0.0

X(57) %V 0.0

X(58) mCA 0.0

X(59) mcv 0.0

X(60) mivc 0.0

X(61) msvc 0.0

452



Other Numerical Variables

Variable 
in Computer
Programme

Variable in
Mathematical

Model

Variable 
in Computer
Programme

Variable in
Mathematical

Model

V(l) PAA V(36) FAAAV

V (2) aRA V(37) PAV

V(3) dBAO2/dt V(38) F7

V(4) F1 V(39) f avivc

V(5) F2 V(4O) PCA

V(6) F
AARV

V(41) F ,
CACV

V(7) PRV V(42) >
 

o
P
4

V(8) aRV V(43) F8

V(9) P_ V(44) F
PA CVAV

V(10) F
PAPV

V(45) pivc
V(ll) Ppv V(46) F9

V(12) F3 V(47)
IVCRA

V(13) F
PVLA

V(48) P
SVC

V(14) PT * V(49) F
LA 10

V(15) aLA V(5O) f svcra

V(16) F4 V(51) S1

V(17) F
LALV

V(52) S2

V(18) PLV V(53) ss ]
V(19) a V(54) B_q

LV AO 2
V(20) P

AO1
V(55) s6

V(21) F
COR

V(56) S7

V(22) PAO2 V(57) S1O

V(23) PUA V(58) bua

V(24) f uau v V(59) B

V(25) Puv V(6O) U1

V(26) F5 V(61) U2 “*

V(27) Fuvsvc V(62) U3

V(28) PA03 V(63) U5

V(29) f bronc V(64) U8

V(30) PIA V(65) U9

V(31) F
IAIV

V(66) T
H

V(32)

H < V(67) f
H

V(33) F6 V(68) T
AS

V(34) f iv iv c V(69) T
AVt

V(35) p
AA

V(70)
- . . ...  1

T
VS
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Other Numerical Variables (continued)

Variable Variable in Variable Variable in
in Computer Mathematical in Computer Mathematical
Programme Model Programme Model

V(71) X1 V(1O6) °AV

V(72) x2 V(1O7) WCA

V(73) X3 V(1O8 “cv
V(74) X4 V(1O9) “ivc
V(75) X5 V(11O) “svc
V(76) ql V(lll) (^01)“^
V(77) q4 V(112) (pao i)«in

V(78) al SRA °RA

V(79) d3 SRV aRV

V(80) d4 SLA °LA

V(81) bl SLV o
LV

V(82) (MAP) SHEAD 0
HEAD

V(83) (CO) SBRONC aBRONC

V(84) (ETSR) SINT °INT

V(85) (TTSR) SABD 0
ABD

V(86) VT SLEG °LEG

V(87) (SV) SHR

V(88) yl PHI

V(89) PTH

V(90) P
ABD

V(91) dB /dt VAZ
V(92) to

RA
V(93) >3

V(94) to„„
PA

V(95) >3

V(96) to
LA

V(97) WLV

V(98) WA01

V(99) to
AO2

V(100) “uA

V(101) wuv
V(102) WA03

V(103) WIA

V(104) >H3

V(105) TV— 
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Numerical constants

All constants are given in medical units (torr ml s) unless

otherwise stated.

Constant in Constant in
Value

Computer Programme Mathematical Model

P (1) CPVNK6 COMPUTED

P (2) R V2
PVLA UPV

COMPUTED

P(3)
K8

CA01 + R
COR

COMPUTED

P(4) CUVNK6 COMPUTED

P(5) CSVCNK6 COMPUTED

P (6) R V2
SVC USVC

COMPUTED

P (7) P
THN

- 4.0

P(8) PABDN + 4.0

P(9) K1 - 3.0

P(10) K2 - 6.0

P(ll) K3 + 3.0

P(12) K4 + 6.0

P(13) t ie 4.0

P(14) t r 5.0

P(15) n 1.0

P(16) yN
90.0 degrees

P(17) 1AO2UA 19.5 cm

P(18) 1AO2AO3 10.0 cm

P(19) 1uvsvc 18.0 cm

P(20) 1A03IA 8.0 cm

P(21) 1 n
A03AA

16.0 cm

P (22) 1IVCIV 8.0 cm

P(23) 1AACA 48.0 cm

P(24) 1IVCAV 16.0 cm

P(25) 1AVCV 48.0 cm

P(26) 1IVCRA 10.0 cm

P(27) 1SVCRA 1.5 cm

P(28) XA03RA 10.0 cm
1
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Numerical constants (continued)

Constant in
Computer Programme

Constant in
Mathematical Model

Value

P(29) aRAS 0.15

P(30) a
RAD

0.05

P(31) V
URA

30.0

P(32) r rarv 0.003

P(33) K5 0.1

P(34) aRVS 0.3

P(35) aRVD 0.046

P(36) V
URV 0.0

P(37) R
RVPA

0.003

P(38) A
PA

1.539 cm2

P(39) l rv 0.00018

P (40) CPA 4.3

P(41) VUPA 50.0

P(42) pcc 7.0

P(43) R
LUNG

0.11

P(44) C
PVN

8.4

P(45) v upv 460.0

P(46) K6 20.0

P(47) r pvla 0.007

P(48) K7 0.1

P(49) aLAS 0.28

P(50) aLAD 0.12

P(51) V
ULA

30.0

P(52) r lalv 0.003

P(53) aLVS 1.5

P (54) aLVD 0.067

P(55) V
ULV

0.0

P(56) R
LVA01

0.003

P (57) aao i 1.539 cm2
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Numerical constants (continued)

Constant in
Computer Programme

Constant in
Mathematical Model

1
Value

P(58) l lv 0.00022

P(59) CA01 0.28

P (60) v
UA01 53.0

P(61) K8 0.04

P(62) r cor 12.0

P(63) RA02 3.10 x IO-5

P(64) LA02 O.OOO43

P(65) CA02 0.29

P(66) V
UA02

61.0

P(67) r ua 0.047

P(68) l ua 0.014

P(69) RA03 0.0009

P(70) LA03 0.0038

P(71) GA02UA COMPUTED

P(72) GAO2AO3 COMPUTED

P (73) CUA 0.33

P(74) V
UUA

114.0

P(75)
HEAD

6.0

P(76) c
UVN

9.4

P(77) V
UUVN

552.0

P(78) Guvsvc COMPUTED

P(79) Ruv 0.226

P(80) K9 0.667

P(81) CA03 0.29

P(82) v
UA03

59.0

P(83) GA03RA COMPUTED

P(84) r bronc 12.0

P(85) r ia 0.0014

P(86)
—_ 1

l ia 0.0027
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Numerical constants (continued)

Constant in
Computer Programme

Constant in
Mathematical Model Value

P(87) GAO3IA COMPUTED

P(88) r aa 0.012

P(89) l aa 0.014

P(90) GA03AA COMPUTED

P(91) CIA 0.06

P(92) V
UIA

17.0

P(93) R
I NT

2.3

P(94) C
IVN

10.6

P(95) V
UIVN

607.0

P(96) G
IVCIV

COMPUTED

P(97) Riv 0.166

P(98) K1O 1.0

P(99) CAA 0.21

P(100) VUAA 58.0

P(101) rabd 57.0

P(102) r ca 0.18

P(103) l ca 0.031

P(104) g aa ca COMPUTED

P(105) CAVN 5.1

P(106) V
UAVN

305.0

P(107) g ivca v COMPUTED

P(108)

1

>
 

P
i 0.595

P(109) K11 1.0

P(110) CCA 0.12

P(lll) VUCA 63.0

P(112) R
LEG

15.0

P(113) C
CVN

4.8

P(114) V
UCVN

257.0

P(115) g avcv COMPUTED

P(116) Rcv 0.3
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Numerical constants (continued)

Constant in
Computer Programme

Constant in
Mathematical Model Value

P(117) K12 0.0

P(118) C
IVCN 8.3

P(119) V
UIVC

488.0

P(120) g ivc ra COMPUTED

P(121) r ivc 0.015

P(122) CIVCNK6 COMPUTED

P(123) c
SVCN

8.3

P(124) V 
usvc 488.0

P(125) g sv cra COMPUTED

P(126) Rsvc 0.06

P(127) R V2
IVC UIVC

COMPUTED

P(128) T1 0.8

P(129) T2 0.1

P(130) K13 1.0

P(131) K14 1.0

P(132) K15 40.0

P(133) K16 0.7

P(134) W UUVN COMPUTED

P(135) c ivn K6 COMPUTED

P(136) i—
i

1.0

P(137) K18 80.0

P(138) R V2
IV UIVN

COMPUTED

P(139) K19 1.5

P(140) K20 4.5

P(141) T3 1.0

P(142) X4 2.0

P(143) K21 0.006

P(144) Th (°) 0.8264
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Numerical constants (continued)

Constant in
Computer Programme

Constant in
Mathematical Model Value

P(145) K22 0.1

P(146) K23 0.09

P(147) K24 0.04

P(148) K25 0.16

P(149) K26 0.2

P(150) K27 0.6

P (151) K28 1.4

P(152) t 5 4.0

P(153) T6 20.0

P(154) K29 0.75

P(155) T
HN

0.8

P(156) K30 0.7

P(157) K31 1.6

P(158) T7 14.0

P(159) K32 1.0

P(160) K33 1.0

P(161) K34 0.6

P(162) K35 1.4

P(163) t 8 10.0

P(164) CAVNK6 COMPUTED

P(165) h 0.0005

P(166) R V2
AV UAVN

COMPUTED

P(167) CCVNK6 COMPUTED

P(168) R V2
CV UCVN

COMPUTED

P(169) T9 30.0

P(170) p/(2a2pa > COMPUTED

P(171) COMPUTED
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Numerical constants (continued)

Constant in
Computer Programme

—
Constant m

Mathematical Model Value

P(172) ^lE COMPUTED

P(173) K2 ” K1 COMPUTED

P(174) M 70.0 pg

P(175) 400.0 m£ pg--*-

P(176) °2 50.0 m£ pg-1

P(177) °3 50.0 m£ pg-1

P(178) K4 " K3 COMPUTED

PI 7T 3.14159

0RIF p/2 0.0003978

RH0G pg 0.7807

DEGRAD tt /18O 0.01745

NS SIZE OF X-VECTOR 61

NP SIZE OF P-VECTOR 178

NV SIZE OF V-VECTOR 112

INJL0C INJECTION LOCATION 52
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Logical Variables

Logical variables are used to control the simulation.

'TRUE' is equivalent to 'ON' and 'FALSE' is equivalent to 'OFF'.

Logical variable 
in computer 
programme

Initial 
value Comments

L(l) TRUE 'ON' at t = 0; 'OFF' for t > 0

L(2) FALSE 'ON' at the end of each cardiac 
cycle

L(3) FALSE Drug injection

L(4) FALSE Respiration

L(5) FALSE Orthostasis

L(6) TRUE Heart rate control

L(7) TRUE Peripheral resistance control

L(8) TRUE Venous tone control

L(9) TRUE MyocardiaL contractility control

L(10) TRUE 'ON' = Tachycardia; 
'OFF' = Bradycardia

L(ll) TRUE 'ON' = Vasoconstriction
'OFF' = Vasodilatation

L(12) TRUE 'ON' = Positive inotropy 
'OFF' = Negative inotropy

L(13) FALSE Drug transport

L(14) FALSE Drug action



APPENDIX IV

THE COMPLETE 8-SEGMENT MATHEMATICAL MODEL

A.IV.l The Circulatory Fluid Mechanics Model

Right ventricle

dV
RV

dt
- F

TVRV RVPA
(AIV.l)

dF
RVPA
dt

P - P
RV PA

p
RVPA

F
RVPA

(—2—) F2
Sa2 } RVPV
Z PA2A2t S

l rv
F
RVPA

F

r >> O

(AIV.2)

PRV aRV
^VRV V ) 

URVJ
(AIV. 3)

Pulmonary arteries

dV
PA

dt
= FRVPA FPAPV ' V

PA > 0 (AIV. 4)

PPA

>
I

VUPA -
(AIV.5)

CPA

p - p
PA PV

P >
PV pccR '

) LUNG
F = \
PAPV ] p p

(AIV.6)

PA CC
P <PV x pccR r

< LUNG

Pulmonary veins

dV^7
PV 

dt
= F - F ,

PAPV PVLV
V
PV 0 (AIV.7)

vpv VUPV
(AIV. 8)Ppv

CPV

( CPVN ' V >
PV

V
UPV

c
PV

J
I

20 C ,
< PVN

V < 
PV

V
UPV

(AIV.9)

463



F1

(p - P )v2
1 PV LVJ

R
PVLV

PV

V2 „
(AIV. 1$

UPV

F1 f F1 > o

F
PVLV

(AIV. 11}

O f F1

Left ventricle

dV
__LV
dt

F
PVLV

F
LVAO V (AIV. 12)

dF
LVAO
dt

PLV PAO R
LVAO

F
LVAO (-4-) F22A2 J L 

AO
LVAO

f F > O
LVAO

(AIV. 13)

PLV a
LV

(VLV V ) 
ULVJ

(AIV.14)

Aorta

dV^
AO 

dt
F
LVAO

F
AOSA V V 0

AO

dFAOSA

dt

PAO PSA

l sa

r sa F
AOSA

(AIV.16)

PAO
VAO V

UAO
+ °-04 Kva o - f aoJ

CAO

Systemic arteries

dVo7k
SA 

dt
F
AOSA

F , V
SASV ’ SA

O (AIV.18)

v - V VSA USA
+ O.O4

AOSA
+

PSA 0.04
C + -------
SA R q. 

sys 4

(AIV.19)
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SVTV

USVN

USVN

V

SVTV

/

SVTV TVRV

f2 > o

(AIV. 20)

(AIV.21)

(AIV.22)

(AIV.23)

(AIV.24)

(AIV.25)

(AIV.26)

(AIV.27)

(AIV.28)

(AIV.29)
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fp - P )v2 
F 1 TV RV7 TV

(AIV. 30)
^TVRV V UTV

^3 ' F3 " 0

F
TVRV = 1 (AIV.31)

o , F3 < 0

Time-varying compliances of ventricles

10 i.o (Ulo set to zero at end of cardiac cycle (AIV.32)dt

T
AS K22 + K23 T

H
(AIV.33)

T
AV t as - K24 (AIV.34)

T
VS K25 + K26 t h (AIV.35)

X1 =
TT

(AIV.36)
t as

- T 
AV / U > T

10 AV

X2 = <

r U < T
10 " AV

(AIV.37)

f° r X > T
2 VS

-31

Sin (X1X2) t X2 TVS

(AIV.38)

aRV X3 _b2 (°RV aRVS^ aRVD_| + aRVD (AIV.39)

aLV X3 \ (°LV aLVS SLVd ] + aLVD (AIV.40)
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Calculation of the output variables

tl+TH

MAP = PA0dt

hl

tl^H

(t^ = start of a cardiac cycle) (AIV.41)

SV = J f lva o  dt (AIV.42)

tl

CO
SV
m (AIV.43)
t h

ETSR
MAP
CO

(AIV.44)

SBF
MAP

(AIV.45)
STPR.q.

4

MSP = (0.0035 BV) - 10.5 (AIV.46)

EF
SV
EDV

(AIV.47)

A.IV.2 The Neural Control Model

Aortic arch baroreceptors

ds3

io
 

P
m S3

dt T

dS4 S2 - S 4
dt T2

dPA0
S
1 dt

( s S > 0
i 1 1

S_ = <
2 |

I o / s1 ~< 0

s„ = K fs + K .S, - K
5 13 1 3 14 4 15

(AIV.48)

(AIV.49)

(AIV.50)

(AIV.51)

(AIV.52)
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B (AIV.53)

Stretch receptors

dqv SV - qv

dt 20

SV =
1.0

+ 2-°O -1-°))

(AIV.54)

(AIV.55)

C.N.S. control of heart rate

dU4 U1 - °4

dt - u3

dU Uc - U,
6 _ 56

"dT ' t 3

(AIV.56)

(AIV.57)

dt

' k U > 0
19 2

‘ K20 f U2 0

r k B > K
! 18 t 18

f B K18

(AIV.58)

(AIV.59)

(AIV.60)

(AIV.61)

(AIV.62)

(AIV.63)



cardiac cycle.

(2.0 f Ug > 2.0

U9 = (U8 r 0.3 < U8 < 2.0 (AIV. 641

yo.3 f Ug< 0.3

t h is set to the value of Ug at the end of the

C.N.S. control of peripheral resistance

dq2 <1! - q2

at = t 5
(aiv .65)

dq3 ql - ^3

dt T6

qp “ K29 ^3 + ■ K2g) 92

q4 = qp %

(AIV. 66)

(AIV. 67)

(AIV.68)

1.0
ql 1[1.0 + 0.51[1 J

(AIV.69)

C.N.S. control of myocardial contractility

■dT = Tg (AIV.70

B =• K18

B « K18

(AIV.71)

C.N.S. control of venous tone

(AIV.72)

(AIV.73)
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d3 + K32 (d2 1^qv

d4 = (L +K33(d2 "

(AIV. 7$

(AIV. 7$.

A.IV.3 The Thermoregulatory System Model

dT
C —- = BMR - K (t -t ) - p x SBf (t - T )
c dt csk c s' c k c s'

(AIV. 70

(aiv . 7T*

The thermoregulatory system controller

STPR = 5650.0 1 T < 35 
c

.0

STPR = 3632.134 T + 132775.0 
c 1 35.0 .< T < 

c
36.4

STPR = -322.773 T + 12507.6 
c r 37.0 < T < 

c
38.5

STPR = 80.841 r T > 38 
c

.5

STPR = 24.39 T
s

- 266.7 r T x< 34 
s

.1

STPR = 46.55 T - 1022.41 r T > 34 . 1

R
sys

R i 
c

R + 
c

R
s

• R 
s

(AIV.79)

Body fluid balance model

For each minute K 1, 2, , where K is time

V (K + 1)
INT

V (K) + (e . (K)
INT 1 1

E
o

(K) )
V (K) 
INT
E (K)

(AIV. 80)

BV(K + 1) BV (K) + (e . (K) - E (K) ) 
k 1 o'

BV (K)
E(K)

(AIV. 81)

E(K + 1) V (K + 1) + BV (K + 1) 
INT

(AIV. 82)
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APPENDIX V

STRUCTURE OF THE DIGITAL 
SIMULATION PROGRAM

The complete 8-segment model is listed in Appendix IV. The model 

is run on a PRIME 550 computer, the compiled program requiring 

approximately (256 Kb) of main memory.

Arrays in the circulatory model are used rather than separate 

variable names to make the program listing more compact. The prin-

cipal arrays are:

X(23) - state variables

D(23) - derivatives of state variables

V(53) - other numerical variables

P(79) - numerical constants

L(14) - logical variables (for control of the simulation).

The arrays V, P and L are placed in labelled common blocks to 

reduce the storage requirements, together with the thermoregulator 

system and body fluid variables.

The program consists of a main executive control segment together 

with 12 sub-programs. Details of these are given in the following 

sub-sections. Its design includes 3 main sub-routines for the cardio-

vascular, thermoregulatory and body fluid systems.

A.V.l Executive Control Segment

This is the master segment which controls the execution of the 

simulation program . In the version listed in Appendix VI the values 

of selected variables are calculated at the end of each cardiac cycle. 

The other variables from the thermoregulatory and body fluid balance 

system are then printed at the end of each minute. The program is 

designed to start in a steady state with all neural controllers "switched 

°n"z but with the pharmacokinetics section "switched off" (it is not 

included in this 8-segment model). Any changes relating to the simu-

lation period are introduced here. All these operations are illustrated 

in the flow diagram of Figure A.V.l.
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A.V.2 Subroutine CVS (T, TMIN)

This subroutine controls the execution of the cardiovascular 

simulation program, calculating the selected variables at the end of 

each cardiac cycle.

A.V.3 Subroutine INTEG (D, T)

This subroutine performs one step of Euler's integration method 

when called by the executive control segment. The current state vector 

is replaced by the value of the state vector at the next integration 

step. The derivatives are obtained by a call of the subroutine MODEL. 

The volume controller vector, q^, is replaced by its value at the next 

integration step, subject to its upper bound not being exceeded.

A.V.4 Subroutine MODEL (D)

This subroutine computes the derivatives of the state variables 

in (D) from the current state vector (X) and time (T), using the equa-

tions of the mathematical model. It is called by INTEG at each step 

and also once at t = 0 by the subroutine CVS.

A.V.5 Subroutine CYCLE (D)

This subroutine tests for the end of the cardiac cycle and, when 

detected, computes and records the systolic pressure, diastolic pressure 

and stroke volume during the cycle, computes the mean arterial pressure, 

cardiac output and estimated total systemic resistance, and sets the 

heart period to the value for the next cycle.

A.V.6 Subroutine PRELIM

This is used to compute some initial numerical constants required 

in the model. ORIF is the value of the subject's blood density.

^■•V.7 Subroutine THERMO

This is the second main subroutine segment dealing with the simu-

lation of the thermoregulatory system and, in particular, defining the 
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core and surface temperatures.

A.V.8 Subroutine TINTEG (TX)

This subroutine performs one step of Euler's integration method 

when called by the subroutine THERMO. The current state vector TX(J) 

is replaced by the value of this state vector at the next integration 

step. The derivatives are obtained by calling the subroutine TMODEL.

A.V.9 Subroutine TMODEL (DT, TX)

This subroutine computes the derivatives of the state variables 

in (DT) from the current state vector (TX) using the equations of 

the Thermoregulator model.

A.V.1Q Subroutine CONTROL

This subroutine calculates the systemic total peripheral resis-

tance. It is called once per minute from the Executive Control Segment.

A.V.ll Subroutine BFLUID (TMIN)

This is the third main subroutine segment, dealing with the body 

fluid balance system simulation. It calculates the blood volume and 

mean systemic pressure and is called once per minute from the Executive 

Control Segment.

A.V.12 Subroutine RESULT (TMIN)

At TMIN = 0, this subroutine prints a heading for the table of 

results. Thereafter values of the selected variables are printed 

whenever the subroutine is called by the Executive Control Segment. 

The variables to be printed are: TMIN, MAP, SV, CO, FH, ETSR, 

^ao J1^' sb f ' stp r ' tc ' ts ' bv ' msp ' e ' ein ' eout ' ef '

QV and QDP.
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A.V.13 BLOCK DATA

This subprogram is used by the compiler to initialise all the 

arrays and variables in Labelled Common blocks.
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Figure AV.l General flow diagram for this simulation 
program.
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APPENDIX VI

VARIABLES AND CONSTANTS USED IN THE 
COMPUTER PROGRAM FOR THE 8-SEGMENT MODEL

A.VI.l State Variables

State variable 
in computer program

State variable
in mathematical model

Initial value

X (1) VRV 153.45

X (2) VPA 109.95

X (3) V 
PV

637.48

X (4) V 
LV

153.0

X (5) O
 

>

212.61

X (6) VSA 554.23

X (7) vsv 1345.0

X (8) V 
TV

1544.0

X (9) F
RVPA

1.0

X(1O) F
LVAO

1.0

X(ll) F
AOS A

22. 59

X(12) U4 63.64

X(13) °6 77.16

X(14) °7 77.04

X(15) uio 0.0

X(16) q2 0.97

X(17) q3 0.97

X(18) d2 1.12

X(19) b2 0.97

X(2O) jp dt
J AO

0.0

X(21) ^FLVAOdt 0.0

X(22) S3 112.03

X(23) S4 0.71

_ 1
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A.VI.2 Numerical Variables

Variable in 
computer 
model

Variable in 
mathematical 

model

Variable in 
computer 
model

Variable in 
mathematical 

model

V (1) F V(28) Sc
TVRV 5

V (2) P V(29) B
RV

V (3) a
RV

V(30) dB/dt

V (4) P V(31) Un
PA 1

V (5) F V(32) UnPAPV 2
V (6) P^„ V(33)

PV 3
V (7) F1 V(34) U5

V (8) F V(35) u_
PVLV 8

V (9) PLV V(36) U9

V(10) a V(37)
LV 1

V(ll) PA0 V(38) q4

V(12) PSA V(39) bl

V(13) F
SASV

V(4O) dl

V(14) psv V(41) d3

V(15) F2 V(42) d4

V(16) F
SVTV

V(43) (MAP)

V(17) PTV V(44) (CO)

V(18) F3 V(45) (ETSR)

V(19) t h V(46) (SV)

V(20) T
AS

V(47) PMAX

V(21) T
AV

V(48) PMIN

V(22) Tvs V(49) fH

V(23) X1 V(50) U4

V(24) X2 V(51) U7

V(25) X3 V(52) S3

V(26) S1 V(53) S4

V(27) S2



A.VI.3 Numerical Constants

Constant in 
computer program

Constant in 
mathematical model

Value

P (1) 20.0 C _
PVN Computed

P (2) 2
R V
PVLV UPV Computed

P (3) R V2
TVRV UTV Computed

P (4) 20.0 C
SVN Computed

P (5) R V2
SV USVN

Computed

P (6) 20.0 C
TVN

Computed

P (7) p/2A2
PA

Computed

P (8) p/2A2
H AO Computed

P (9) r rvpa 0.003

P(10) l rv 0.00018

P(ll) VURV 0.0

P(12) VUPA 50.0

P(13) CPA 4.730

P(14) R
LUNG

0.11

P(15) V
UPV

430.0

P(16) C
PVN

25.0

P(17) r pvlv 0.003

P(18) ppc 7.0

P(19) R
LVAO

0.003

P (20) L
LV

O.OOO22

P(21) V
ULV

0.0

P(22) VUAO 140.0

P(23) CA0 0. 77

P(24) r sa 0.06

P(25) L_._SA
O.OOO75

P(26) V
USA

370.0

P(27) CSA 1.98

P(28) r sys 1.0

P (29) CSVN 59.0

P(30) V
USVN

1000.0

P(31) R
S v

0.09

1
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Constant in 
computer program

Constant in 
mathematical model

Value

P(32) V
UTV

1300.0

P(33) C
TVN

59.0

P(34) R
TVRV

0.003

P(35) 20.0

P(36) K9 0.667

P(37) K8 0.04

P(38) h 0.001

P(39) apa 5.0

P (40) aao 5.0

P(41) K22 0.1

P(42) K23 0.09

P(43) K24 0.04

P(44) K25 0.16

P(45) K26 0. 2

P(46) t h (0) 0.8264

P(47) 0.8

P(48) 0.0

P (49) 0.0

P(50) cr a
LV LVS

1.5

P(51) a
LVD

0.053

P(52) cj  a
RV RVS

O. 3

P(53) a
RVD

0.027

P(54) T1 0. 8

P (55) T2 0.1

P(56) K13 1.0

P(57) K14 1.1

P(58) K15 40.0

P(59) T3 1.0

P(60) T4 2.0

P(61) r—
1

1.0

P(62) 00r—
1

80.0

P(63) K19 1.5

P(64) K20 | 4.5

P(65) K21 % 0.006

P(66) 0.0

P(67) T5 2.0
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Constant in 
computer program

Constant in 
mathematical model

Value

P(68) T6 10.0

P(69) K29 0.75

P(70) K27 0.6

P(71) c
o
C
M 1.4

P(72) T8 10.0

P(73) K34 0.6

P(74) K35 1.4

P(75) T7 14.0

P(76) K30 0.7

P(77) K31 1.6

P(78) K38 1.0

P(79) K33 1.0

PI IT 3.14159

<j)RIF p/2 O.OOO3978

NS Size of
X-Vector

23

NP Size of
P-Vector

81

NV Size of 57

—

V-Vector
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A.VI.4 Logical Variables

Logical variables are used to control the simulation.

"TRUE" is equivalent to "ON" and "FALSE" is equivalent to "OFF".

Logical variable 
in computer 
program

Initial 
value

Comments

L (1) TRUE "ON" at t = 0; "OFF" for t > 0

L (2) FALSE "ON" at the end of each cardiac 
cycle

L (3) FALSE Drug injection

L (4) FALSE Respiration

L (5) FALSE Orthostasis

L (6) TRUE Heart rate control

L (7) TRUE Peripheral resistance control

L (8) TRUE Venous tone control

L (9) TRUE Myocardial contractility control

L(10) TRUE "ON" = Tachycardia; "OFF" = Brady-
cardia

L(ll) TRUE "ON" = Vasoconstriction

"OFF" = Vasodilation

L(12) TRUE "ON" = Positive inotropy 

"OFF" = Negative inotropy

L(13) FALSE Drug transport

L(14) FALSE Drug action
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APPENDIX VII

COMPUTER PROGRAM FOR THE 19-SEGMENT MODEL

A.VII.1 Summary of the Program Structure

The program listed in Section A.VII.2 uses facilities available 

in most versions of FORTRAN IV to ensure portability. Free formats, 

mixed mode arithmetic and other features of extended FORTRAN IV are not 

used. In the program listing, the letter 0 is distinguished from the

number 0 by placing a line through the letter thus: 0.

The principal arrays in the program are:

(1) X(61) - vector of state variables

(2) D(61) - vector of derivatives of state variables

(3) V(112) - other numerical variables

(4) P(178) - numerical constants

(5) L(14) - logical variables (for control of the simulation)

The variables in the mathematical model corresponding to the

program variables are given in Appendix VI.

Following the Executive Control Segment, the subprograms in 

order are:

(1) SUBROUTINE INTEG(D,X,T) - computes a new state vector after

one integration step using Euler’s method.

(2) SUBROUTINE MODEL(D,X,T) - computes the derivative of the

current state vector from the mathematical model.

(3) SUBROUTINE ODDJOB(D,X,T) - performs miscellaneous tasks at

t=0 and once every cardiac cycle.

(4) SUBROUTINE CYCLE(D,X,T) - deals with respiration at each

integration step, detects the end of the cardiac cycle and 

performs miscellaneous tasks at the end of the cardiac cycle.

(5) SUBROUTINE RESULT(D,X,T) - prints heading and results.

(6) SUBROUTINE PRELIM - preliminary calculation of frequently

used constants.

(7) SUBROUTINE TTSR(X) - computes the true total systemic resistance.

(8) BLOCK DATA - initialises the arrays and variables in labelled

COMMON blocks.
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A.VII.2 The Program Listing
Q

Q
Q

Q
O

n 
Q

 Q 
Q

 
O

D
D

EXECUTIVE C0NTR0L SEGMENT

L0GICAL L(14)
DIMENSI0N X(61),D(61)
C0MM0N /MISC/ NS,NP,NV,INJL0C,PMIN,PMAX
C0MM0N /L0GIC/ L
C0MM0N /PV/ P (178),V(112)
C0MM0N /XIC/ XD(61)

SEC0ND PART 0F INITIALISATI0N (1ST PART IN BL0CK DATA SUBPR0GRAM)

T=0.0
D0 1 1=1,NS
D(I)=0.O

1 X(I)=XD(I)

ANY REQUIRED CHANGES IN STATE VARIABLES 0R N0N-C0MPUTED 
C0NSTANTS BEF0RE THE RUN MAY BE INTR0DUCED AT THIS P0INT

CALL PRELIM
CALL 0DDJ0B(D,X,T)
CALL M0DEL(D,X,T) 
CALL CYCLE(D,X,T) 
CALL RESULT(D,X,T) 

C
C DYNAMIC SECTI0N
C

L(l)=.FALSE.
2 C0NTINUE

CALL INTEG(D,X,T) 
CALL CYCLE(D,X,T) 
IF(.N0T.L(2))G0 T0 2 
CALL 0DDJ0B(D,X,T) 
CALL RESULT(D,X,T) 
IF(T.GT.100.0) ST0P 
L(2)=.FALSE.
G0 T0 2
END

SUBR0UTINE INTEG(D,X,T)
C
c C0MPUTES NEW STATE VECT0R AFTER 0NE INTEGRATI0N
C STEP USING EULER'S METH0D
C

DIMENSI0N X(61),D(61)
C0MM0N /PV/ P (178) ,V(112)
C0MM0N /MISC/ NS,NP,NV,INJL0C,PMIN,PMAX 
H=P(165)
D0 1 1=1,NS
X(I)=X(I)+H*D(I)

1 C0NTINUE
CALL M0DEL(D,X,T)
T=T+H
RETURN
END
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SUBROUTINE N/DEL(D,X,T)
k/
C COMPUTES THE DERIVATIVE /!■’ THE STATE VECTOR FR/i-i THE
C MATHEMATICAL M0DEL pF THE HUMAN CARDIOVASCULAR SYSTEM
C

LOGICAL L(14)
DIMENSION X(61),D(61)
C/r’M/N /PV/ P(173),V(112)
COMMON /MISC/ NS.HP,?P,r,INJL/C,PMIN$PiM
c/mn /n /l /gic / L
COMMON /SIGMA/ SRA,SRV,SLA,SLV,SHEAD,SBR/NC,SINT,SABD,SLEG$ SHR 
DATA Pl/j. 141 ^926556/

C
C DECIDE IF DRUG ACTION IS REQUIRED
C

IF(.n/t .L(14))g/ t / 5
c
C DIMENSIONLESS FACTORS F/R DRUG ACTION
C

SIG1=P(175)
si g 3=p(177)
URA=1rO+SIG3*Vf92)
URV=1.O+SIG5*V?95)
ULA~1.O+SIG5*VC96)
ULV~1,O+SIG3*V(97)
UHEAD^I. O+SIG1X‘V(1OO)
UDR/NC=1.O+SIG1*V(1O2)
UINT=1.O+SIG1*V(1O})
UABD=1.O+SIG1*V(IO5)
ULEG=1.0+SIG1*V(107;
UIIR=1.0+P(176)*V(92)
IF(.N/T.L(12))g/ TO 1

c
C P/SITIVE IN/TR/PY
c

SRA=URA
SRV=URV
SI.A=ULA
SLV=ULV
g/ t / 2

C
C NEGATIVE IN/TR/PY
C

1 SRA=1.O/URA
SRV=1.O/URV
SLA“1.O/ULA
SLV=1.0/ULV

2 IF(.N/T.L(i1))g/ TO 9
c
c vas /c/nstri cti /n
c

SHEAD=UIIEAD 
sbr /nc =ub r /nc  
sin t =uint
SABD=UABD
SLEG=ULEG
G/ t / 4

c
c vas /dida tati /n
c
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5 SIIEAD=1.O/UI1EAD
SBR0NC=1 .O/UBR0NC
SINT-1.O/UINT
SABD=1 .O/UZl BD
SLDG-1.O/ULEG

C
C BRADYCARDIA
C

4 sii r =uhr
c
C TACHYCARDIA
C

IF(L(1O))SHR=1.o/uhr
5 CONTINUE

C
C SET INITIAL VALUE /F HEART PERIOD
C

IF(L(1))V(66)=P(144)
c
C SET FIXED HEART PERIOD IF HEART RATE C^NTR^L ^FF
C

IF(.n 0t .L(6))v (66)=P(155)
c
C TIKE-VARYING COMPLIANCE GENERATION
C

V(68)=P(145)+P(146)*V(66) 
v (691=v (68)-p(147)
V(701=P(148)+P(149)-Y(6o)
VC71l=Pl/v(68)
V<72)=PI/V(7O)
V(73)=0.O
if (x (36).le .v (6b ))v (73)=sin (v (71)*x (36))
V(74)=O.O
IF(X(56).GT.V(69))V(74)=X(J6)-V(69)
V(75)=0.0
IF(v(74).LE.v(7O))v(75)-SIN(v(72)*v(74))
V(2j-Vf75)*(p(29)*X(40)*3iU-P(j0))+F(50)
V(8)=V(75)*(p(34)*X(4O)’‘sr v -p(55))+P(55)
V(15)=v <73)*(pU9)*x (40)*SLA-p(50))+p(50)
v (19)=V(75)*(P(55)*X(4O)*SLV-p(54))+P(54)

C
C ST.ART 0? CIRCULATORY FLUID MECHANICS AND NEURAL CONTROL K0DSL3
C

v(53)=P(l3O>(X(29)+pQ3rrX(5O)-P(i52)) 
v (64)=PU45)*(x (53)+x (55))*3HR •
V(77>P^4)*X(35)+(1.0-7(154) )*X(.37) 
IF(.n 0t -l (7})v (77)^1.O 
V(79>1 :0+?(159H(x (39)-i.o ) 
V(80>1.0+P(16O)*(.”(59)-1.0) 
v(l)=V(2>(X(l)-P(51.1j 
V(7)=V(8)*(X(2^P(36)) 
v(5)=(v(i)-v(7).1/?(32)
V(6)=v(5)
if (v (5).lt .o .o )v (6)=o .o
V(9)=(X(3)-P(41))/P(4O)
CPV=P(44)
IF(X(4).LT.P(45))CPV^P(1)
V(11j= x (4)-p(45))/c ?v
V(1O)=(7(9)-V(11))/P(45)
IF(v (11).L?.P(42);V(10)=(V(9)-P(42))/P(43)
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v Q4>v (15)*(x (5)-p(5i)) 
V(12>(V(11)~V(14))*X(4)*X(4)/P(2) 
V(13)=V(12)
IF(V(12).LT.O.O)V(13)=V(12)*P(48)
VC18 =V(l9)*(Xf6)-P(55)) 
V(16)=(V(14)-V(18))/P(52)
V(17)=V(16) 
IF(Vp6).LT.O.O)v(l7)=O.O
QA=X(7)-P(6O)+P(61)*(X(21)-X(22)+V(l )/p(62)) 
V(2O)=QA/P(3)
IFf V ( 20 k GT. PI-IAX) PMAX=V( 20) 
IF(V(2O).LT.PMIN)PCTI=V(2O) 
V(21)=(V(2O)-V(1))/P(62)
QB=X(8)-P(66)+P(61 )*(X(22)-X(25)-X(24)) 
V(22)=QB/pf65)
QC=X(1O)-P(77)/V(8O) 
CUV=P(76)
IF(QC.LT.0.0)CUV=P(4) 
V(25)=QC*V(79)/CUV
QKD=P(75)*Si'EAI) 
QD=X(9)-?(74)+P(61)*(x (25)+V(25)/QHB) 
DHD=P(73)+P(61 )/QJ£D
Vf23j=QD/DIED 
V(24)=(V(25)-V(25))/QHP
QE=X(19)-P(124)
CSVC=P(125) 
IF(QE.LT.0.0)CSVC=P(5)
V(48)=QS/CSVC
QF=(V(48)-V(1)+p(125))*X(19)*X(19) 
v (49)=QF/p(6)
v(5O)=v(49) 
IF(V(49).LT.O.O)V(5O)=V(49)*P(33) 
QG=x (18)-P(119)
CIVC=P(118)
IF(QG.LT.O.O)CIVC=P(122) 
v (45)=QO/civc
QJI^(v (45)-V(1 )-P02O))*X(l8)*X(l8) 
Vf46)=-QH/P(l27)
V(47)=V(46) 
IF(v (46).LT.O.O)v (47)=v (46)->?(35) 
QI=(V(25)-V(48)-V(89)+P(78))*X(1O)*X(1O)
V(26)=QI/P(134) 
V(27s =V(26)
IF(vf26kLT.O.O)v(27)=V(26)*P(8O) 
QJ=V(77)*P(84)*SBr$NC
QK=X(l1)-?(82)+P(6i)*(X(24)-X(25)-X(25)+V(1)/QJ) 
V(28)=QK/(P(81)+p(61)/;j)
V(29)=(V(26)-^(1 
ql =x G3)~p(93)/v (8O)
CIV=P(94) 
if (ql .lt .o .o )civ =p(i35) 
V(52)=QL*V(79)/CIV
QM=(v (52)-v (45)+v (9O)-v (89)-p(96))*x (13)*x (15)

If (v (55).lt .o .o )v (54)=v (35)*p(98)
QN=V(77)*p(95)*SINT
Q^=x (12)-P(92)+P(61)*(X(25)+V(32)/Q?I)
V(3O)=Q^/(P(91)+P(61)/QN)
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 u

 o

v (51)=(v (50)-v O2))/qu
QP=X(15)-P(1O6)/v (8O)
CAV=P(1O5)
IF(OP.LT.O.O)CAV=P(164)
V(37)=QP*V(79)/CAV
QQ=(v (57)-v (45)+v (90)-v (89)-p(107))*x (15)*x (15) 
V(38)=QQ/p(166)
V(39>V(38) 
IF(vb8kLT.O.O)v(59)=V(58)*P(lO9) 
QR=V(77)*P(1O1)*SABD
QS=X(14)-P(WO)+P(61 )*(X(26)-X(27)+V(37)/QR) 
V(55>QS/(P(99)+P(61)/QR) 
V06)=(v (55)-v (57))/^
QT=X(17)-P(114)/V(8O)
CCV=P(113)
IF(QT.LT.O.O)CCV=P(167)
V(42)=QT*V(79)/CCV
QU=(V(42)-V(57)-V(9O)-P(115))*X(17)*X(17) 
V(43)=QU/P(168)
V(44)=V(45)
IF(v (45).LT.O.O)v (44)=V(4?)*P(117)
QV=V(77)‘*P(112)*SLEG
QW=X(16)-P(111 )+P(6l)*(X(27)+V(42)/QV) 
v 64O>QW/(p(11O)+p(61 )/QV) 
V(41)=(v (4O)-V(42))/QV 
v (4)=v (5O)+v (47)+'/(29)+v (21)

DECIDE IF DRUG TRANSPORT IS REQUIRED
IF(.N/T.L(15))G/ T/ 8

c
C C^’TUTE DRUG CONCENTRATIONS IN EACH SEGMENT AND
C SELECT CONCENTRATIONS APPROPRIATE TO DIRECTIONS OF FLOW
C

DO 6 1=1,19
V(I+91)=X(I+42)/x (i )

6 CONTINUE
GS7CRA=V(110)
IF(V(5O).LE.O.O)GSVCRA=V(92)
GC0h =V(98)
IF(V(21).LE.O.O)GCOR=V(92) 
GBRONC=V(102)
IF(vf29).LE.O.O)GBR0uC=V(92)
GIVCRA=V(1O9)
IF ( V ( 47). L E. 0.0)GIVCRA=7 (92;
GRAF.V=--7(92) 
if (v (6).le .o .o )grar v =7(93)
GRVPA=V(95)
IF(X(2D).LE.O.O)GxTZPA=V(94)
GPAPV=7(94)
IF(V(1O).LE.O.O)GPAPV=V(95)
GPVLA=V(95)
17(7(1}).LE.0.0)GP7LA=7(96) 
glalv =v (96)
if (v (17).le .o .o )glal 'v =v (97)
GLVA01=v(97)
IF(X(21).LS.O.O)GLVA01=V(98)
GA012=7(98)
IF(x (22).LE.O.O)GA0i2=7(99)
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ga /2UA=v (99) 
IF(X(23).LE.O,O)GA^2UA=V(1OO) 
GA/25=V(99)
IF(X(24).LE.O.O)GA/25=V(1O2) 
GUAUV=V(1OO)
IF(V(24).LE.O.O)GUAUV=V(1O1 ) 
GUVSVC=V(1O1)
IF(V(27).LE.O.O)GUVSVC=7(11O) 
GA$5IA=V(1O2)
IF(X(2 5).L3.O.O)GA^IA=V(1O5) 
GA0}AA=V(1O2)
IF(x (26).LE.O.O)GA/3AA=V(1O5)
GIAr/=V(lO>)
IF(v(}1) .LE. O.O)GIAIV=V(1O4) 
GIVIVC=7(1O4)
IF(V(54).LE.O.O)GIVIVC=V(1O9) 
GAAAV=V(1O5)
IF(v (36).LE.O.O)GAAAV=V(1O6)
GAACA=V(1O5)
IF ( X ( 2 7 ). L E. 0.0 ) GAAC A=V (107 ) 
GCVAV=V(1O8)
IF(v (44).LE.O€O)GCVAV=V(1O6) 
GAV1VC=V(196)
IF(v(39).LS.d.O)GAVIVC=V(lO9)
GCACV=V(1O7)
IF(V(41).LE.0.0 )GCACV=V (10S)

• HSVCRA=GSVCRA*V(50) 
HC/R=GC/R*V(21) 
HBR/NC=GBR/NC*V( 29 ) 
HIVCRA=GIVCRA*V( 47) 
HRARV=GRARV*V(6) 
HRVPA=GRVPA»Xi20)
HPAPV=GPAPV*V(10)
HPVLA=£PVLA*V(15)
HLALV=GLALV*V(17) 
HLVA/1=GLVA01*X(21 ) 
HA/12=GA/12*X(22) 
HA^2 UA=GA^2 UA*X (25) 
HA^25=GAp25*X(24)

- HUAUV==GUAUV*V ( 24)
- HUVSVCX=GUVSVC*V(27 ) 

ha ^5Ia =ga /5IA-x (25) 
HA/5AA=GA/5AA*X(26) 
HIAIV=GIAIY*V(51) 
HIVIVC=GIV1VCKV(54) 
haaav =<;aaav *v ( 56) 
HAACA=GAACA*X(27) 
HCVAV=GU7AV*V^44) 
HAVIVC=GAVIVC*V(59 ) 
HCACV=GCACV*V(41)

C 
0 DRUG MASS DERIVATIVES IN PIURIiAC/k'INETICS M/DEL 
C

Df43j=HSVCRA+HC^R+H3R/NC+HIV0xRA-HRARV
D(44)=HRARV-HRVPA
D(4 5 ) =HRVPA-HPAPV
D( 46 )=HPAPV-HPVLA
D^Uh PVLA-’RLALV
D( 48) =BLALV-HL7;i01 
D(49)=KLVA01-;iA^12-HC^R
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D( 50 )=HAp'l 2-HA02 UA-FIA02 5
Df 51)=HA/2UA-HUAUV
d ( 52 )=HUAUV-!IUVSVC
D( 55kHA025-HBR0NC-nA/5U-HA05AA
D(54)=HAtf5IA~lIIAIV
Bf55)=HIAIV-HIVIVC
D C 56 5 =RA05 A A-TIA AAV-HAACA
D( 57)=HAAAV+HCVAV-HAVIVC
D( 58 )=haaca -iic ac v
D(59)=HCACV-HCVAV
D?60)=HAVlVC+HIVIVC-HIVCRA
D(61)=HUVSVC-HSVCRA
D0 7 1=43,61

c
C INCLUSION 0F DRUG BREAKD0n'N/.ABS0RPTI^N
C

D(I)=D(I)-X(I)/P(169)
c
C ENSURES POSITIVE DRUG MASSES IN VARIABLE STEP INTEGRATION ROUTINES
C

IF(D(i).GT,0,0)g O T0 7
SLp'PE=-200.0*X(l)
if (d (i).li .sl 0pe )d (i)=sl $pe

7 con tinu e
8 CONTINUE

DM >vU)-v(6)
D(2j=V(6)-X(20)
DM I-=X(20)-Vri0)
D(4)=V(10)_v(l})
D?5)=v?i5 )—v( 171)
Df6>V(17^-X?21 J
Dm=X(21 )-X(22)-V(21)
Df8)=Xf22)-X(25)-X(24)
D?9)-X(25)-V(24)
D(10j=Vf24)-V^27j>
DM1 )=X(24)-V(29)-X(25)-X(26)
DM2 )=X?25)~V(51 )
DM4^=X?26Lv(yJ-X(27)
DM5)=Vp6)+V(44)-V(59)
D(1o )=X(27)-7M.1 }
D 17>V 41M44)
DM8)=VM9)4’V(54)-V(47)
DM9)=V(27)-Vr5O)
d (2OMv (7)-vm ;)-x (2O)*(p(37)^p(17O)*x (2.c )))/p(59)
D(21 >-•(;■( 1B)-V(2O)-X(21)<(?( 5b)+P(l71)*X(21 )))/r(58)
D/ 9 IM ,21

ri

C ENSURES pp'SITIVE V0LUb.ES AND POSITIVE VENTRICULAR
C 0UTFL0WS IM VARIABLE STEP INTEGRATION ROUTINES
C

IF(D(l).GT.O.O)cZ t O 9
SLOPE=-200.0*X(I)
IF(D(I).LT.SLOPS)D(I)=SLO?E

9 CONTINUE
Df22)=Q/f20)^7(22J-Xf22)*p(65))/p(64)
DC23)=(V(22)+V(89)-V(25)-X(25)*P(b7)-P(71))/P(68)
D(24)=(v(22)-Vf28)-Xf24)-P(69hP(72)) //P(7O)

•D(25)=(v(28)+v(89)-v(3O)“Vf9O ~x(2 5)*P(e5)+Pfe7))/p('86)
D(26) = (V<28)v V(89)-V(55)-7(9O)-X(26^P(68)-P(9O))/?(89;
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Dr27>(v(55)-V(4O)+V(9O)-X(27)*P(lO2)+p(.W4))/P(lO5) 
D(28)=1.0

C
C NEURAL C^NTR^L SECTION
C

D(29>(v (22)-X(29))/p(128)
V(51)=(D(8)+P(61)*(B(22)-L(23)-D(24)))/P(65) 
V(52J=V(51)
IF(V(51).LT<O.O)V(52)=O.O 
v (55)=(p(9)+p(6i)*(d (23)+v (79)*d (io )/(cuv *qh d )))/dh d  
v(%)=v(55)
IF(V(55).LT.O.O)V(%)=O.O
DpoWv(52)-XpO))/p(l29)
Dpi Mv(25)-X(51 ))/p(128)
B02)=(V(56)-X(52))/P(129)
IF(V(55).LE.O.O)G0 T0 10
v (3)=p(i30)*(d (29)+p(i51)*Dpo))
V(54>V(55
G0 T0 11

10 Vp4)=o.o 
vp)o.o

11 CONTINUE
V(57)=P(1>O)*(X(51)+P(151)*X(52)-P(152)) 
IF(v (57).LE.O.O)G0 T0 12
vpi)=P(i50)*(Dpi)+p(151)*np2))
v(58)-v( 57)

• G0 15 
12 Vp8)=0.0

v (91)=o.o 
15 con tin ue

v (59)=(i .O-p(155))*v (54)+p(133)*v (58) 
c 
c co mpa re  bar Orec ept Or  syst em  Output  with  -thre sho ld  
C FOR BANG-BANG ACTION in  NEURAL CONTROLLERS 
c

if (v (59).le .p(157))g 0 to  14 
*(v (59)-p(157))

Y(61 )=P(1}6)*( (1 .O-p(155))*v (5)+p(153)*v (91 )) 
GO t O 15

14 v(6o}=o.o 
vp5)=vp9) 
v (76)=P(151)
Vf78)=P(157; 
VC 81 J=P{162)
V(61)=0.0

15 CONTINUE 
V(62)-P(139)
IF(V(61).LE.O.O)V(62)=P(14O) 

>(v (6O)-X(55 )/v(62)
Dp4)=p 65)-Xp4))/P(14l)
Dp5)=(x(54)-x(55))/P.(l42)
Dp6)=1.0
Dp7 =(v (76)-X(57))/p(152)
Dp8)=M76)-X(56n/P(l55)
Dp9)=p(78)-Xp9n/p(l5e)
D(4O)=(V(81)-X(4O))/P(l63)
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c
C IF VHJ0US t /NE Or  I-IY/CAlWI.lL CONTRACTILITY CONTROL N^T REQUIRED
C SET DERIVATIVES CORRESPONDING STATE VARIABLES T0 ZERO
C

IF(.n Ot .L(8))d O?)=0.0
• ■ IF(.n Ot .L(9))D<40)=0.0

C
C PART Of  MAP AND SV CALCULATION
c

D(41)=V(2O)
D(42)=X(21)
RETURN
END

SUBROUTINE OFDJOB(D,X,T)
C
C MISCELLANEOUS TASKS AT TO AND ONCE EVERY CARDIAC CYCLE
C

LOGICAL L(14) 
DIMENSION X(6l),D(6l)
COl'TlON /PV/ P(1?G),V(112) 
c Ope On /Else/ NSfNP,NV,IN\JLOC,PHIN,PMAX 
c Oitm On /l Ogic / L
DATA Rh'OG: DEGP^D/O . 7807,0.0174 V

c
c 0KTI ^sta si s
c

PHI=0.0 
if (l (5))phi =p(i6)
TILT=P(l5)*WlOG’>SIN(DEGr{AD*PIil)
P(71)=TILTXP(17)
P?72)=TILT*P( 18)
P(78)=TILT*P(19)
p?87 )=TILT*P(20)
PC 90)=TILT*P(21)
PC96)=TILT*P(22)
PMO4}=TILT*P(j25)
PC107)=TILT*P(24)
PC115)=TILT*P(25)
PC12O)=TILT*P(26)
P(125)=TILT*P(27) 
P(35>TILT*P(28)

C
C DRUG INJECTION
c

if (.iiOt .l O))c -0 t O 1 
X<INJL0g )O(174)
L (5) •r .

1 CONTINUE
C
C I? VENOUS TONE Oh MYOCARDIAL CONTRACTILITY CONTROL n Ot  REQUIRED, 
C SET CORRESPONDING STATE VARIABLES TO UNITY
C

IF(.n Ot .L(8Hx (39}=1.0 
IF(.n 0t .L(9))X(40)=1o 0

Q
C COMPUTE TOTAL BLOOo VOLUME
c

VSUM=OeO
DO 2 1=1,19
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2 YSUM-VSUM+X(l)
V(86)=VSUM
RETURN
END
SUBROUTINE CYCLE(D,Xt T)

C
C DEALS WITH REo PIilk  ti /n at  eac h integr ation  step
C DETECTS END Of  CARDIAC CYCLE AND PERFORMS
C MISCELLANEOUS TASKS AT END OF CARDIAC CYCLE
c

LOGICAL L(14) 
DIMENSION X(61),D(61) 
c Oi-1'On /PV/ P(17O),V(112)
COmm O-N /MISC/ NS,NP,NV,INJLOc,PMIN,PMAX
COMMON /LOGIC/ l

c
C RESPIRATION
C

if (l (4))g 0 t O 1
X(28)=O.G
Vf69)=P(7)
V(9O)-P(8)
GO t O 2

1 IF(X(28).GT.P(l4))X(28)=OeO 
V(88>X(28)

• IF(X(28).GT.P(15))V(S8)=O.O 
Q=SIN(pp72)*V(88)) 
v (89)=P(9)^P(173)sf Q 
V(9O)=P(11)<P(178)*Q

2 CONTINUE
C
C TEST f Or  FND Of  CARDIAC CYCLE
c

IF(X(}6).LT.V(66))RETURN
c
C VARIOUS CALCULATIONS AT THE END Of  THE CARDIAC CYCLE
C

1/2 )=. TRUE.
V(111j=PMAX
V(112)=PHIN
PMAX=—1.OE2O
PMIN=140E20
V(87)=X(42)
V(82)-X(4i )/Vf66)
v(85>V?87)/V;6c)
V^84)=V(82)/v(8j) 
CALL TTSR(X)

C
C UPDATE HEART PERIOD
C

V(65)=V(64) 
IFfvf64j.GT.2.OWf65)=2.O 
IFCV(64kLT.0.5)V(65)=O.5 
IF(L(6))v(66)=v(65)
V(67>6O.O/v(66)
Xm6)=0.0
X 01 =0.0
X(42J=O.O
RETURN
END
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SUBROUTINE RESULT(D,X,T)
c
C PRINT I1EADDIG AND TABULATED RESULTS
C

LOGICAL L(14) 
DIMENSION X(61),D(61) 
COmm On /PV/ P(178),V(112) 
C0mi 0n /misc / ns ,np ,nv ,injl Oc ,phi n ,pmax  
COnn On /l Ogic / l  
if (.n Ot .l (i ))g 0 t P 1
WRITER, 100)

1 WRITE(2,1O1)T,V(82),V(87),V(85),V(66),V(67),V(84),V(111),V(112)
RETURN

100 f ORI-’AT(1H1 ,6X,1HT,11X,5HKIP,9X,2HSV,10X,2HCO, lOX, 
A2HTII, 10X, 2HFH, 10X, 4IIETSR, 8X, 4HPMAX, 8X, 4HPMIN/)

101 FORMAT(1H ,10E12.4)
END

SUBROUTINE PRELIM
C
C PRELIMINARY CALCULATION /P FREQUENTLY USED CONSTANTS
C

COI'U<On /PV/ P(17Q),V(112)
DATA PI,0RIF/3.14159,0.0005978/
P(1 1=P(44)*P(46)
P(2)=P?47rP(45)*P(45)
PO)=P(59)+?(61)/P(62)
P(4)=P(76)*P(46)
P(5)=P(125)*P<46)
P(6)=P(126)*P(124)*P(124)
P(122)=P(118)*P(46)
P(127)=P(121)*P(119)*P(119)
P(154)=P(79)XP(77)*P(77) 
P(135)=?(94)*P(46)
P(158)=P(97)*P(95)*P(95)
P(164)=P(1O5)*P(46)
P(166)=P(1O8)*P(1O6)*P(1O6)
P(167)=P(115)*P<46) 
P(166)=P(116)*?(114)*P(114) 
P(17O)=0RIF/(p(53)*P(?O)) 
p(171 =/nif /(p(57)*P(57)) 
P( 172)=Pl/p(l5)
P(173;=P(1O)-P(9) 
p{178)=p(12;-p(ii )
RETURN
END

subr Ojti ee  ttsr ( x)
COMPUTES TRUE t /t AL SYSTEMIC RESISTANCE

DIMENSION X(61)
c O?mOn /PV/ P(173),V(112)
COMMON /sig ma / SRA,SRV,SLA,SLV,SNEAD,SBROn C,SINT,SABD,SLEG,SHE 
RA=P?67)+P(75)*SHEAD+P(154)/(X(1O)*X(1O))+P(6)/(X(19)*X(19)) 
RB=V(77)*S3R0n C*P(84)
RC=P(1O2)+V(77?P(112)*SLEG+P(168)/(X(17)*X(17))
RD=V(77)*P(1O1 )*SA3D 
RB=RCx RD/(r C+RD)+P(88)+P(166)/(x (15)*X(15)) 
RF=p(85)+v (77)x sin t *p(95)+p(B0)/(x (15)*x (15))
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rg =re *rf /( re +rf  ) +P( 127 )/( X (18 ) *X (1 e))
RH=P ( 6 9 Y>-RB* RG/ ( RB+RG j
RI-P(6 5)+RA*RU/(RA+RH)
V(85)=P(62)*Rl/(?(62)+Rl)
RETURN
END
BL/CK DATA

C
C FIRST PART /F INITIALISATION
C

LOGICAL L(14)
C/hi ON /xic/ X(61 ’
c/m -’/n /i-nsc/ ns ,np ,nv ,injl /c ,pmi m,pmaa
c/iie/h /l /gic / l
CO?I!ON /SIGEA/ SRA,SRV,SLA, SLV, SHEAD, SBROn C, SINT, SABD,SLEG,SILR
DATA P /O.0,0.0,0.0,0.0,0.0,0.0,-4.0,4.0,-5.0,

A-6.0,5.0,6.0,4.0,5.0,1.0,90.0,19.5,10.0,18.0,
38.0,16.0,8.0,40.0,16.0,43.0,10.0,1.5,10.0,0.15,
CO.05,50.0,0.003,0.1,0.5,0.046,0.0,0.005,1.559,0.00018, 
1*4.5,50.0,7.0,0.11,8.4,460.0,20.0.0.007,0.1,0.28, 
EO.12,50.0,0.005,1.5,0.067,0.0,0.005,1.559,0.00022,0.28, 
F55.0,0.04,12.0,5.OE-5,O.OOO45,0.29,61.0,0.047,0.014,0.0009, 
GO.0058,0.0,0.0,0.55,114.0,6.0,9.4,552.0,0.0,0.226,

: HO.667,0.29,59-0,0.0,12.0,0.0014,0.0027,0.0,0.012,0.014,
10.0,0.06,17,0,2.5,10.6,607.0,0.0,0.166,1.0,0.21,
J58.0,57.0,0.13,0.051,0.0,5.1,505.0,0.0,0.595,1.0,
KO.12,65.0,15.O,4.8,257.O,O.O,O.5,O.O,8.5,488.O,
L0.0,0.015,0.0,8.5,488.0,0.0,0.06,0.0,0.8,0.1,
M1.0,1.0,40.0,0.7,0.0,0.0,1.0,80.0,0.0,1.5,
M4.5,1.0,2.0,0.006,0.8264,0.1,0.09,0.04,0.16,0.2,
/O.6,1.4,4.0,20.0,0.75,0.8,0.7,1.6,14.0,1.0,
P1.0,0.6,1.4,10.0,0.0,0.0005,0.0,0.0,0.0,50.0,
QO.0,0.0,0.0,0.0,70.0,400.0,50.0,50.0,0.0/

DATA V /112*0.0/
DATA X /155.65,152.32,114.86,536.52,

A1O4.O2,151.27,31.253,90.245,146.39,
B546.85,88.157,22.552,597.54,77.249, 
0290.32.74.35,271.05,554.04,542.57. 
DO.0,0.0,6.8039,-5.8444,25.669, 
E35.075,-5.5266,2.6994,0.0,109.26, 
F1.41a 6,104.93,1.7048,62.617,75.268, 
G75.115,0.0,0.97272,0.97109,1.1178, 
ho .97153,0.0,0.0,0.0,0.0,0.O.O.0,0.0,0.0,0.0, 
10.0,0.0.0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0, 
jo.ojo.o/

DATA NS,2LP,W,INJL/C}PLT'<,P?AX/61,178;H2.52,1 .0E20,-1 .0E20/
DATA J./. TRUE. ,. FALSE. ,. FALSE. ,. FALSE. ,. FALSE. , . TRUE. ,. T-JJE. ,

A.TRUE.,.TRUE.,.TRUE,,.TRUE.,.TRUE.,.FALSE.,.FALSE./.
DATA SRA,SRV,SLA,SLV,SHEAD,SBR/NC,SINT,SABD,SLEG,SER/!0*1.0/ 
END
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APPENDIX VIII

COMPUTER PROGRAM FOR THE 8-SEGMENT MODEL .

This Appendix lists the program for the complete model of the

8-segment cardiovascular system, with the thermoregulator and body fluid 

systems. This program is available on the Prime-550 at The City 

University.

INTEGER*4 CPUTIM,TSTART,TEND,TACTUL

IMPLICIT REAL*8(A-H,0-Z)

DOUBLE PRECISION TMIN

C

C HEART MODEL CONSISTS OF(EIGHT SEGMENT CARDIOVASCULAR SYSTEM(CVS),

C THERMOREGULATOR SYSTEM(THERMO),BODY FLUID SYSTEM(BFLUID))

C

COMMON /PV/ P(79),V(53)

COMMON /MISC/ NS,NP,NV,PMIN,PMAX,EF

COMMON /SFSR/ SBF,STPR

COMMON /TEMP/ TC,TS

COMMON /FLU/ E,BV,PMSP,EIN,EOUT

COMMON /XIC/ X(23)

COMMON /VQVD/ QV,DQV,QDP

COMMON /LOGIC/ L

LOGICAL L(14)

TMIN=0.0

CALL CTIMSA(CPUTIM)

TSTART=CPUTIM

CALL FDEL(4,’BODY',IERR)

CALL FOPEN(5,4,'BODY',4,IERR)

NMIN=6O.O

NRES=1

N=NMIN/NRES

DO 98 J=1,N

DO 99 I=1,NRES

WRITE(1,33)TMIN

WRITE(5,33)TMIN

33 FORMAT(F6.3)
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WRITE(5,11)
11 FORMAT(' ’)

CALL CVS(T,TMIN)
CALL THERMO
CALL BFLUID(TMIN)
CALL CONTRL
TMIN=TMIN+1.0

99 CONTINUE
CALL RESULT(TMIN)

98 CONTINUE
CALL CTIM$A(CPUTIM)

TEND=CPUTIM
TACTUL’TBND-TSTART
TACTUL=TACTUL/100.0
^RITE(1,6o )tact ul

WRITE(5,6O)TACTUL
60 FCRMAT('TACTUL IN SECS’,16)

CALL FCL0SE(5,IERR)
STOP
END

p*************************

SUBROUTINE CVS(T,TMIN)
DIMENSION D(25)
IMPLICIT REAL*3 (A-H, 0-Z)
COMMON /PV/P(79) ,V(55)
C OMM ON /MISC/NS,NP,NV,PMIN,PMAX,EF
COMMON /SFSR/SBF,STPR
COMMON /TSMP/TC,TS
C OMM ON /FLU/S,BV,PMSP,ElN,EOUT
COMMON /LOGIC/ L
COMMON /XIC/ X(25)
COMMON /VQVD/QV,DQV,QDP
LOGICAL L(14)
DOUBLE PRECISION TMIN
L(1 ) = .TRUE.
T=0.0
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RC=20.754*6.0/100.0
RS=STPR*6.0/100.0
P(28)=RC*RS/(RC+RS)
CALL PRELIM
CALL MODEL(D)
CALL CYCLE(D)
L(1)=.FALSE.

1 CONTINUE
CALL INTEG(D,T)
CALL CYCLE(D)
IF(.N0T.L(2))G0 TO 1
L(2)=.FALSE.
IF(TMIN.GE.50.0.AND.TMIN.LT.56.0.OR.TMIN.GE.45.0.AND.

1TMIN.LT.51.0)G0 TO 5
IF(T.GE.2.O)G0 TO 2
GO TO 1

5 IF(T.GE.50.0)G0 TO 2
GO TO 1

2 SBF»V(45)/(STPR*V(58))
RETURN
END

Q********* »*■***
SUBROUTINE INTEG(D,T)
DIMENSION D(25)
COMMON /PV/P(79),V(55)
IMPLICIT REAL*8 (A-H,O-Z)
COMMON /MISC/NS,NP,NV,PMIN,PMAX, EF
COMMON /SFSR/SBF,STPR
COMMON /TEMP/TC,TS
C OMMON /FLU/E,BV,PMSP,SIN,BOUT
COMMON /XIC/ X(25)
COMMON /LOGIC/ L
COMMON /VQVD/QV,DQV,QDP
LOGICAL L(14)
H=P(58)
DO 1 1=1,25
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X( l)=X(l) + H*D(I)
1 CONTINUE

QV=QV+DQV*H
IF(QV.GT.5.O)QV=5.O
CALL MODEL(D)
T=T+H
RETURN
END

Q****************

SUBROUTINE MODEL(D)
DIMENSION D(23)
IMPLICIT REAL*8 (A-H, O-Z)
COMMON /PV/P(79) ,V(53)
C OMMON /MISC/NS,NP,NV,PMIN,PMAX,EF
COMMON /VQVD/QV,DQV,QDP
COMMON /SFSR/SBF,STPR
COMMON /TEMP/TC,TS
C OMM ON /FLU/E, 3V, PMSP, BIN, EOUT
COMMON /LOGIC/ L
COMMON /XIC/ X(23)
LOGICAL L(14)
DATA PI /3.1415926536/
IF(L(1))V(19)=P(46)
IF(.NOT.L(6))V(19)=P(47)
V(2O) = P(41) + P(42)*V(l 9)
V(21)=V(2O)-P(43)
V(22)=P(44)+P(45)*V(19)
V(23)=PI/V(22)
V(24)=0.0
IF(X(15).GT.V(21))V(24)=X(15)-V(21)
V(25)=0.0
IF(V(24).LE.V(22))V(25)=3IN(V(23)*V(24))
V(3>V(25)*(X(19)*P(52)-P(53))+P(53)
V(1O)=V(25)*(X(19)*P(5O)-P(51))+P(51)
V(23)=P(56)*(X(22)+P(57)*X(23)-P(58))
V(35)=P(65)*(X(12)+X(14))
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QDP =P(69)*X(17)+(1.O-P(69))*X(16)
V(58)=QDP*QV
V(41)’1.O+P(78)*(X(1 8)-1 .0)
V(41)=V(41)*QV

V(42)=1.O+P(79)*(X(1 8)-1 .0)
V(42)=V(42)*QV
QA=X(5)-P(22)+P(37)*(X(1O)-X(11))
V(11)=QA/P(23)
IF(V(11).GT.PMAX)PMAX=V(1 1 )
IF(V(11).LT.PtfIN)PMIN=V(l1)
CPV=P(16)
IF(X(3).LT.P(15))CPV=P(1)
V(6)=(X(3)-P(15))/CPV
V(2)=V(5)*(X(1)-P(11))
V(9)=V(1O)*(X(4)-P(21))
V(4)=(X(2)-P(12))/P(13)
V(5)=(V(4)-V(6))/P(14)
IF(V(6).LE.P(13))V(5)=(V(4)-P(18))/P(14)
V(7)=(V(6)-V(9))*X(5)*X(3)/P(2)
V(8)=V(7)
IF(V(7).LT.0.0)V(8)=0.0
QF=X(8)-P(32)
CTV=P(35)
IF(QF.LE.0.0)CTV=P(6)
V(17)=QF/CTV
QD=X(7)-P(3O)/V(42)
CSV=P(29)
IF(QD.LE.0.0)CSV=P(4)
V( 1 4)=QD*V(41)/C3V
V(15)=(V(14)-V(17))*X(7)*X(7)/P(5)
V(16)=V(15)
IF(V(15).LE.O.O)V(16)=P(36)*V(15)
QE=P(28)*V(38)
QC=P(27)+P(37)/QE
QB=X(6)-P(26)+P(57)*(X( 11 )+V(1 4)/QE)
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V(12)=QB/QC
V(13)=(V(12)-V(14))/QS
V(18)=(V(17)-V(2))*X(8)*X(3)/P(3)
V(1)=V(18)
IF(V(18).LT.O.O)V(1)=0.0
O(1)=V(1)-X(9)
D(2)=X(9)-V(5)
D(3)=V(5)-V(8)
D(4)=V(8)-X(1O)
D(5)=X(1O)-X(11)
D(6)=X(11)-V(13)
D(7)=V(13)-V(16)
D(8)=V(16)-V(1 )
D(9)=(V(2)-V(4)-X(9)*(P(9)+P(7)*X(9)))/P(1O)
D(1O)=(V(9)-V(11)-X(lO)*(P(l9)+P(S)*X(lO)))/P(2O)
D(11)=(V(11)-V(l2)-X(l1)*P(24))/P(25)
DO 9 1 = 1 ,11
IF(D(l).GT.O.O)GO TO 9
SL0PE=-200.0*X(l)
IF(D(I).LT.SLOPE)D(I)=SLOPS

9 CONTINUE
D(22)=(V(11)-X(22))/P(54)
V(26)=(D(5)+P(37)*(D(1O)-D(11)))/P(25)
V(27)=V(26)
IF(V(26).LT.O.O)V(27)=O.O
D(23)=(V(27)-X(23))/P(55)
V(3O)=P(56)*(D(22)+P(57)*D(23))
V(29)=V(28)
IF(V(28).LE.0.0)V(29)=0.0
IF(V(23).LE.0.0)V(30)=0.0
IF(V(29).LE.P(62))GO TO 14
V(31)=P(61)*(V(29)-P(62))
V(34)=P(62)
V(4O)=P(76)
V(39)’P(73)
V(32)=P(61)*V(3O)
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GO TO 15
14 V(}1)=O.O

V(54)=V(29)
V(40)=P(77)
V(39)=P(74)
V(32)=O.O

15 CONT INUS
BN=80.0
V(37)=1.0/(1.0+0.5*((V(29)/BN)-1.0)) 
V(33)=P(65)
IF(V(32).LB.O.O)V(33)=P(64)
D(12) = (V(31)>X(12))/V(33)
D(13)=(V(34)-X(13))/P(59)
D(14)=(X(13)-X(14))/P(6O)
D( 1 5) = 1 .0
D(16)=(V(37)-X(16))/P(67)
D(17)=(V(37)-X(17))/P(68)
D(18)=(V(4O)-X(18))/P(75)
O(19)=(V(59)-X(19))/P(72)
D(20)=V(11)
D(21)=X(10)
BV0=4709.81
SV=1.0/(1.0+2.0*((BV/BVO)-1 .0))
DQV=-QV/20.0+(SV/20.0)
R ST URN
END

0*********************
SUBROUTINE CYCLER)
IMPLICIT REAL*8 (A-H,O-Z)
DIMENSION D(25)
COMMON /PV/P(79),V(53)
COMMON /VQVD/QV, DQV,QDP
C OMMON /MISC/NS,NP,NV,PMIN,PMAX,EF
COMMON /SFSR/SBF,STPR
COMMON /TSMP/TC,TS
COMMON /FLU/3,BV, PMSP, EIN, SOUT
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COMMON /LOGIC/ L
COMMON /XIC/ X(23)
LOGICAL L(14)
IF(X(4).GT.X4MAX)X4MAX=X(4)
IF(X(15).LT.V(19))RETURN
L(2)=.TRUE.
V(47)3PMAX
V(48)=PMIN
PMAX=-1.0220
PMIN=1.0E20
V(46)=X(21)
2F=V(46)/X4MAX
V(43)=X(2O)/V(19)
V(44)=V(46)/V(19)
V(45)=V(45)/V(44)
V(36)»V(35)
IF(V(35).GT.2.O)V(36)=2.O
IF(V(55).LT.O.3)V(36)=O.5
IF(L(6))V(19)’V(36)
V(49)=6O.O/V(19)
X(15)=O.O
X(20)=0.0
X(21)»0.0
V(5O)=X(12)
V(51)3X(14)
V(52)=X(22)
V(53)=X(25)
X4MAXO.O
RETURN
END

Q******************

SUBROUTINE PRELIM
IMPLICIT RBAL*8 (A-H,O-Z)
COMMON /PV/P(79),V(53)
COMMON /VQVD/QV, DQV, QDP
COMMON /MISC/NS,NP,NV,PMIN,PMAX, EF
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COMMON /SFSR/SBF,STPR
COMMON /TEMP/TC,TS
COMMON /FLU/E,BV,PMSP, SIN, EOUT
COMMON /XIC/ X(23)
COMMON /LOGIC/ L
LOGICAL L(14)
DATA PI,ORIF/}.14159,0.0003978/
P(1)»P(16)*P(35)
P(2)=P(17)*P(15)*P(15)
P(3)=P(34)*P(32)*P(32)
P(4)=P(35)*P(29)
P(5)=P(51)*P(3O)*P(3O)
P(6)=P(35)*P(33)
P(7)=0RIF/(P(39)*P(39))
P(8)’0RIF/(P(40)*P(40))
RETURN
END

Q******************
SUBROUTINE THERMO
IMPLICIT REAL*3 (A-H,O-Z)
COMMON /PV/P(79),V(53)
COMMON /VQVD/QV,DQV,QDP
C OMMON /MISC/NS,NP,NV,PMIN,PMAX,SF
COMMON /SFSR/SBF, STPR
COMMON /TEMP/TC,TS
C OMMON /FLU/E,BV,PMSP,EIN,EOUT
COMMON /XIC/ X(23)
COMMON /LOGIC/ L
LOGICAL L(14)

DIMENSION TX(2)
TX(1)-TC
TX(2)»TS
CALL TINTEG(TX)
TC=TX(1)
TS’TX(2)
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RSTURN
END

Q**#*******»***4Ht»*

SUBROUTINE TIN'TEG(TX)
DIMENSION TX(2),DT(2)
IMPLICIT REAL*8 (A-H, O-Z)
COMMON /PV/P(79),V(55)
C OMM ON /VQVD/QV,DQV,QDP
C OMM ON /MISC/NS,NP,NV,PMIN,PMAX,EF
COMMON /SFSR/SBF,STPR
COMMON /TEMP/TC,TS
C OMM ON / F LU/ E, B V, PMS P,BIN,BOUT
COMMON /XIC/ X(23)
COMMON /LOGIC/ L
LOGICAL L(14)
H»1 .0
CALL TMODEL(DT,TX)
DO 20 J’1 ,2

20 TX( J)aTX(J) + H*DT( J)
RETURN
END

C* *■»*»**»*******»»*♦
SUBROUTINE TMODEL( DT,TX)
IMPLICIT REAL*8 (A-H, O-Z)
COMMON /PV/P(79) ,V(55)
COMM 01 /VQVD/QV, DQV, QDP
C OMM ON /MISC/NS,NP,NV,PMIN,PMAX,EF
COMMON /SFSR/SBF,STPR
COMM (Xi /TEMP/TC,TS
C OMMON /FLU/S,BV,PMSP,ElN,EOUT
COMMON /XIC/ X(23)
COMMON /LOGIC/ L
LOGICAL L(14)
DIMENSION TX(2),DT(2)
DT(1)-(1167.O-4O5.67*(TX(1 )-TX(2))-SBF*920.0*(TX(l)-TX(2)))

1/45040.0
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DT(2)=«(405 • 67*(TX( 1 )-TX(2) ) + SBF*920.0*(TX( 1 )-TX(2) )-1 00.0*
A(TX(2)-26.O)-3OO.O)/12730.0

RETURN
END

Q**************
SUBROUTINE CONTRL
IMPLICIT RSAL*3 (A-H, 0-Z)
COMMON /PV/P(79) ,V(53)
COMMON /VQVD/QV,DQV,QDP
C OMMON /MISC/NS,NP,NV,PMIN,PMAX,EF
COMMON /SF3R/SBF, STPR
COMMON /TEMP/TC,TS
C OMMON /FLU/E,BV,PMSP,EIN,EOUT
COMMON /XIC/ X(23)
COMMON /LOGIC/ L
LOGICAL L(14)
IF(TC.LT.35.O)STPR=»565O.O
IF(TC.GE.35.0 .AND. TC.LT.36.4)

1STPR’-3632.143*TC+1 32775-0
IF(TC.GE.36.4 .AND. TC.LT.57.0)G0 TO 999
IF(TC.GE.37.0 .AND. TC.LT.38.5)

1STPR3-322.773*TC + 1 2507.6
IF(TC.GE.38.5)STPR»80.841
GO TO 100

999 IF(TS.LE.34.l)STPR»24-39*TS-266.7
IF(TS.GT.34.1)STPR=46.55*TS-1 022.41

100 CONTINUE
RETURN
END

£***************
SUBROUTINE BFLUID(TMIN)
DOUBLE PRECISION TMIN
IMPLICIT REAL*8 (A-H,O-Z)
COMMON /PV/P(79) ,V(53)
COMMON /VQVD/QV, DQV,QDP
C OMM ON /MISC/NS,NP,NV,PMIN,PMAX,EF
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COMMON /SFSR/SBF,STPR
COMMON /TEMP/TC,TS
C OMM ON /FLU/E,BV,PMSPp EINP EOUT
COMMON /XIC/ X(23)
COMMON /LOGIC/ L
LOGICAL L(1 4)
DATA VINTS/9627.O/
EIN’4.96
3OUT»4.96
IF(TMIN.NE.O.O)GO TO 8
BV’0.0
DO 7 1’1 ,8

7 BV’BV+X(l)
BV1»BV

8 E’VINTS+BV
VINTS’VINTS+(EIN-BOUT)*VINTS/E
BV’BV+(EIN-EOUT)*BV/E
DO 9 1’1 ,8

9 X(I)’X(I)*BV/BV1
IF(TMIN.GE.3O.O.AND.TMIN.LT.35.O)X(7)’X(7)-84.O
IF(TMIN.GE.3O.O.AND.TMIN.LT.55.O)BV=BV-84.O
IF(TMIN.GE.45-0.AND«TMIN.LT.50.O)X(7)=X(7)+84-0
IF(TMIN.GE.45.O.AND.TMIN.LT.5O.O)BV’BV+84.O
BV1=BV
PMSP’(O.OO55*BV)-1O.5
RETURN
END

Q****»**#»**»**

SUBROUTINE RESULT(TMIN)
IMPLICIT REAL*8 (A-H,0-Z)
DOUBLE PRECISION TMIN
COMMON /PV/P(79),V(55)
C OMM ON /MISC/NS,NP,NV,PMIN,PMAX,EF
COMMON /SFSR/SBF,STPR
COMMON /TEMP/TC.TS
COMMON /FLU/E,BV,PMSP,EIN,EOUT
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COMMON /XIC/ X(23)
COMMON /LOGIC/ L
COMMON /VQVD/QV, DQV ,QDP
LOGICAL L(14)
V(46)=V(46)*O.OO1
V(44)=V(44)*(6O.0/1OOO.O)
V(45)“V(45)*(1000.0/60.0)
NRITE(1,987)
WRITE(5,987)

1 WRITE(1 ,1OO)TMIN,V(43)fV(46),V(44),V(49),V(45),V(47),V(48) ,
ASBF,STPR
WRITE(5,1OO)TMIN,V(43),V(46),V(44),V(49),V(45),V(47),V(48),

ASBF,STPR
VRITE(5,66)

66 FQRMAT(' ')
22 FCRMAT(F6.5)

WRITE(1 ,988)
WRITE(5,988)
WRITE(1,100)TC,TS,BV,PMSP,E,BIN,EOUT,EF,QV, QDP
WRITE(5,100)TC,TS,BV,PMSP,E,EIN,EOUT,EF,QV,QDP
RETURN

987 FCRMAT(6X,'TMIN’,11X,’MAP’, 1 2X, ' SV' , 10X, ' C O' , 1 1 X, ’ FH',10X,’ETSR’, 
A8X,'PMAX',8X,’PMIN’,11X,'SBF',11X,'STPR'/)

988 F0RMAT(6X,'TC' , 11X/TS' , 1 2X, ' BV' , 10X, ’ PMSP' ,11X,’E’,13X,’BIN’,8X, 
A'EOUT',8X,'EF',11X,'QV',8X,’QDP’/)

100 FQRMAT(2O(6B13-5))
RETURN
END

po#*)H**-m**-**
BLOCK DATA
IMPLICIT REAL*8 (A-H,O-Z)
COMMON /PV/P(79),V(53)
C CMMON /MISC/NS,NP,NV,PMIN,PMAX,EF
COMMON /SFSR/SBF,STPR
COMMON /TEMP/TC,TS
C CMMON /FLU/S,BV,PMSP, EIN,EOUT
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COMMON /XIC/ X(23)
COMMON /LOGIC/ L
COMMON /VQVD/QV,DQV,QDP
LOGICAL L(14)
DATA BV/4740.6/
DATA P /O.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.003,

AO.00013,0.0,50.0,4-730,0.11,430.0,25.0,0.003,7.0,0.003,
BO.00022,0.0,140.0,0.77,0.06,0.00075,370.0,1.93,1.0,59-0,
C1000.0,0.09,13OO.O,59.O,O.OO3,2O.O,O.667,O.O4,O.OO1,5.0,
D5.0,0.1,0.09,0.04,0.16,0.2,0.3264,0.3,0.0,0.0,
S1 .5,0.053,0.3,0.027,0.3,0.1,1.0,1.1,40.0,1.0,
F2.0,1 .0,30.0,1.5,4.5,0.006,0.0,2.0,10.0,0.75,
GO.6,1.4,10.0,0.6,1.4,14-0,0.7,1.6,1.0,1.0/

DATA V/53*O.O/
DATA X/1 53-54,109.95,637.48,153.0,

A212.61 ,554.23,1345.0,1544.0,1.0,
B1 .0,22.59,63.64,77.16,77.04,
CO.0,0.97,0.97,1.12,0.97,
DO.0,0.0,112.03,0.71/

DATA TC,TS,SBF,STPR,QV/36.7,34.67,O.19,591 -5,1.0/
DATA NS,NP,NV,PMIN,PMAX/23,31,57,1.0320,-1 .0E20/
DATA L/.TRUE.,.FALSE.,.FALSE.,.FALSE.,.FALSE.,.TRUE.,.TRUE.,

A.TRUE.,.TRUE.,.TRUE.,.TRUE.,.TRUE.,.FALSE.,.FALSE./
END

OK,
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