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Abstract 
Audiovisual media is integral to modern living, yet is not always ac-
cessible to all. Modern accessibility interventions, such as subtitles, 
support many, however, communities with complex communication 
needs are largely unconsidered. In this work, we envision future 
accessibility interventions from the ground up with one such com-
munity – people with aphasia. Over two workshops and a probe 
activity, we problematise the space of audiovisual consumption by 
people with aphasia, and co-envision directions for development 
in accessible audiovisual media. From low-f diegetic prototypes to 
mid-fdelity solutions, we explore new visions of accessibility inter-
ventions for complex communication needs – notably enabling high 
levels of content manipulation and personalisation. Our fndings 
raise open questions and set directions for the research community 
in developing accessibility interventions for audiovisual media to 
support users with diverse needs in accessing audiovisual content. 
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1 Introduction 
Access to audiovisual media is crucial in our modern lives – the 
signifcant technological advancements of recent decades have led 
to most people in the developed world being able to interact with 
media-rich content at any time through various devices and view-
ing patterns. This access to media, however, is not guaranteed for all 
people, with many of those experiencing disabilities being excluded 
from sharing in this collective experience. The fundamental na-
ture of audiovisual media is complex as it includes both visual and 
auditory information, as well as combining these two streams of in-
formation over a temporal dimension, which introduces additional 
barriers around cognitive efort [93] and language [11]. Moreover, 
the development of novel ways to experience audiovisual media, 
such as virtual or mixed reality [29, 90], risks further exclusion of 
people living with disabilities. 

Due to the signifcance of audiovisual media, alongside their 
inherent inaccessibility, researchers have developed technical ac-
cessibility interventions aimed at facilitating viewing experiences. 
This include subtitles, which present auditory information in the 
form of text and support viewers who are d/Deaf or hard of hearing 
(DHH) [16, 52, 80, 86], which have been investigated over a wide 
range of devices, viewing patterns, and with enhanced capabilities. 
Accessibility interventions that translate one form of audiovisual 
information into another are widespread and can beneft diverse 
communities [44, 48, 51]; however, they are often inaccessible to 
people with complex communication needs (CCNs), such as aphasia, 
due to relying on language-based presentations. 

Aphasia is a language impairment that can impact various as-
pects of communication including reading, writing, speaking and 
listening, and often occurs after a stroke or other damage to the 
brain [68]. The barriers introduced by the inherent complexity of 
audiovisual media are exacerbated by aphasia [74], along with other 
cognitive and motor impairments experienced by stroke survivors 
[6]. Currently, much of the existing research on the development of 
accessibility interventions focuses on a narrow set of communities 
and types of interventions, while falling short in considering the 
needs of other communities, including those living with aphasia 
[75]. To this end, we contribute the frst study that envisions ac-
cessibility interventions for audiovisual media with people living 
with aphasia, running two exploratory workshops and employing 
postcards as cultural probes. We address the following key research 
questions: (1) what form should accessibility interventions take, and 

https://doi.org/10.1145/3663548.3675598
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3663548.3675598




I Wish You Could Make the Camera Stand Still ASSETS ’24, October 27–30, 2024, St. John’s, NL, Canada 

Workshop 1
Divergent Thinking

Postcard Probe
Reflection

Workshop 2
Convergent Thinking

Figure 1: Representation of the two workshops and the postcard probe kit. We used divergent thinking in the frst workshop to 
collect a wide range of ideas, participants then refected on those ideas with the postcard probe kits, and second workshop 
involved convergent thinking to focus on a narrower set of important ideas. 

through participatory design (PD) – a framework that views indi-
viduals living with disabilities as experts on their own disability 
[32, 92], and involves them in the research process at every step 
from the very beginning [26]. These techniques have been used 
within Human-Computer Interaction research to include a wide 
range of communities, including people who are deaf-blind [7], 
older adults [56], or people with dementia [55, 98]. They have also 
been used when designing technologies used by people living with 
aphasia, such as high-tech augmentative and alternative communi-
cation aids [19, 45], assistive technology for everyday tasks [9, 66], 
or engaging in artistic digital content creation [73, 96]. A systematic 
review by Mack et al. [61] has found, however, that only a small 
amount of papers in the feld reported using PD methods, with 
some papers reporting work that only had single sessions with 
participants, which dilutes the meaning of the framework [8]. 

Certain communities can fnd traditional PD methods inaccessi-
ble, however, due to their reliance on language and communication, 
including people with autism spectrum disorder [25], or people 
living with aphasia [45]. Additionally, due to many people living 
with aphasia having experienced a stroke, they can have other 
challenges, such as motor or cognitive impairments [6, 65]. These 
challenges can add difculties to recruiting and directly engaging 
people living with aphasia, relying on language-based methods 
to provide informed consent or during cooperative group activi-
ties [108], and being cognitively demanding on the participants, 
resulting in fatigue. It is important, therefore, to take these aspects 
into account and accommodate people living with aphasia when 
using PD methods, which can be done in various ways, notably by 
involving trained speech and language therapists (SLT) [89] who 
can support communication during the sessions, as well as provid-
ing their own expert insights [26]. Additionally, using tangible and 
non-verbal design languages can support access to PD [108] and 
empower participants to express their opinions [91]. The session 
structure and activities should be adapted to the participants’ needs, 
with special considerations required when working with people 
living with aphasia – tasks have to be short and direct, being intro-
duced verbally by the researcher; participants should be probed to 
provide feedback rather than relying on think-aloud; all materials 
have to be prepared in an accessible manner, such as using text, 
images and verbal communication [33, 89, 108]. The use of tangible 
design languages helps support communication for people with 

aphasia by presenting non-verbal and physically manipulable de-
signs and communication aids. These include the use of images or 
tangible artefacts to represent concepts and ideas, which supports 
participants in discussions [108], or through the use of personas 
that represent people living with aphasia, ofering participants a 
diferent outlook on their disability and facilitating co-design [70]. 

3 Methodology 
In this section, we discuss the overarching methodological approach 
of this work. This includes the structure of the workshops we ran, 
along with an explanation of how these workshops interacted with 
each other, the use of postcards as cultural probes, and present the 
workshop participants. 

3.1 General Method 
To address the research questions, we conducted two co-design 
envisioning workshops and a cultural probe activity. Following 
participatory design practices, we involved people with aphasia 
at the heart of this research as both end-users and key experts on 
their accessibility needs [8]. This is refected in how we structured 
this work (see Figure 1), which expands on our previous research 
on the barriers people with aphasia face when accessing audiovi-
sual media. We structured the two workshops using divergent and 
convergent thinking methods, supporting participants in creative 
intervention ideation [54] and co-designing potential future acces-
sibility interventions [18]. That is, to understand the requirements 
of the participants for accessible interventions, the frst workshop 
(WS1) involved divergent thinking, aiming to collect a wide range 
of possible intervention ideas, including unfeasible “magic” ones 
[18, 20]. This initial discussion was then reinforced by the cultural 
probes, allowing the participants to refect on their needs within 
the context of their homes, leading to a more concrete idea of inter-
ventions they want to have access to [28]. These cultural probes 
were then discussed in the second workshop (WS2), in which we 
focused on convergent thinking and explored a narrower set of 
important barriers and more realistic possible interventions [18]. 

3.2 Participants 
Participants for the workshops were recruited through Dyscover, 
an aphasia charity in South-East England that assists people with 
aphasia by ofering activities and support sessions. We had previ-
ously worked with Dyscover and these participants in a previous 
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Figure 2: Photo from the two workshops. Participants were seated around a table in front of a projector. The top right photo 
shows a participant holding a tangible prop created for the session; a wooden tablet representing the recap intervention on a 
‘second screen’. The bottom right photo shows a researcher reading a postcard. 

Table 1: List of participants in the workshops, along with demographic data. Researchers will be denoted as R1-4 in quotes. 

Name Gender Age Years w/ Aphasia 

P1 Female 61 4.5 
P2 Male 58 6 
P3 Male 56 9 
P4 Male 58 16 
P5 Female 61 6.5 
P6 Male 71 10 

piece of research, with participants agreeing to continue working 
with us. Participants were informed about this piece of research 
prior to signing up and were given the opportunity to ask ques-
tions, as well as discuss their participation with family or friends 
before consenting. We received informed consent prior to running 
the workshops, ensuring that participants understood what they 
were signing up for. The two workshops took place 4 weeks apart 
at the Dyscover building, following recommendations from Mack 
et al. [61] and others to work in a space that is familiar to partici-
pants. The workshops were scheduled for the same time as their 
weekly support sessions, so as to not impose additional efort on 
the participants, and lasted two and a half hours, including a break. 
The workshop location was separated from the rest of the support 
session, with participants seated around a large table in front of a 
projector screen – see Figure 2. 

In total, we recruited 6 participants with aphasia – see Table 1. 
The workshops also included 4 researchers, one being a licensed 

SLT with experience assisting people with aphasia, who supported 
the participants throughout both workshops. WS1 also included 
an additional assistant from Dyscover. Participants were aged be-
tween 56 and 71, with an average age of 60.8 (SD = 4.9), and have 
had aphasia for between 4.5 and 16 years, with an average of 8.7 
years (SD = 3.8). All participants were fuent in English prior to 
their stroke, and none of the participants used augmentative and 
alternative communication in the workshops, other than tangible 
communication aids we provided (e.g., pen and paper). Participants 
were compensated 40 GBP for their time and expertise over the two 
workshops in the form of an Amazon voucher. 

3.3 Workshop 1 - Divergent Thinking 
The frst workshop was divided into four main sections: a presenta-
tion of the research project, a video critiquing and brainstorming 
activity, a generative artifcial intelligence (AI) ideation and cri-
tiquing activity, and an explanation of the postcard probe kits. The 
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Figure 3: Photos of physical props we brought to WS1. The top two images represent the postcard probe kits, including the 
postcards themselves and their stand. The bottom image is the “magic button” used to prompt participants. 

opening presentation, accompanied by a slide show, introduced 
the longer plan for the research project, including why we are un-
dertaking this research, the kinds of technology we are looking 
to create, and future work we are planning. By introducing these 
ideas at the start of the session, we primed the participants to think 
about accessible interventions in a broad sense. 

In the second section, we presented participants with a series 
of barriers they had outlined in a previous piece of research, such 
as “lack of pauses”, “loud background noise”, or “multiple people 
talking” [74]. These barriers were accompanied by short video 
clips prompts [84], as well as quotes from the previous workshop. 
The video clips were projected in front of all the participants and 
represented a wide range of broadcast formats (e.g., flms, news 
broadcasts, documentaries) and diferent levels of audiovisual media 
complexity [71]. We then asked participants to discuss, as a group, 
what they would like to change in the video to address the barrier. 
To help participants with the creative task, we introduced a “magic 
button” – see Figure 3 – asking participants to imagine what they 
would want to change with the video clip after pressing the button. 
Such tangible props can help in creative thinking and envisioning, 
especially when working with people with aphasia [108]. Following 
this activity we had a 30-minute break. 

The next section participants critiqued accessibility interven-
tions generated by the large language model (LLM) chatbot ‘Chat-
GPT’, as well as using its text-to-image model to conceptualise what 
such an intervention would look like. This method ofers the pos-
sibility to generate many intervention ideas quickly based on our 
requirements, which can somewhat reduce our own biases for the 

exemplary accessibility interventions presented in the workshop. 
We prompted ChatGPT for accessibility interventions that address 
barriers faced by people with aphasia when accessing audiovisual 
media, as well as creating simple representative prototypes based 
on those images. Moreover, the use of generative tools moved the 
responsibility for those intervention ideas away from the co-design 
team and onto an artefact, which allows for more open critiquing, 
in a similar manner to the use of personas [70]. This activity was 
performed after the initial divergent thinking discussion as not to 
bias the participants in the initial exercise. During the workshop, 
we started by presenting these generative tools and giving a simple 
demonstration with a participant’s prompt, asking it how the Liv-
erpool Football Club could improve their play. We then presented 
each AI-generated intervention in order, showing participants the 
generated textual description of the intervention, the generated 
image representation, and the representative prototypes. The par-
ticipants were asked to comment on the accessibility interventions, 
pointing out what they thought would be useful, and what aspects 
did not work for them. 

We fnished of the frst workshop by giving participants the 
postcard probe kits to take home – see Figure 3. The participants 
were asked to fll out the postcards with examples of accessibility 
barriers they faced from their everyday viewing experiences, as 
well as explaining what they wished to happen diferently to facili-
tate their viewing. We also asked participants to choose an entity 
to whom the postcards were addressed, allowing us to better under-
stand what changes participants were expecting, such as changes 
to the way the content is produced, or interventions that can sit on 



ASSETS ’24, October 27–30, 2024, St. John’s, NL, Canada Alexandre Nevsky, Filip Bircanin, Madeline Cruice, Stephanie Wilson, Elena Simperl, and Timothy Neate 

top of already produced content (e.g., subtitles). Each participant 
was given an example postcard and 5 blank ones for them to fll 
out. Participants could get help from friends and family to fll out 
the postcards. 

3.3.1 Postcard Probe Kits. Participants were instructed to display 
the postcards on a stand near their main viewing area in their 
home, such as in front of their television, making accessing them 
easy whenever they experienced challenges whilst viewing. The 
postcard probe kits aimed to understand the specifc challenges 
the participants faced when viewing audiovisual media in their 
everyday lives, allowing them to express their own highly individ-
ualised examples and ideas for interventions that facilitate viewing, 
as well as how they would want the intervention to interact with 
the media. Additionally, the postcards gathered insights on viewing 
experiences in the home, away from the workshop setting, which 
may include viewing on diferent devices, in diferent social cir-
cumstances, and a more personal viewing experience. Notably, the 
postcards allow for participants to refect on certain key aspects of 
social viewing in the home, such as how they interact with others 
if they experience barriers with the content or how their viewing 
patterns change between independent and social viewing. Having 
access to the postcards over a long period of time allowed the par-
ticipants to refect on the barriers they faced and how they would 
want them addressed, including invoking the entity they held ac-
countable – who should address the barriers they face and how. 
Participants also had the time to refect and curate their experiences, 
selecting challenging instances that they felt strongest about. Due 
to the format of the postcard, the participants could be more per-
sonal about their lived experiences, with the postcards symbolising 
the sharing of those experiences, inviting their creativity through 
how they described situations or by afording them to draw – post-
cards invite playful engagement. Overall, we received 15 completed 
postcards – the main topics discussed included the social aspect of 
viewing (� = 9), the pace of the content (� = 5), and wanting their 
understanding to return to their pre-aphasia levels (� = 4). Of the 
15 postcards, 6 were flled out with the help of friends or family, 
such as assisting with writing or typing them out. 

3.4 Workshop 2 - Convergent Thinking 
The second workshop was divided into two main activities: the 
presentation and discussion of the postcard probe kits, and the cri-
tique of mid-fdelity prototypes. When discussing the postcards, we 
asked each participant to select one or two postcards they deemed 
to be the most interesting and share them with the group. Some 
of the participants had difculties reading, so a member of the re-
search team read them aloud. Several participants were helped by 
friends and family to complete the cards, including typing them 
up instead or printing additional cards – see Figure 4. After the 
postcard was read out, we asked questions including the impact 
the barriers had on their viewing experience, the social context in 
which they were viewing, and how they would want to address the 
barriers faced. After completing the activity, we collected all the 
postcards for further analysis and had a 30-minute break. 

For the second activity, we presented the participants with a se-
ries of mid-fdelity accessibility intervention prototypes – see Table 
2 for descriptions of the interventions presented. The interventions 

were created based on the divergent thinking of WS1, addressing 
barriers participants brought up and implementing ideas they sug-
gested. For example, a signifcant barrier raised was that content 
is often too fast in terms of action, narrative and dialogue [74]. 
This can introduce several challenges and afect various aspects 
of viewing, including causing an efect of cascading failure – the 
viewer attempts to keep up with the fast-paced information, re-
quiring increased cognitive load which increases the likelihood of 
experiencing other challenges, and once a challenge is experience, 
viewers must work harder to recoup lost information, leading to 
further cognitive efort. Therefore, we created three interventions 
that addressed the pace of content – see Figure 5 for examples of 
the intervention controls presented. 

The interventions took the form of a multi-page web application 
developed in the Next.js 1 framework, with each intervention being 
presented on its own page, and included a video player in the 
middle of the page and control elements below – see the Video 
Figure for a presentation of the interventions. These were presented 
using a video projector and consisted of short video clips that were 
altered to introduce some intervention. The interventions included 
interactive systems that relied on manually generated meta-data, 
such as timestamps of certain events, or involved edited videos that 
we presented as working systems, such as the speaker highlighting. 
We presented these prototypes to the participants and asked them 
for their feedback, focusing on three main aspects: would such an 
intervention facilitate their viewing experience, would they use 
this intervention in a social viewing context (e.g., watching with 
their family), and how would they want to control that intervention, 
including the device they would use, the level of control they want, 
and efort they would put into controlling it (i.e., on a spectrum of 
actively interacting with the intervention throughout their viewing 
to setting it up at the beginning and leaving it on throughout). 

3.5 Data Analysis 
The two workshops were video and audio recorded. Participants 
had the choice of how they wanted their image to be used in the 
fnal output: not shown at all, shown but with their faces blurred, or 
fully visible. The videos were transcribed by two researchers using 
NVivo 14. The transcripts included verbal and non-verbal commu-
nication as many people with aphasia fnd verbal communication 
challenging and rely heavily on other forms of communication, 
such as P3 who had limited verbal abilities and relied on non-verbal 
communication and tangible communication aids. Once the video 
transcripts were fnalised, the frst author thematically analysed the 
transcripts, as recommended by Braun and Clarke [10], inductively 
identifying key themes on the accessibility barriers faced, how the 
participants wanted their viewing experiences to be facilitated, and 
aspects related to their viewing experience and social viewing. The 
postcards were transcribed and analysed in turn, focusing on the 
same aspects as the video transcripts. Following the initial anal-
ysis of the video transcripts and postcards, the themes and their 
sub-themes were discussed further with the other authors. 

1https://nextjs.org/ 

https://nextjs.org/
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Figure 4: Examples of postcards created by the participants. One side of the postcards allowed participants to describe the 
barriers they experienced while expressing what they wished for to facilitate their viewing on the other side. 

Figure 5: Examples of the mid-fdelity accessibility intervention prototypes created by the researchers. These interventions 
allow the participants to interact with elements of the video, such as: (1) the video playback speed, (2) the duration of automated 
pauses in dialogue, (3) dialogue step controls, (4) speaker and background volume levels, (5) enabling speaker highlighting, and 
(6) changing voice-over difculty. The video still comes from the BBC News YouTube channel – link to video. 

4 Results 
We now present the results of the thematic analysis of transcripts 
incorporating refections from the workshop activities and dis-
cussions, and from the participants’ everyday lives through the 
postcard probe kits. Through the thematic analysis of all the data, 
we produced three main themes: the demand for bespoke adapta-
tions in interventions, the context surrounding the social fabric of 
audiovisual media, and the challenges of translating audiovisual 
content for accessibility. 

4.1 Bespoke Adaptations 
When discussing ways in which audiovisual media access could be 
facilitated, participants called for highly personalisable interven-
tions, which would allow them to have greater control over the 
content, changing aspects that acted as barriers to their viewing. 

4.1.1 Navigating Audiovisual Pace Variability. The most common 
themes of such interventions focused on the pace of the content, 
whether that be the pace of speech, pace of narrative progression, 
or the pace of visual information. For instance, during the divergent 
thinking discussion in WS1, P1 suggested to “put pauses between 
each uh sentence or pair of sentences”, later adding that she would 

https://www.youtube.com/watch?v=2nFZaSbkf0U
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Table 2: List of all the mid-fdelity accessibility interventions prepared for WS2. The interventions consisted of hard-coded 
interactive elements or edited videos. These were presented through a video player with interactive components allowing 
control over video elements or toggling on the intervention. 

Name Description of the intervention 

Slow Down Video clip from the flm “The Social Network” in which two characters speak in a busy bar. The intervention 
allows the viewer to control the playback rate of the video through a slider control. 

Step Control Video clip from the flm “The Social Network” in which two characters speak in a busy bar. Intervention 
allows for speaker-to-speaker dialogue step control, in which the viewer controls the pace of the dialogue 
in a video by pressing the “Next” button to continue to the next piece of dialogue. The viewer can also 
press the “RePlay” button to re-watch the previous piece of dialogue. 

Automated Pauses Video clip from the flm “The Social Network” in which two characters speak in a busy bar. The intervention 
automatically inserts pauses into the dialogue after each speaker, with the duration of the pause controlled 
by the viewer. 

Background Noise Video clip of a BBC News broadcast in which the journalist speaks over busy road noise. The intervention 
allows the viewer to control the volume level of the speaker and the background noise. 

Highlight Video clip from the flm “The Social Network” in which two characters speak in a busy bar. The intervention 
highlights the on-screen character that is currently speaking. 

Simplifed Video clip from the flm “Richard III” in which the character gives a monologue in ‘Shakespearean’ English. 
The intervention allows the viewer to toggle between the original (relatively complex, non-orthodox) 
dialogue and a simplifed version read out by text-to-speech. 

Accent Video clip from the TV series “Limmy’s Show” in which two characters with strong Scottish accents speak 
to each other. The intervention allows the viewer to change the voice-over of a video from the strong 
original accent to Received Pronunciation read out by text-to-speech. 

Recap Video clip from the TV series “Doctor Who” showing the end of a scene. The intervention gives the viewer 
the ability to receive a scene recap when they pause the video. 

“love to be able to control the pauses”. Refecting on this in WS2, the 
possibility of pausing the content was popular among the partici-
pants, many of whom already use such interventions when possible: 
“P5: You have a remote that can do this, so I would [...] pause, let me get 
my head around this, okay, carry on”. Being able to stop the content 
whenever it becomes challenging to understand, or being able to 
rewind and re-watch it, gives time to comprehend what is going 
on, as well as being able to ask others to explain something before 
continuing: “P5: The pause button, I said oh quickly explain for me, 
and the she will... he will explain it and then is... we carry on”. When 
presenting our mid-fdelity interventions that addressed the pace of 
content in WS2 – see ‘Step Control’, ‘Automated Pauses’ and ‘Slow 
Down’ in Table 2 – these were well received, including the interven-
tion that simply slowed down the playback: “P3: [thumbs up, smirk 
on his face] P5: I mean it’s much better than it was”. Participants 
also mentioned that these methods of slowing down the pace by 
pausing and/or rewinding, they preferred viewing longer sections 
before pausing or rewinding back: “P2: Longer sentences um longer 
sentences um pause, 20 [seconds], pause”. When discussing the con-
versation step control or the automated pauses, P5 mentioned how 
the pauses interrupt the fow of the conversation: “Because they’re 
talking so fast, it... she says something, and he says something, you 
can’t actually split it, because what she says, or- and she- he feeds on 
to what he says and it- it fows like that”. 

4.1.2 Reducing Audiovisual Complexity. The interventions discussed 
also focused on altering or removing elements of the audiovisual 
media that acted as access barriers, focusing on the ability to inter-
act with the content to allow for greater personalisation. A simple 
example of this included P6 explaining in WS1 that he was unable 
to read large paragraphs of text, such as presented at the end of 
documentaries, stating that he “can’t track the words properly” and 
would prefer if this text was presented as “bullet points I think... I 
am better at reading bullet points”. When viewing a video clip of 
a journalist presenting a news story during WS1, P2 mentioned 
that the “picture [of the journalist] is bad for me, because [points at 
journalist] is there, but [imitating the cars behind journalist] back-
ground [waves hand] [...] delete them all, the background”. Having 
clear visual information can help the viewer follow the spoken 
information, with hard-to-parse visuals adding to the difculty of 
understanding – participants could focus on what characters were 
saying and facilitated understanding when using the intervention 
that highlighted the current speaker: “P6: Whereas before, I thought 
the two people talking at the back of the room... confusing the... um 
protagonists”. P5 later added to this, saying “you know exactly who 
is speaking, you concentrate on him, you block out some of the noise 
”. We further explored facilitating focusing on the speaker with a 
prototype allowing the viewer to control the volume level of the 
background noise, whereby reducing it made the speaker easier to 
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understand: “P1: It’s just such a simple thing to do and it just makes 
so much diference, it’s uh when you um decrease the um slowly it 
will uh I could... the beneft of the uh doing that”. 

4.1.3 Localisation Through Temporal Adaptation. The choice of 
what intervention to use and when, however, was difcult. Partic-
ipants wanted increased content localisation – adapting existing 
content to meet their own needs – with the adaptation difering 
based on the context, such as using the scene recaps presented 
in WS2 only when confused: “P2: Complicated P5: Yeah, I agree, 
it depends P6: Only if it’s complicated, yeah”. P5 suggested using 
certain mid-fdelity interventions in conjunction with rewinding, 
such as highlighting the speaker or changing the voice-over, which 
would allow her to experience the content as intended by the artist, 
followed by a more accessible version for herself: “To play two 
minutes of this [video], and then maybe go back again, and play it 
again, so you get the interaction between [the characters], but then 
you can start again and just recap”. The decision of when to use 
other interventions was more challenging to determine, especially 
when it came to altering the content itself, such as when replacing 
the voice-over of speakers with strong accents: “P6: Hard to locate 
when or if you might turn it on because you don’t want to watch the 
uh rhythm of the play too much”. When discussing interacting with 
the interventions, we probed participants about their thoughts on 
automating the decision to enable an intervention – this would be 
based on the content being watched and the level of complexity of 
that particular moment. There was hesitation to having interven-
tions automatically enable, with apprehension about ruining the 
viewing experience: “P6: How can we be certain that it always works 
for us”. 

4.1.4 Frictionless Audiovisual Viewing. The accessibility interven-
tions the participants envisioned in the workshops involved a high 
level of personalisation, requiring interaction to adjust them to their 
own needs, and introducing questions about their viewing experi-
ence while using such interventions. The interventions themselves 
can introduce friction to the experience by subverting the expecta-
tion and introducing changes to the content. While discussing the 
‘automated pauses’ intervention, P1 suggested that this can be jar-
ring to the viewer, especially if they are not expecting it, regardless 
of whether the intervention facilitates viewing: “P1: I uh I think on 
balance it is useful but um I uh had a uh the moment you showed 
it to us uh I thought um the stops um were um unnatural”. This is 
pronounced for interventions that are ‘time-consuming’, that is 
they take time away from the content to introduce the intervention, 
such as pausing dialogue or providing a synopsis of events. One 
suggestion to improve these interventions is either by having the 
viewer manually control it or by increasing the period between 
when the intervention automatically enables, with this duration 
being customisable by the viewer. Additionally, participants men-
tioned that time-consuming interventions added another possible 
barrier, in that they can interrupt the concentration of the viewer, 
resulting in them getting confused about what was happening be-
fore the intervention: “R2: If you have long pauses between turns, 
you might even forget what was the happening P5: Yes, but that’s 
what... you have a remote that can do this”. This suggests that au-
tomatically enabling such interventions might hinder the viewing 
experience. Moreover, the decision to use such interventions would 

depend on the viewing context – e.g., the type of content being 
watched, the level of interest, whether watching with others – with 
P5 suggesting in WS2 that she would allow the content to play, even 
if she encounters barriers: “P5: So I would- this [content] I would let 
go R2: So you also making some sort of compromise P5: Yes, yes”. 

4.2 Social Fabric of Audiovisual Media 
Audiovisual media viewing is often a social activity – people en-
joy watching together [27] and discussing what they watch [109], 
fostering a sense of connection among viewers, and enriching the 
viewing experience through shared insights and diverse interpreta-
tions. However, in discussions with our participants, there exists 
an underlying variation in viewing preferences between them and 
other neurotypical viewers such as friends and family. We ofer 
two contrasting examples, one in which close family members ofer 
facilitated support that is brief, seamless and does not jeopardise the 
overall shared experience, and another example in which neurotypi-
cal preferences and usual routine trumps any potential accessibility 
intervention. 

4.2.1 Seamless Integration of Social Support. Our fndings show a 
highly interdependent nature of audiovisual viewing. While close 
family members ofer support it often includes only minor adjust-
ments and accommodations to our participants’ needs. This support 
most commonly manifests itself through the explanation of lost 
information: “P5: Both of us have a remote, and I would stop it and 
say to him, please explain what- what they said, and he would ex-
plain, and then we would carry on again”. The support can also help 
reinforce each other’s understanding and improve the shared expe-
rience: “P6: And you can operate from one another P5: Yeah, and he 
looks, and he says, you don’t know what’s happening, and I say yes”. 
This mutual support would mean that some interventions would 
not be as efective in social viewing contexts, such as synopsis 
or recap interventions becoming redundant: “R1: So, for example, 
when you’re watching with your husband, and there is a scene that 
is complicated, instead of zoning out and picking up your iPad and 
looking at pictures, you could look at [the recap intervention] and... 
P5: Yes, but normally he would read it out to me R1: So, he would 
do this [points at the wooden tablet – see Figure 2] for you? P5: Yes, 
but if it was on the screen, he would read it for me”. Other forms 
of support ofered by social viewing include accessing language 
elements that would otherwise be inaccessible, notably reading 
on-screen text. This, however, is not always possible with all types 
of content, such as in instances where there is signifcant amounts 
of text and insufcient time to read it: “P6: When I asked [my wife] 
to read them out loud, her reading slowed down, as is everyone’s case, 
and she was unable to read fast enough because you read more with 
your mind than you read aloud”. 

4.2.2 Challenging Act of Balancing Neurotypical Tendencies. The 
interdependent nature of the viewing experience represents a con-
tinuous negotiation on what to watch, such as P1’s stating in a 
postcard her preference for a quiz show that has a slower pace: “My 
husband says [the quiz show] is too slow, but I like it because it’s slow”. 
This also includes whether to interact with the content to facilitate 
viewing or interrupting the experience to seek clarifcation, with 
P1 refecting on one of her postcards: “R2: Do you sometimes ask 
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your husband like, hey can you explain this? P1: I didn’t in that case, 
but I uh I do uh normally”. Additionally, P5 refected during WS1 
how the time of day when they watch socially also afects how 
they engage in the experience: “In the morning, I am very alert, 
by the time my husband comes back from- from the ofce and he 
wants to tell me about his day, and we have dinner, and then we 
want to watch a movie, I am a bit slow by then”. This negotiation 
often leads to the prioritising the neurotypical viewing patterns, 
leaving the person with aphasia excluded from the shared viewing 
experience if they face accessibility barriers: “P5: Yeah, if [husband] 
and I are watching, then I do something else, but if it’s me on my own 
I change the channel”. This exclusion would often mean the partici-
pant would completely stop interacting with the shared experience 
and instead start a diferent activity: “P5: Okay, then I will pick up 
my iPad [...] and [husband] fnishes the- the movie”. Additionally, 
when relying on others to support understanding, P6 suggested 
that “you miss what they miss”. Moreover, the social element can 
introduce additional barriers to the viewing experience, such as 
losing concentration: “P6: Um yeah uh because uh interruptions at 
the key moments, [my wife] has a penchant... for talking through 
big classic lines, you know?”. This is also the case when discussing 
the potential use of accessibility interventions: “P5: Yes, but with 
[husband], I would let it play [...] but in my- on my own, yes I would 
use the [intervention]”. There is, therefore, a delicate negotiation 
between the viewing participants on how the viewing should occur 
– to keep the threads of togetherness, neurotypical participants 
need to accommodate those with aphasia, such as when discussing 
the use of interventions that would remove distracting background 
noise: “R1: How do you think they would feel if you were [...] remov-
ing the background noise P2: Fine, fne. P5: No, [husband] would be 
fne”. The difculty of simultaneously navigating audiovisual media 
and the preferences of signifcant others was exacerbated leading 
up to feelings of frustration and ableist reasoning. The discussion 
included instances in which they did not want to interrupt others 
and instead left the shared experience themselves, as mentioned 
above. This was specifcally pronounced in the postcards such as P5 
wishing that “all the numbers made sense to me” or that she “could 
remember things like [she] used to”. 

4.3 Translating Audiovisual Content for 
Accessibility 

The accessibility interventions discussed with our participants per-
sonalised the content in two main ways: they either altered the 
content itself to meet the needs of the viewer, or they worked in 
parallel to the content and ofered support for the viewing. Both of 
these alter the way the media is consumed and intersects with the 
intended vision and message. 

4.3.1 Making Accessible Audiovisual Content Culturally and Lin-
guistically Appropriate. Examples of interventions that changed the 
content itself include ofering an alternative camera angle of action, 
suggested by P5 in a postcard, writing “I wish you could make the 
camera stand still” instead of “going around and around” and “mak-
ing fast movements”, because she is “concentrated on the- the- the 
camera going around... I can’t... I can’t... I can’t listen to them speak”. 
Other suggestions for altering the content included changing the 
voice of the speaker to improve understanding, such as when there 

is a strong regional accent, with P6 participants preferring “BBC 
English, because it’s easier to understand. We explored this idea in 
WS2 by creating a prototype that changed the strong Scottish ac-
cent of a character to one closer to received pronunciation (RP), 
which was met with mixed feelings – on one hand P1 suggests that 
“it makes it easier to understand”, on the other P6 expressed that 
you “lose part of the flm’s character”. The decisions on whether 
to alter the content, as well as how much the content should be 
altered, depended heavily on the viewing context, including the 
type of content or whether they were viewing with others. Partici-
pants choosing to alter the content depended in part on deep-seated 
cultural dynamics and difered among people – our participants 
repeatedly brought up the fgure of David Attenborough as an ex-
emplar of a compelling presenter, with his accent being “easier to 
understand” according to P6, while ‘Northern’ (UK regional accents) 
or foreign accents were deemed difcult and their voices could be 
replaced. The personal cultural background changed how partic-
ipants viewed the importance of diferent content, such as when 
refecting on the mid-fdelity intervention that replaced the Scottish 
accent of the comedian Limmy with RP, with P1, being unfamiliar 
with the show, reacting positively and stating that “it makes it eas-
ier to understand”, while P6 could not imagine Limmy not being 
Scottish, seeing it as "destroying" the artistic vision of the creators. 
Indeed, participants saw it important to keep the creator’s artistic 
vision intact – when asked what the producers might think about 
the use of various interventions P6 stated that they “would think 
you are destroying it”. However, the viewing patterns our partici-
pants described already strayed away from how the artist’s vision 
by constructing a new experience to meet their own needs and 
preferences, including the use of second screens while watching 
[88], repeatedly rewinding and re-watching scenes, asking others 
for their support, or participating in other activities in parallel. 

4.3.2 Semiotic Audiovisual Adaption. The tension between accessi-
bility and keeping the original meaning of content, is at the heart 
of having personalised adjustments to the media. Interventions dis-
cussed that facilitate access without altering the content included 
smart recap interventions, ofering a synopsis of events catered 
to the time frame the viewer requires, such as summarising the 
previous scene, with participants showing interest for the synopsis 
to be accessible when pausing and to be read aloud: “P6: I would 
like the facility whereby it’s read to me”. The use of such an interven-
tion would vary, being enabled only when the viewer needs it: “P5: 
Maybe one scene you want it and another scene you don’t want it, so 
you move on”. When it came to interventions that supported view-
ing by altering the content to meet the viewer’s accessibility needs, 
participants expressed some reservations regarding whether or not 
they would want to modify the content. Much of this was content 
dependent, with participants suggesting they would not involve 
interventions that alter the content for material they deemed artisti-
cally important – for example, when we presented the mid-fdelity 
intervention that ‘simplifed’ the language of a Shakespeare play, 
participants expressed their objections: “P3: No... [thumbs down, 
makes a ‘bad’ sound efect] No [shakes his head] P2: No, no... [it loses 
the] ambience”. Instead, participants suggested they would use such 
an intervention in other contexts, for instance with online courses, 
documentaries or live news. When prompted on whether having 
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access to the content was more or less important than keeping 
the original meaning and the artistic intention, P1 suggested that 
the accessibility of the content was more important: “P1: Yes but 
otherwise people wouldn’t watch the flm and uh... if it helps peo-
ple to um watch the flm”. Indeed, such alternative versions could 
improve the accessibility for a wider range of communities living 
with disabilities: “P2: No because um speech, language, others... other 
ones”. Some participants also expressed a will to have the content 
adapted for them through automated mechanisms, such as through 
artifcial intelligence, as long as there was transparency as to when 
the content was being modifed – participants felt uneasy about 
not knowing that the content was being altered, and expressed 
concerns about how such a system would use their personal data to 
determine when to alter the content: “P6: I would um feel uncertain 
of that fact, you know, who is that going back to”. Other participants, 
however, stated their preference for having more direct control 
over if and when the content got altered, such as P5 suggesting 
she would not use automated involvement of interventions: “P5: 
I could not take from that thing [automated content pacing] R3: So, 
you would turn it of? P5: Yes, all of it”. 

4.3.3 Domesticating Audiovisual Content. Throughout the discus-
sions, participants expressed their thoughts on being able to alter 
the content to meet their needs, with a key concept being brought 
up is the idea of ‘translating’ the original content to a more ac-
cessible version. What participants wanted from this translation 
was that it “stipulate aphasia friendly”, according to P6, while keep-
ing as much of the original intent, which would require changes 
in how the content is produced, with P5 suggesting it needs to 
go “right at the beginning when they shoot it”. For instance, the 
two interventions that proposed diferent voice-overs, whether to 
make the accent more intelligible or simplify the language, could 
have alternative readings of the lines done at production: “P1: you 
could have two versions... and uh it’s all about diversity”. This can 
be seen as a form of content domestication, a term coming from 
media studies and described by Chaume [13] as infuencing the 
creation process from an early stage, including during production, 
to ensure the content meets specifc viewer needs from the outset. 
Similarly, for scenes with fast-paced action, which P5 described 
as being “upsetting ” and makes her “change channels”, mention-
ing in a postcards that having alternative camera angles flmed at 
production that meet the needs of people living with aphasia: “P5: 
The camera must stand still, it doesn’t matter what way we... the 
front, the back, the everything, but it just stands still”. It is important 
that these changes, however, do not change how the content is 
experienced, as certain changes can detract from the enjoyment of 
the content, including minor changes like the presence of subtitles: 
“P6: But, you lose something by listening to subtitles because it the 
punchiness of the uh conversation, you know? Loses it’s punch”. For 
this aphasia-friendly versions of the content to be produced, it is 
important to involve people living with aphasia in the creation 
process, giving them agency over their viewing experience: “P5: 
And if you want to go with the... to BBC, we will all go with you”. 

5 Discussion 

5.1 The Promise of Personalisation 
The personalisation of digital environments, and particularly mass 
audiovisual media, including internet-distributed television, is some-
thing fundamentally new, and allows for comprehensive changes 
in the way content is consumed, including changes that render the 
content ‘more accessible’ to viewers, as considered by our work-
shop participants. It is important to frst delineate personalisation – 
personalisation refers to the extent to which the content refects the 
viewers’ individual distinctiveness through their interests, history, 
and relationships [82], along with, in the context of accessibility, 
their lived experience with disability. Through personalisation, in-
dividuals deliberately tailor the content being watched by selecting 
options that meet their individual requirements, and in that process 
may create new content [94], enabling the viewer to become a source 
in the interaction [46]. This difers from the idea of user-initiated 
customisation, in which the viewer adapts existing elements with-
out fundamentally changing the underlying content or its message. 
Much of the control in personalisation comes from external agents 
and relies on users’ personal data, with the system adapting the con-
tent to the requirements of that personal data, whilst customisation 
is used to describe services that are controlled by the user but rely 
on adapting the content’s data [5, 24]. This content personalisation 
can lead to the creation of accessible versions of the material by 
adapting it to the viewer’s needs [42, 102, 105]. In the following 
section, we touch on important areas for future personalisation that 
we consider relevant to accessible design and the Human-Computer 
Interaction community. In light of our fndings, we outline direc-
tions for future research and raise questions, acknowledging the 
rapidly evolving landscape of audiovisual media. 

5.1.1 System Controlled Adaptive Personalisation. Through tech-
nological progress, notably with the development of AI models 
and other machine learning approaches, these system-controlled 
adaptive personalisations of content are becoming more likely. For 
instance, following the development of tools capable of generating 
text and image-based on text prompts, recent advancements have 
introduced text-to-video tools [59]. However, audiovisual viewing 
is an activity of considerable complexity, as highlighted by our 
participants. The ontological complexity of this medium is best 
illustrated through examples that address its localisation – what 
‘television’ means can vary greatly depending on one’s location, 
companions, personal preferences, and any distractions present 
[97]. Such insights are crucial as we develop automated and rele-
vant solutions to the challenges faced by individuals with aphasia. 
While these tools could be used to introduce a type of black-box 
interventions that adapts content based on access needs by, for in-
stance, removing potentially distracting audio from heavy dialogue 
scenes, they still pose serious questions. For instance, what happens 
if something goes ‘wrong’ in the middle of the viewing experience or 
how transparent are the changes made to the audiovisual content? As 
discussed by our participants, experiencing a barrier whilst viewing 
can result in full disengagement from the viewing experience. In 
the case that the system ‘malfunctions’, the viewer will need to take 
back control over the media and adjust the intervention, similarly 
to how many generative text and image tools are interacted with 
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through continuous prompting and monitoring of the results. Do-
ing so, however, is a linguistically and cognitively demanding task, 
requiring interaction with the content; a departure from our partic-
ipants’ wish for seamless and frictionless integration of accessible 
audiovisual interventions. 

5.1.2 Flexible Media. An alternative to such automated adaptive 
system-controlled interventions can be found in concepts such as 
fexible media, described by the BBC as a method of producing 
audiovisual media in which the diferent pieces of the content are 
assembled at runtime through their underlying metadata, enabling 
a highly unique and personalisable experience [4]. Through the 
manipulation of these various audiovisual elements (e.g., diferent 
audio and video tracks), the content can be assembled so as to meet 
the viewers needs, allowing for individual accessible personalised 
versions of the content [39]. These techniques have been used in 
the past to enable existing accessibility interventions, such as the 
use of subtitles [31] or audio descriptions [67], as well as developing 
novel tools, such as personally adjustable audio [106, 107]. Such 
interventions increase the level of control the viewer has in the 
experience; thus enhancing agency. 

Flexible media can introduce accessibility interventions that 
signifcantly alter the content, such as by creating interactive narra-
tive stories [99] or having increased control over the presentation 
and pacing [15]. Such, non-linear, perceptive interventions, if ap-
plied to the needs of people with complex communication needs 
(such as aphasia), would make viewers capable of addressing or 
removing barriers they face. As participants discussed in our work-
shops, experiencing barriers likely means choosing something else 
to watch, as was the case with the fast-moving camera. Being able 
to fundamentally change how they experience the media, such as 
by selecting an alternative camera angle or changing the speaker, 
viewers with aphasia can address the barriers as they occur during 
their viewing, or by addressing them prior to viewing. The way 
this content is modifed, however, depends on the content itself 
and the viewing context – a fexible media approach would allow 
selective intervention since the original content is still available 
and all personalisation is done at runtime. 

5.1.3 Bespoke Co-Design. Thinking about the implications of in-
terventions ofering highly personalised media experiences, our 
envisioning workshops suggest that co-designing these interven-
tions in a group setting has its limitations due to the participants’ 
variable demands. To this end, we propose the use of bespoke co-
design of these highly targeted interventions – that is, the use of 
personalisation during the co-design process. Working individually 
with participants we can carefully consider the individual’s view-
ing experiences and the contexts in which these occur, prioritising 
the removal of barriers that most signifcantly impact access. Such 
a method would be well suited specifcally when working with 
people with aphasia due to the variable nature of their aphasia 
and its severity, along with additional motor and cognitive impair-
ments caused by their stroke. This inclusive approach would also 
recognise the importance of involving not only individuals with 
aphasia but also their wider viewing context, e.g. signifcant others, 
as evidenced in our fndings. The feasibility of bespoke co-design of 
accessibility interventions, however, poses challenges, notably that 
of generalisation of results. This can be addressed, in part, by further 

exploring the developed interventions with other participants with 
aphasia and investigating aspects that address a more general need 
beyond the individual. Moreover, the emergence of novel forms 
of audiovisual media, such as live streaming or short-form social 
media content epitomises the trend towards hyper-personalisation 
of content. This evolution is critical as it facilitates new audiovi-
sual experiences and it proliferates personal media economies [34] 
allowing creators to tailor content to the nuanced preferences and 
interactive behaviours. This model of personal engagement could 
be especially transformative in environments where traditional 
one-size-fts-all models fall short, providing a blueprint for future 
innovations in accessible audiovisual consumption. However, such 
a (potentially benefcial) byproduct of personal media economies 
should be studied further, to ensure the inclusion – and not the 
exclusion of diverse users – as happens in many emerging tech-
nologies. 

5.2 Redefning Audiovisual Access 
5.2.1 Maintaining Social Viewing Experiences. The landscape of 
audiovisual media is currently undergoing changes characterised 
by profound complexity – the increased interconnectivity among 
devices and the rise of diferent applications have introduced ever-
changing methods of interfacing with the media [47]. This grow-
ing ephemerality of audiovisual media breaks heuristics of use, 
with viewers constantly having to adjust to changes. Such com-
plexity poses additional cognitive challenges to people living with 
aphasia who must continuously adapt to navigate these novel in-
terfaces, compounding existing language-related difculties. To 
address these complexities, the concept of parallel viewing emerges 
as a promising strategy. This approach, which introduces temporal 
agency [12], extends the time viewers have to interact with the 
content, adapting the pace to their needs. Chambers [12] argues 
that these forms of tangential parallel browsing do not fragment 
the social viewing experience, and instead enable viewers to occupy 
a shared space and engage in a shared parallel viewing. We see that 
despite encountering access barriers, our participants fnd ways 
to spend quality time with their loved ones by engaging in paral-
lel activities, thus preserving the experience of shared moments. 
Additionally, in cases where the content presents challenges to a 
viewer with aphasia, such fexibility can ofer support, with second 
screens providing additional information without interrupting the 
shared viewing experience, which our participants stressed the im-
portance of. Adapting the shared social space to meet the needs of 
the viewers is, therefore, important in both making the experience 
more accessible and ensuring that people living with aphasia are 
not excluded – future researchers exploring the viewing environ-
ment can draw inspiration on “relaxed” shared media experiences 
designed for people living with autism spectrum disorder (ASD) 
[3]. 

5.2.2 Enhancing Participatory Content Creation. Ensuring a par-
ticipatory culture in audiovisual media production is essential to 
cater to the idiosyncratic needs of people living with aphasia, as 
evidenced by our participants call for domesticating content. The 
use of a second screen and engaging in other parallel activities 
during viewing distracts from the overall experience originally in-
tended by content creators. Engaging in parallel activities or using 
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personalisation as an intervention can potentially alter the creators 
original intended meaning and artistic vision. Attempting to en-
sure this vision, or as much of it as possible, persists while using 
personalisation as an intervention through artistic choices made 
at production time – this is particularly important with a fexible 
media approach, since the artist can provide alternative versions 
of the various audiovisual elements, such as shots with reduced 
camera movements or diferent voice-overs. This translation, while 
not necessarily having formal or dynamic equivalence to the orig-
inal content, creates a new piece of media that can augment the 
original, ofering additional value to the viewer [13]. For instance, 
our participants discussed fnding certain accents as being difcult 
to parse and leading to further barriers following the narrative. 
Ofering such alternatives, while changing the original intent, of-
fers an accessible version of the media, as well as promoting the 
artist to fnd an equivalence to the target cultural norms. More-
over, ofering an accessible alternative translation that remains 
artistically or semantically equivalent engages people living with 
aphasia with media they otherwise would not have been able to 
interact with, with the artist participating in the process. This not 
only gives rise to new ways of consuming and interacting with 
audiovisual products, but also signals a pivotal moment in the evolu-
tion of audience engagement. We see this potential transformation 
as the Audience’s turn, as described by Chaume [14], marking a 
shift towards the emergence of a new audiovisual culture. Our par-
ticipants’ discussions on Aphasia-friendly content exemplify this 
shift, demonstrating their desire for active involvement as content 
co-creators. By participating in the creation process, individuals 
with aphasia can redefne current access and audiovisual models, 
expanding their roles beyond passive viewership to become active 
contributors in shaping inclusive media experiences. 

5.2.3 Cross-Disciplinary Engagement. When conducting research 
on ways to support the viewing of audiovisual media with peo-
ple living with aphasia, we argue that it is crucial to look away 
from purely technical support solutions and involve a wide range 
of stakeholders. Researchers in the feld of speech and language 
therapy have explored ways to assist people living with aphasia 
in accessing many everyday tasks [62, 77], insights that can be 
applied to many of the barriers faced accessing audiovisual media. 
For instance, when developing interventions that work in parallel 
to the content, such as second screen support applications with 
varying complexity of content (e.g. [71]), these facilitations can 
be seen as being analogous to aspects of support an SLT might 
provide and follow a similar approach to how relevant information 
is presented. Additionally, many viewing supports discussed in 
this paper can be infuenced by communication scholars, especially 
when considering aspects of translation and high-level personal-
isation of content, highlighting the importance of translation in 
this process. It is important to note that ofering such supported 
viewing also facilitates social aspects of viewing, as well as beneft-
ing other communities with CCNs, such as allowing viewers with 
ASD to reduce distracting sensory stimuli. We, therefore, call for 
future research addressing the needs of people living with aphasia 
to involve a wider range of stakeholders and study a wider set of 
cultural and political responses [30], as well as involving partners 

working in the production sector for whom commercial viability 
and generalisability are of high priority. 

5.3 Limitations 
Envisioning such abstract interventions with people with complex 
communication needs can be challenging – participants can fnd 
it difcult to get involved in envisioning activities, as they often 
require signifcant cognitive efort [108]. To support the partici-
pants, we presented concrete examples, including tangible props 
and mid-fdelity technical prototypes for intervention ideas, which 
helped ground the participants and supported their exploration of 
the intervention ideas. With the intervention ideas we discussed 
and the prototypes we presented, the video clips we used could 
infuence the participants’ opinions of the interventions, for exam-
ple, the ‘highlighting’ intervention was presented for a dark scene, 
and might not have been as efective/useful in a brightly lit scene. 
Additionally, the video clips we showed were all short, which ofers 
the advantage of going over many diferent types of content, at the 
expense of losing out on understanding the efect of interventions 
over longer viewing sessions. We aimed to mitigate this with the 
Postcard Probe, however, probe data capture is limited to high-level 
details and post hoc refection. Finally, our participants’ sample was 
relatively small and from similar backgrounds, all being ‘WEIRD’ 
(Western, Educated, Industrialised, Rich, and Democratic) [57] rela-
tive to a global context. The participants did, however, represent a 
diverse sample in terms of their language abilities. 

6 Conclusion 
Though vital, audiovisual media is often inaccessible to many com-
munities. Accessibility interventions have been developed to fa-
cilitate viewing for many communities with disabilities, however, 
people with complex communication needs, such as aphasia, are 
underrepresented. In this paper, we present the frst study aimed at 
envisioning accessibility interventions for audiovisual media with 
people living with aphasia. We ran two exploratory workshops 
and a cultural probe, employing divergent and convergent think-
ing methods. We found that people living with aphasia, due to the 
variable nature of their language impairment and its severity, can 
beneft from access to interventions that ofer a highly personalised 
viewing experience, allowing the viewer to alter the content to 
meet their needs. We discuss the implications of such interven-
tions have on the social aspect of viewing, notably the pressures 
our participants feel to accommodate neurotypical viewers’ pref-
erences, as well as the implications of altering the content beyond 
the artistic vision of its creators and the impact that has on enjoy-
ment. We further discuss interventions interacted with in parallel to 
viewing, along with how future researchers working on such inter-
ventions can draw from the felds of speech and language therapy 
and communication studies. We hope this work inspires accessibil-
ity researchers, practitioners and content creators to work closely 
with end-user communities, to consider how the rapidly changing 
technology of media might aford new accessibility interventions 
to broaden access to audiovisual media. 
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