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ABSTRACT

The use of economic analysis is suggested for 
decisions relating to services provided hy documentary 
information systems. Ragnar Frisch's Theory of 
Production model is used in the analysis. An 
information system is viewed as a production .system, 
with input elements and the final product, the output, 
defined as the information received by the user, which 

could be measured in terms of volume. The research 
divides in two parts - a) The cost study and b) The 

economic evaluation. It is suggested that costs 
compilej. by traditional accounting procedures have 
little value as a guide to management decisions. 
Average cost analysis, or unit costs, based only 
on the volume of output as the variable affecting 
costs is shown to be an over-simplified approach.
Costs seem to be affected by several operational 
conditions found in information systems. An attempt 
is made to identify which variables affects cost
behaviour. As criteria for decision making - cost­
effectiveness and cost-benefit analysis - do not
seem sufficient for the evaluation of documentary
information systems. Cost-effectiveness analysis, 
a value for money calculation, it, only a method 
of making comparisons and cannot demonstrate 

vii



that any given project is worthwhile. Cost­
benefit analysis bears an operational constraint 
in finding a way to reduce different kinds of 
costs and benefits in common monetary terms.
An economic evaluation is then proposed and 
some indicators for measuring system's efficiency 
are discussed. Concepts like marginal cost, econ­
omies of scale, inflationary effects and capacity 
are reviewed through the analysis.
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PRESENTATION
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1. INTRODUCTION

1.1 The need for a theoretical basis

Information science has been "suffering" for a 
long time now from the over-optimistic operational 

point of view that a measurement process can always 
be carried out independently of the availability of 
a theoretical framework. When borrowing a method­
ological approach from some other branch of science, 
e.g. economics, scientists must first agree, by 
common consent, on assumptions to be made prior to 
an actual experiment or testing a hypothesis. Tests 
of hypotheses are made in one language and our 
thinking is done in another. A theoretical language 
for the economic analysis of information systems is 
desirable and should come first, certainly earlier 
than definitions of concepts derived only from an 
operational testing.

In this research project an attempt is made to 
link theoretical concepts and operational concepts. 
We searched for a theoretical basis in the theory 
of production as accepted in the field of economics. 
An approach to the theory of production needs as 
a point of departure the definition of production 
in the technical sense. In using a wide definition 
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production can be said to consist in any transform­
ing process which can be directed by human beings; 
a transformation that is considered desirable by a 
certain group of people. The transformation called 
production does not necessarily change the potential 
qualities of things concerned in the process. It 
could be a MOVEMENT (in time or place) - transport­
ation of goods or people, interlibrary loan services, 
etc... . It could be a SELECTION - of fruits in a 
crop, of words in a document, etc... . Or it could 
be a CONSERVATION - stock of goods, stock of books 
on shelves, document records on a magnetic tape file, 
etc... . A production process may use all three of 
these transforming processes and others using a 
specific technique.

In a theory of production a comparison is made 
among INPUT ELEMENTS and between them and OUPUT 
ELEMENTS and this can only be done using some form 
of VALUE JUDGEMENTS. As it has been pointed out 
by FRISCH (1):

" A characteristic feature of all scientific 
research is that it attempts to obtain results 
which are objective in the sense that they must 
be accepted by all those who have the necessary 
knowledge of problems and methods involved. In 
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this respect scientific research differs from 
the work that involves drawing up rules of 
conduct for practical application and which 
in their most are expressed in political 
programmes .... In the case of practical 
rules of conduct the question of issue is one 
of desirability and expediency - or belief in 
expediency - and this is based on a number of 
value judgement elements which must be considered 
in relation to the practical or political object 
in view and on which it would naturally be 
impossible to expect unanimous agreement.
Every scientific analysis must operate with 
certain presupposition which - provided they 
constitute a system free from contradictions 
- it accepts without any attempts to further 
"proof" or justification... . In the last 
resort this choice of presuppositions contains 
some element - be it large or small - of value 
judgement. It is not until this evaluative 
point of departure is given, that the actual 
scientific analysis can commence."

The value judgements we started from in this 
work are explained in Chapter II in the section 
entitled "Theoretical approach to the study". For 
the purpose of this study an information system is 
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viewed as a production system, the final product 
is defined as the information received by the user, 

which could be measured in terms of volume.

As has been stated before, production deals 
with input elements and the output that comes out 
from the system. In the case of production of 
goods, market prices provide the evaluation 
coefficient for measuring the system's efficiency. 
Production in the economic sense attempts to 
create a product which is more highly valued than 
the original input elements.

Considering an information service it is rather 
difficult - or sometimes impossible - to value the 
service in money terms. A market tradition does 
not exist for these types of services and one has 
to bear in mind the fact that the subjective value 
of money affects in a different way different persons 
receiving the same unit of information. Thus, even 
if an information service does not have a clear 
market price or value, it certainly has a COST 
associated to the input elements and the transforming 
process, what we call the OPERATIONAL CONDITIONS of 
the system.

The past cost studies of information services
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are financially and not economic-oriented according 
to economic concepts. Most of the so-called economic 
evaluations of information systems reflect only cost 
accounting. They show the flow of funds out of the 
organization and although it is essential for 
budget balancing at the end of a calendar year, 
it is not enough for decision making when the 
management is subject to objectives that have to 
be achieved with constrained resources.

Again, in the past studies, average cost is 
normally presented as a measure for cost forecasting 
and planning of new services. Nothing, or very little 
has been done to explore the behaviour of the 
incremental or marginal cost concept in information 
services. Output volume is normally accepted as the 
only variable influencing cost behaviour. Common 
sense and the results of the analysis presented later 
shows that cost is really one function of many 
variables, or operating conditions, of which output 
volume is only one.

The criteria for decision making, cost-effective­
ness and cost-benefit analysis, do not seem sufficient 
in the actual context of documentary information 
systems. Cost-effectiveness is a valuable measure 
to compare projects. Cost-benefit could be the real 



indicator for decision making, comparing costs with 
benefits. It is well known, however, that the 
problems of assessing benefits and costs and. 
reducing them to the same comparable unit of 
measurement are extremely difficult. To assess 
the transferring of information and its effects on 
the recipient is a very difficult if not impossible 
task.

The writer believes that economic analysis will 
give a better understanding of the system's 
environment and give some indicators for decision 
making in information science. The analysis seems 
to indicate the existence of unique evaluation 
indicators when it is applied to documentary 
information systems.

This work is divided in two parts:

1. The Cost Study
and

2. The Economic Evaluation

In the first part a cost study was made to 
identify variables influencing cost behaviour. In 
the second part, using the analysis of the theory 
of production, economic indicators were derived for 
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the purpose of economic evaluation of information 

systems.

2. A BIBLIOGRAPHIC INTRODUCTION TO THE ECONOMICS OF 

INFORMATION

The literature on the economics of information 

appears in reviews of the literature under the 
headings of costing, cost-effectiveness and cost­
benefit analysis. The literature of economics of 
information, as Price pointed out in 197^ ( 2), 
for papers on costing, has not been, to date, 
characterized by rationality or usefulness.

The literature on costing and economics of 
information had its first special chapter (3), in 
the Annual Review of Information Science and 
Technology, (ARIST), volume 7 in 1972. Before 1972 
papers on costing appeared in ARIST under sections 
on systems design and evaluation. The term cost 
or costing does not even appear in the indexes of 
the first two ARIST volumes covering 1965 and 1966. 
The earliest 3 papers on costing reported in volume 

of ARIST (4) are from 1955 (5), 1956 (6) and 1965 (7), 

but the first papers on costing seem to have been
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written about forty five years ago in 1936 (8) 

and 1937 (9).

The literature of the economics of information 
begin to be reviewed in 1972 when ARIST published 
its first section dedicated to costing, economics 
and other related studies in information systems 
and services. Almost all the important papers in 
the literature of the economics of information 
were reported in the ARIST reviews volume 7, 1972 (3), 

volume 8, 1973 (10), volume 9, 1974 (11), volume 
11, 1976 (12) and volume 14, 1979 (13). From these 
five volumes, about 730 references are reported, 
which after discounting the overlapping, unpublished 
papers and citations among the 5 reviews indicated, 
produces a figure of just over 650 references. 
These 650 references deal not only with costing 
and the economics of information but with related 
subjects as well.

The subjects dealt with in these reviews are 
presented below, divided in 10 areas with a percentage 
indication of the number of papers in each area. 
Some papers overlapped more than one area and were 
placed under the heading which wao dealt with in 
most detail. The literature is distributed by 
subject areas as follows:
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SUBJECT PERCENTAGE
(650 = 100)

1. Costing 20

2. Cost-effectiveness 11

5. Cost-benefit 7

4. Budgeting 5

5. Economics of information 7

6. Information for economic analysis,
economic theory, political economics 14

7. Operations research 7
8. Systems analysis and design 6

9. Statistics (collection of data) 4

10. Miscellaneous 19
100

The papers on economics of information covers 
studies in resource allocation, demand forecasting, 
value of information and economic aspects of the 
whole system or one of its parts. In the 
miscellaneous category were placed papers dealing 
with management, marketing, pricing, funding, 
patent and copyright aspects, office equipment, etc..

The distribution of these papers by year are 
presented overleaf and in Figure I as a semi-log
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plot. (N.B. The initial very rapid doubling rate
of 1 year followed by a further period of 
exponential growth with a still rapid doubling rate 
of 5 years . The suspected falling off in rate due
funding changes was scarcely apparent by the end
of the period.)

CUMULATIVE TOTAL OF
YEAR NUMBER OF PAPERS PERCENTAGE

(653-100)
PAPERS SINCE 1936

196? 29 4 33
1968 34 5 67
1969 45 7 112
1970 57 9 169
1971 96 15 265
1972 77 12 542
1973 18 3 560
1974 56 9 416
1975 115 17 529
1976 54 8 585
1977 39 6 622
1978 29 4 651
1979 6

653

1

100

657

The increase of papers in the economics of inform­
ation and related subjects from 1969/70 seems to
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indicate the beginning of the colder economic 
climate of the seventies where scarce resources 
had to be divided among institutions which had 
now, more than ever, a need to explain to higher 
administration the costs of the services they were 
providing and the benefits for the community of 
users of these services.

In 1975 the British Library Research and 
Development Department strongly supported research 
in the field of economics of information (14). 
However, this support was withdrawn as pointed 
out in the Research Priorities of BLR&DD for 1979—1981 
(15):

"Research in the economics of information.

This area, although extremely important, 
has consistently failed to give good value 
for staff effort. It is possible to secure 
good costing studies, but OECD and EEC have 
put substantial amounts of money into these 
and have somewhat restricted the scope for 
national studies. Cost-effectiveness and 
cost-benefit studies have proved difficult 
to design and several attempts to persuade 
economists to tackle them have so far failed, 
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though occasionally economists have given 
valuable help to specific projects, for 
example in library automation.

At present the Department believes that 
the best course of action is to sieze any 
opportunity to support a worthwhile project 
but not to devote much staff time to identify­
ing possible projects and seeking possible 
homes for them."

At this point it is worthwhile to consider the 
five reviews from ASIST dealing specifically with 
costing and the economics of information.

The 1972 review, by J. H. Wilson Jr. was called 
"Cost Budgeting and Economics of Information Processing" 
(3) and it presents 180 references. The review states 

in its introduction "we are not concerned with 
marginal cost. The cost that information specialists 
are concerned with are working costs - total cost, 
unit cost, average cost, cost of a particular 
operation. These are the costs used in controlling 
operations and budgeting." Indeed, more than half 
of the references presented in the revio’.: deal with 
cost reporting and accounting and budgeting. The 
purpose of the review is said to "introduce some 
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current approaches to cost to those who haven't 
had to deal much with them and to bring up to date 
those who are more acquainted with costs trends 
and controversies.... we will be concerned more 
with the techniques of costing and what cost and 
economic analysis can tell us, than with comparative 
costs."

The review is divided in five sections: cost 
reporting and accounting; cost-effectiveness analysis; 
planning programming and budgeting systems; the 
value of information; economics of information.

In the cost section some important studies are 
reported as Bourne's survey (16) and Price (17). 
However, under the same heading references are 

related to operational research (18) , (19). Under 
the section on cost-effectiveness, cost is said to 
be "the determining criterion for system performance." 
It appears that a little misunderstanding is 

associated with the words effectiveness and 
efficiency that Lancaster tried to clarify (20).
The treatment of cost for document transfer 
systems reached the textbook (21) and the application 
of computers to improve cost-effectiveness is 
analysed by Fasana (22).



A large number of references are given under 
the section in Budgeting which deals mainly with 
Planning Programming Budgeting Systems (PPBS). 

The review states that "the PPBS budget design 
should be helpful in conducting meaningful 
measurements of the total money cost of accomplish­
ing the defined objective." Stitleman(2J) lists 
several features that distinguish PPBS from 
traditional budgeting features. The section on 
the value of information deals with papers trying 
to establish a price for information (24) and cost­
benefit analysis where papers in pure economic 
theory are presented (25). The difficult task of 

measuring benefits in information science is 
presented and many articles dealing with this 
problem are indicated, one of the most important 
being the Durham University Project (26). The 
review deals more with the theory of cost benefit 
analysis than with case studies. The section in 
economics of information is said to be "not 
directly pertinent to the review" and it states 
that "the first book devoted to the economics of 
information, and so far the only one, is The 
Production and Distribution of Knowledge in the 
United States" (27).

In 1975 ARIST presented in its volume 8 a

16



review by 11.D. Cooper, "The Economics of Information" 
with 144 references reported (10).

This review concentrates on a description of the 
various institutions that produce and disseminate 
information, the resources and constraints affecting 
production and distribution process and the tools 
and methodologies available for making resource 
allocation decisions. Among the tools that are 
reviewed for these purposes are: welfare economics, 
cost-benefit analysis, demand analysis, marketing 
research, cost analysis, cost-effectiveness analysis 
and operations research analysis.

A view of the economics of information is given 
by Lamberton (28): "The process by which information 
and knowledge is produced, diffused, stored and used". 
Two papers by Marschak (29), (JO) analyse the rational 
decision making of an individual in terms of inform­

ation that the individual needs to make a decision. 
He mathematically formulates the problem in terms 

of costs and delays involved in obtaining the 
necessary information. The model employed tries 
to analyse the cost and benefit of the information 
and its value.

Some statistical sources for the United States 
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is given in the review to show a way in which 
information is created. A section on the communic­
ations industry is also very much concerned with 
United States statistics.

Under the information services section Machlup 
(27) is indicated as considering the economics of 

information science as part of the education industry.

The review presents then a section on resources 
and constraints of information services which considers 
"a limited set of resources and constraints such as 
availability of funds, taxation policies and legal 
structure”. The literature presented is very much 
related to the United States environment and does 
not present any original paper on the economics of 
information. The next section deals with resource 
allocation and reviews some of the tools available 
that aid in resource allocation, decisions, etc...
This section deals mainly with economic models (31), 
(32), (33), (34).

Under the heading of cost-benefit and cost­
effectiveness analysis some papers are presented 
but again mainly related to case studies of the 
American experience (35)» (36).

The cost section reviews papers related to

18



"cost analysis in libraries, library automation, 
computer systems and mechanised information 
storage, retrieval and dissemination systems”.
The literature analysed is concerned with ”a 

continuing process in which a data collection 
system is integrated with processing routines to 
generate periodic status reports on the financial 
condition of an organization or process (37).
Some data collected for standard times of library 
operations were presented (38). A mathematical 
model for comparative cost analysis of information 
retrieval systems (39) and the overall economics 
of retrieval systems (40) were reported.

In 1974, ARIST volume 9, presented a review 
by M.A. Spence, "An Economist's View of Information" 
(11).

This review tries to relate information to 
market (as defined in economics) behaviour. The 
reviewer stresses that:

"In general, the recent work reported here, 
demonstrates that informational problems cause 
market failures of various kinds. The aim of 
this reviewer has been to describe the types

19



of failures that are observed and to explain
how they relate to information."

And the reviewer concludes:

"As a result of recent work information
has acquired a secure place in economic analysis" 

.... "In a typical consumer-goods market, 
information is transmitted by, or based on, 
salesman, advertising, price, brand names, word 
of the mouth, consumer action groups and the 
consumer's own experience. All these are 
aspects of the informational structure of many 
markets".

The 66 references presented are related to market 
economics and economic analysis and none to the 
problem of documentary information systems.

In 1976, ARIST published another review by 
M.A. Hindle and D. Raper called "The Economics of 
Information" (12) with 165 references listed.

It starts by giving a broad definition of 
economics of information as encompassing the whole 
of human decision making. The reviewers indicate 
that the literature on the period had studies 
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concentrated in four areas; specialized information 

services, systems of libraries, the library as a 
system and collection and control within libraries.

The present review was divided into the following 
headings: Economic environment; Measures of costs 
and benefits; and Modelling. It is stated in the 
review that: "the literature even when claiming to 
study economic consequences of plans, very often 
comes up with a superficial analysis". The reviewer 
criticizes some papers for not describing properly 
the economic environment (41), (42), and (43).

The library as a system is' said to be presented 
in a remarkable way by Hamburg et al.(44). In the 
methodological aspects the study of Flowerdew and 
Whitehead (45) is said to present economic methods 
for information studies.

In the section on cost ann benefits some papers 
are indicated by their importance in cost studies. 
These are Schimpa (46), Adams and Werdel (47) and 
Vickers (48). Most libraries, it is said, will 
have made some attempts to cost their operation, 
however, a comprehensive guide to library costing 
is not still available.

21



A straightforward summary of costing methods 
is given by Ford (49) and Magson (50) presents an 
overview of cost benefit studies in university 

libraries.

Modelling is said by the authors to be a source 
of difficulty in communication between the librarian 
and the analyst, Bommer (51)• The final part of the 

review is dedicated to mathematical modelling, 
(52), (53).

Assessing the whole review it does not seem 
to Justify its name as ’’The economics of information".

With the name of "Cost Analysis of Information 
Systems and Services", by C.M. Mick, (13), ARIST 
presents its fifth review on the subject in 1979- 
The review presents 184 references. It is said 
to cover the literature from 1975 to 1979. However, 
most of the papers presented are from 1976 to 1978 
with only 6 papers from 1979. There is a great 
deal of overlapping with previous reviews presented 
in ARIST.

A four level conceptual framework was used to 
approach the literature:
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1. the function or service - an operation within
an information organization;

2. the information organization itself;
5. the structure within which organization is 

located;
4. the aggregate level, which looks across similar 

types of organizations.
The literature, it was said by the author, failed to 
share the enthusiasm for this framework. Actually 
the whole review is quite confusing. Nearly half 
of the papers presented are related to costing, cost­
effectiveness and cost-benefit analysis. Nevertheless, 
some new and important papers in the economics of 
information were presented by Braunstein (5^), 
Cooper (55), Flowerdew et al. (56), Gold (57), King 
(58), Lancaster (59), Mason (60), Pratt (61), Price 
(2), Rowe (62), Vickers (65) and Zais (64).

To sum up, the approach to the literature in 
economics of information in the papers reviewed above, 
was found to be confusing and disappointing, mainly 
for two reasons:

1. they have been written by information workers 
with a lack of knowledge of economics;

or
2. they have been written by economists or

25



statisticians not used to the technology of 
information systems and specifically documentary 

information systems.

As a result of this two faults appear to exist:
I. misuse of economic concepts and methodology.

For example, "economic efficiency" was found 
to mean "the efficiency of economizing" or 
"economic costs" being taken as "accounting 
costs";

II. rather complex mathematical model-building. 
These models are difficult for the manager of 
an information system or an information 
worker to understand and are not likely to be 
used in real life situations.

The points that have been overlooked in surveys 
applying the evaluation techniques of economics to 
information systems, are listed below under six 
headings:

1. Little or no effort has been made to assess the 
overall system, its relationship to its 
environment and with their components. The 
evaluation process lacks system thinking and 
as a result the interdependence of the 
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components have been overlooked; most of the 
"economic assessment" has been placed on the 
retrieval sub-system and most of the evaluation 
is cost-based, and then only in terms of a 
budget expenditure explanation. The writer 
believes that in real life all the stages in 
the process of transforming and transmitting 
information from generator to user should be 
considered in total evaluation. In an analysis 
of current awareness services, Bottle (65), 
suggested that economising on intellectual 
effort at the input stage of a (printed) 
information system, by the producer, normally 
requires extra intellectual effort to be 

expended in the output stage by the user.

Cost assessment does not give enough 
information for the purpose of optimal 
allocation of resources in a process-product 
oriented system. An appropriate measure of 
productivity would give management information 
for a rational allocation of resources in 
different sub-systems of the whole system. 
The present cost evaluation techniques are 
unable to provide information about cost inter­
dependence for the whole system. If an increase 
in the coverage of the system has been decided, 
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on the cost side this will not mean only an 
increase in cost of the coverage sub-system, 
but for the coding, storing, searching, sub­

systems as well.

2. The treatment of costs on the economic 
evaluation process - to the best of the writer's 

knowledge it seems that most of the so called 
economic evaluations rely on accounting costs 
rather than on economic costs. Accounting 
costs reflect the flow of funds out of an 
organization and are essential to balance the 
budget at the end of the financial year. The 
economic cost (opportunity cost) is the measure 
of the value of resources that are being used 
for one activity and which cannot be allocated 
to another activity. It is the value of the 
foregone alternative. For management 
decision making the economic cost is far more 
relevant. However, most of the available 
literature accepts accounting costs as being 
suitable for decision making. The following 
quotation from J.H.R. Wilson Jr., (J), illustrates 
this point:

"We are not concerned as in classical economics
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with marginal costs ... The cost that 
information specialists are concerned 
with are working costs - total costs, 
unit costs, average costs, costs of 
particular operations. These are the 
costs used in controlling operations and 
in budgeting.....  ’’

By classical economics the author means he is 
not considering the economic cost but the 
financial accounting cost to explain a time 
period budget expenditure. Accounting costs 
are concerned with historic and "sunk" costs 
which, although needed for budgeting purpose, 
could be misleading if used for strategic 
planning and resource allocation decision 
making. The assumption that "the costs that 
information specialists are concerned with are 
working costs" is a very strong one. It is not 
difficult to forecast that in a world of 
increasingly scarce resources and rising prices 
the information specialist will be more and 
more concerned with "opportunity" costs and 
service pricing policies. In this way 
accounting costing is not a substitute for the 
economic marginal costing for pricing policies.
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As long as information workers are concerned 
only with accounting costs of a service or 
department they will be given misleading 
information for decision making. It is worth­
while to quote an economist, K.E. Boulding (66):

’’Another profitable line of study lies in 
economic sociology, in the analysis of the 
way in which organizational structure 
affects the flow of information, hence 
affects his image of the future and his 
decision, even perhaps his value function. 
There is a great deal of evidence that 
almost all organizational structures tend 
to produce false images in the decision 
maker, and that the larger and more 
authoritarian the organization the better 
the chance its top decision makers will 
be operating in purely imaginary worlds. 
This is perhaps the most fundamental reason 
for supposing that there are ultimately 
diminishing returns to scale. In the most 
extreme case of this view, we can suppose 
that the whole structure and communication 
network of an organization determine the 
input to each role so completely that there 
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is virtually no freedom of decision at all, 
and that no matter what is the role occupant 
the decision will be much the same. The 
inference of this theory, of course, is 
that fools in high places will make just 
the same decisions as wise men and though 
there is something comforting in this one 
certainly hesitates to believe it too 
wholeheartedly.”

The user evaluation of information systems - 
most of the evaluations of information services 
produced by these systems use only user 
satisfaction as the final system objective. 
User satisfaction is the real objective of any 
information system but the present techniques 
assume that the user is only an evaluator and 
never a consumer of information. The main 
effect of this is that operational efficiency 
has been the prime target of evaluation and 
economic evaluation has been overlooked. As 
long as the evaluation process is only based 
on user satisfaction the system will try to 
achieve operating efficiency disregarding the 
economic efficiency. Unfortunately in the long 
run, the final question to be answered by 
management is: "Is the system worthwhile?" and



not "Is the system operating efficiently?"

4. Short term and long term analysis -
most of the present evaluation has been used in 
the short term in terms of costing and budget 
control. As far as the writer could observe the 
evaluators up to now fail to inform management 
of the long term implications of running systems. 
The implications of not having a methodology for 
long term forecasting is that managers of 
information systems will be working in the dark 
in respect of their planning horizon for strategic 
decisions.

5. Cost-benefit and cost-effectiveness analysis - 
there is a considerable part of the literature 
that uses economic techniques for cost-benefit 
and cost-effectiveness analysis. Again this 
analysis lacks a proper economic methodology and 
could be misleading. There is also some confusion 
between the two concepts and some of the cost­
benefit studies are really cost-effectiveness 
studies. In its philosophical foundations cost­
benefit analysis is a tool for helping decisions 
before undertaking a project or a policy. It 
claims to describe and quantify the social 
advantages and disadvantages of a project or a 
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policy in terms of common monetary unit. Applied 
to information systems the cost-benefit analysis 
tend to explain the existence of a service or a 
system rather than helping to decide between two 
services or systems. The benefits are taken to 
be for the individual (the user) rather than the 
social benefits and the unit of measurement 
tends to be the user satisfaction not quantified 
in the same monetary unit in which the costs are 
stated. It is worthwhile to quote here, A.D.J. 
Flowerdew and C.M.E. Whitehead, from the London 
School of Economics, in their report about cost­
effectiveness and cost-benefit analysis in 
information science (45):

" Despite much interesting work no really 
satisfactory cost-benefit study has yet 
been carried out."

6. The value of information -
In the present literature there is a lack of 
theoretical basis for trying to assess the 
value (at least in pricing terms) of a piece 
of information. This makes the analysis of 
the value of systems that are yielding information 
quite a difficult matter. It is understood that 
valuing a piece of information is quite a 
difficult matter because of the nature of the 
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commodity and all the difficulties of measuring 
the unit of the commodity itself. Some practical 
research has been done in the field of information 
by asking the user how much he or his organization 
would be willing to pay for some specific 
information services. The willingness to pay in 
monetary terms is expected to be the value of 
information to the user and the average is 
determined for some community of users. This 
kind of analysis leads to two problems: first 
it is highly arbitrary to try and value the 
information from a subjective opinion of a user 
who has never been a consumer of that commodity. 
The user has normally utilized the system but 
not in a market situation as an economic consumer. 
Secondly it attempts to measure the service as 
a whole not considering its component parts.

It seems from the analysis of the literature 
and from the research in the area that because 
the economics of information systems is in its 
infancy the net result is a lack of a theoretical 
basis for the managers of information systems 
on which to make decisions. The published 
literature seems to indicate as well, that in 
the coming years there will be considerable 
application of economic techniques in the
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evaluation of information systems

Independent literature search failed to locate 
additional major publications to those noted in the 
AFIST reviews. In view of their good coverage, they 
form a useful framework for the discussion of 
literature of the economics of information presented 
in preceding pages. Searchers for work using 
marginal cost concepts and the concepts of the theory 
of production applied to information systems were 
consistantly negative. Citation searches, however, 
located several recent references to Frisch's Theory 
of Production (1) though none of these were remotely 
concerned with information systems (cf.p.62). Thus 

it can be stated that no work has been done using 
the concept of marginal cost and the concepts of 
the theory of production for information systems 
evaluation and decision making purposes.

In the well known study by Flowerdew and Whitehead 
(45, PP 58/59)» presented in 1974, a selection of 
projects were, however, recommended to fill apparent 
gaps in available and worthwhile research:

”... data collection on boch cost and uses
of the service. These data must then be analysed 
to obtain estimates of long and short run average
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and MARGINAL COST*....  Full analysis should 
provide evidence to answer: 1) Are there 
economies or diseconomies of scale in the 
production of a particular library service 
(i.e., as output of the service expands do 
unit cost increase or decrease); 2) what is

* This author's emphasis

the optimal scale of output for a certain 
library service and what level of output 
should changes in methods of production 

take place.”

*A very similar approach was, however, presented 
independently by the author of this thesis in his 
research proposal submitted in mid-1973 and the 
further development of the thesis that will follow.

It is worthwhile to point out also, that in a 
symposium on economics of information held in Germany 
in May 1981, no work was reported as using the concepts 
of marginal cost and production theory as presented 
in this thesis. (64—A)



CHAPTER II

THE COST STUDY
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1. Cost Analysis and Economic Analysis

Studies carried out to analyse cost behaviour 
in information services are somewhat recent and 
normally arise as a derivative of cost-effectiveness 
and cost-benefit analysis of a particular service. 
Few systematic studies were found and none of these 
were based on a specific economic theory adapted 
for the economic analysis of systems for manipulating 
information.

Numerous studies on average and total cost were 
found but none made any effort to analyse the 
marginal cost in information systems. This is 
especially noteworthy in view of the importance of 
marginal cost to the general price theory and its 
even greater importance to the internal management 
of the system. Studies of this type have most 
probably been made by private firms but not found 
their way into print because of the confidential 
character of the data.

Average cost is defined as the cost per unit of 
output, i.e. the total cost of the whole period 
divided by the number of units of service produced 
during that period. Marginal cost (also called 
incremental cost) is defined as the addition to the 
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total cost caused by the production of one additional 
unit of the product or service, i.e., that particular 
increment in total cost which is associated with a 
unit increase in output.

The time period may be defined as a time span 
too brief to permit alteration in the scale or 
character of the fixed equipment and technology 
employed. For the purpose of this study accounting 
periods may vary according to services as in retro­
spective search services or SDI services.

An understanding of the behaviour of short period 
average cost may be useful for several reasons:

1. It will aid in establishing cost standards
which can be used for controlling costs;

2. It will help management to institute programs
of cost reduction based upon more accurate 
knowledge of the causes underlying cost behaviour;

5. It will assist in computing estimates of costs 
under the same conditions for future operations 
of the system.

Even more important may be the utilization in 

decision making process of a knowledge of marginal 
cost behaviour. Kost short term managerial decisions 
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should be made by balancing the additional cost 
caused by a suggested policy against the consequent 
additional revenue, or at least the additional 
benefit, for services that are not charged. As a 
general rule this will apply to any type of decisions 
such as the introduction of a new service, a new 
transformation process or a new marketing policy 
or changes in other operational conditions which 
are typical of information services.

More and more attention has been directed to the 
importance of marginal cost as a measure more 
indicative for economic analysis of productive 
units, but the problem has invoked little 
statistical investigation. Nevertheless, it is 

becoming increasingly recognized that costs 
compiled by routine traditional accounting 
procedures has little value as a guide to short 
term decisions and therefore little significance 
in determining price of a service. Orthodox 
accounting methods assume that costs, once they 
have been reduced to a monetary unit they are 
homogeneous in behaviour and equal in importance. 
Accounting costs tell little about the effect of 
changing operational conditions upon average costs. 
Most of the cost studies in information services 
using collected real data apply the concept of 
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average costs, assuming that the volume of output 
is the only variable influencing cost behaviour. 
Average costs derived from systems using different 
operational conditions could not be generalised 
for decision making, planning and forecasting. If 
systems are using different factors of production 
and in a different factor diagram (the balance 
between fixed and variable factors of production) 
any generalisation based on average costs could be 
dangerously misleading. The concept of average 
(or unit) costs is based on the rate of output as 
the only variable affecting cost behaviour. On 
the contrary^cost behaviour is affected by several 
variables that will act alone or, more likely, that 
will be interrelated.



2. Operational Conditions: Factors of Production

When undertaking a production analysis to 
study cost and other economic coefficients (1) one 
must therefore select certain factors whose effect 
on production and costs one wishes to consider more 
closely. We call these "specified factors of 
production" and the others "implied factors of 
production". The distinction between specified and 
implied factors will have a certain connection with 
the question of whether the factors of production 
can vary or not, depending on some period of time 
and what specific technology is used.

In certain cases a production process necessitates, 
for the purpose of achieving its objectives, the 
utilization of large facilities which in a fairly 
precise manner defines the CAPACITY of the particular 
concern. Moreover this CAPACITY cannot be altered 
except at great expense and after a considerable 
period of new constructional work. In such cases 
it is obvious that it may be of interest to study 
how the quantity of the product, its quality and 
cost vary if the factors determining CAPACITY remain 
constant while other factors of production may vary. 
The latter factors are called variable and the former 
are referred as being fixed. The manner in which
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they combine constitute the operational conditions 
of the system of production.

This kind of analysis has been neglected in 
cost studies on information services. Some cost 
analyses mention or divide costs into variable and 
fixed but the analysis does not then go any further 
into the characteristics of each factor nor their 
relationship or interdependence.

The economic concept of CAPACITY has also 
been neglected in previous studies or, more 
commonly, has not even been considered. In an 
industrial production process, the use of large 
machines, containers, physical location and transport 
facilities, define in a precise manner the TECHNICAL 
PRODUCTION CAPACITY of the particular concern.

Production capacity, in an information system 
environment, has never been defined or studied,even 
considering that it might represent an important 
variable in the analysis of the whole process of 
production. It is from the balance of the variable 
parameters upon factors which will determine capacity 
that the greater part of the present analysis will 
proceed. Factors which determine capacity are fixed 
in the short-run.
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The writer believes that the concept of capacity 
will vary for different information systems according 
to the service or services they provide. For a 
library system, for example, capacity parameters 
may include the physical location, the fixed equipment 
and the size of the collection. For retrospective 
search services the "Input volume (size of the data 
base) and equipment facilities might define the system 
capacity. For SPI services the "Input rate" ( number 
of items added in each search period) and equipment 
capabilities may also define capacity. The capacity 
so defined is the maximum capacity for the system and 
is determined by a physical limitation.

If this reasoning could be accepted^ it is a 
presumption that information systems are, in most 
cases, operating in a state of undercapacity or, one 
of always having "idle capacity". It is, also, a 
presumption that for some systems (library and 
retrospective search systems) the idleness is increasing 
annually because of operational requirements, and the 
known propensity of users to concentrate demand on 
the more recent material. In this sense, the concept 
of capacity is an important investigation line to be 
pursued, as it will strongly modify the concept of 
"economies of scale" when applied to systems providing 
information services.
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The factors or conditions which determine 
capacity will have to be combined with some variable 
factors before the service becomes available.

In information systems we have basically three 
factors of production which perform the transforming 
process. They are named for the purpose of this 
analysis:

1. Setting up or initial effort
2. Input effort
5. Output effort or search effort

"Setting up effort" is meant to comprise
all the work required to start a new service or in 
any further development of existing services. "Input 
effort" comprises location, selection, any form of 
compression (e.g. abstracting), classification, and 
storage of the raw material (primary literature) or 
its representation (e.g. references), including 
intellectual and administrative work, equipment and 
materials and the work involved in dissemination.

In terms of cost and capacity these three basic 
factors of production will be classified as follows:



FACTOR TYPE OF COST

1. Setting up effort

2. Input effort

5. Output effort

fixed, inescapable after 
they have been incurred, 
determine system's capacity

fixed, inescapable after 
they have been incurred, 
increase system's capacity 
up to physical limit.

variable, proportional to 
units of service until the 
capacity of the system has 
been reached
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3. Operational Conditions and. Cost Behaviour -
variables related to Cost

In the work carried out to identify variables 
affecting cost behaviour,data from two published 
surveys were used:

E. Peeters, "Couts du traitment automatique de
1'information documentaire" 
(Costs of mechanized documentary 
information) (67)

?. Vickers, "Cost of mechanized information 
systems” (48)

The two surveys present cost data for mechanized 
information systems. The Peeters study also presents 
some times for processing the services. Both sets 
of data were presented for one accounting period only. 
No historical series of data is available up till now, 
thus a real study of marginal cost could not be 
performed. However the methodology to study marginal 
cost is presented in the next chapter. The first 
stage of this project suggests that cost is not 
only a function of output volume. Costs in inform­
ation systems suffer the influence of "combined 

conditions". The variables affecting this combination 
were investigated as much as the cost data available 

permitted.



The analysis was made in two stages:

I - for systems providing retrospective
search services;

II - for systems providing SDI services.

The availability of real data on costs for inform­
ation services made the objectives of this study 
limited to

a) exploration of a methodology;
b) development of a practical procedure;
c) investigation of cost behaviour for the 

purpose of:
1. determining cost standards;
2. improving cost forecasts;
J. provisional indications for determining 

marginal costs;
4. cost indications for a possible pricing 

policy.

In the cost analysis variables affecting costs were 
examined. The closeness of the relationship between 
cost and the parameters which normally affect 
information systems was considered. Two kinds of 
measures were used:
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a) the index of simple and multiple correlation;
b) the index of simple and multiple determination.

The "index of correlation" measures the closeness 
of the relationship between cost and variables that 
could be affecting it.

The "index of determination" is the square of 
the index of correlation. It states the proportion 
of the variance in cost which is "accounted for" by 
the variables affecting it. It may be said to ’ 
measure the percentage into which the variance in 
cost is determined the variables affecting it.

Most of the statistical methodology was taken 
from M. Ezekiel's standard textbook (68).

3.1 The analysis of data -presented in Peeters's 
survey -

As indicated in the survey 44 centres providing 
information services were contacted but only 13 
sets of data could be used for this cost study. 
Average cost is presented as unit cost in the survey.

The cost data were presented in Belgian francs 
(with no indication of the date or where in Europe
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the centres were located). However, the survey 

presents data on times for various operations, 
for the services provided by the centres. It was 
then possible to study the costs presented using 
data on times (assuming these to be in constant 
proportion to costs).

In the original study only one variable, volume 
of output, was related to cost behaviour and one 
of the Peeters's main conclusions was that ’’the 
cost of a search is a decreasing function of the 
number of searches per year". Other factors that 
could affect cost were examined by the writer using 
the same set of data. These factors were:

i) Input effort

ii) Search effort

iii) Input rate

iv) Volume of output

- measured in terms of 
average time spent 
for each unit of input 
into the system;

- measured in terms of 
average time spent 
in one search;

- number of documents 
added each year;

- number of searches 
per year.

From tables 10 and of Peeters's study (Appendix
1), the following table for S different information

as



systems was constructed:

TABLE 1.

Number of 
documents 
added each 
year
(input rate)

Number of 
searches 
per year 
(output 
volume)

Input effort 
(in minutes 
for each doc^) 
(a,b,c)

Search 
effort 
(in 
minutes) 
(a,b,d)

IISystem
No.

27,000 1,600 78.40 41.00 1
10,000 575 56.16 240,00 5
2,000 600 11.55 22.00 4

26,000 100 12.90 150.00 6
50,000 200 57.00 492.00 7
50,000 10,000 1.00 12.00 8
5,000 50 20.00 14.40 9

500 60 72.00 1,000.00 11

The letters a, b, £, and d, indicated in Table 1 are 
explained as follows:

a) average data;
b) time of personnel effort only; (found to be 67%

of the total effort)
c) input effort includes selection abstracting, 

indexing and processing;
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d) time in minutes to produce one search

The first conclusion to be drawn from Table 1 
is that the considerable differences in unit time 
for input effort and search effort seem to indicate 
that very different techniques are being used in 
each system. This indicates that average cost, or 
unit cost, derived from the survey cannot be 
generalized to give:

Cost standards,
cost forecasts

or
pricing policies.

If search effort in minutes is taken as an
indication of the variable cost per search, it is
possible to examine some conditions affecting costs.
The measures, for search effort as a dependent variable
were found to be:
independent variable index of correlation 

(simple correlation)

index
of determination

input rate

1. input effort 0.55 0.30
o 
CL. input rate 

(excluding system
-0.25 0.06

11) 0.35 0.12
*> • volume of output 

(excluding systems
-0.32 0.12

8 and 11) -0.11 0.01
4. input effort AND 0.56 0.36
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From the correlation data we nay see that the 
most significant variable related to search effort 
(cost per search) is input effort. For this the 
positive index of correlation amounts 0.55 and the 
independent variable seems to explain in 50% the 
behaviour of the dependent variable as indicated 
by the index of determination. The second most 
important variable is the input rate if system 11 
(search effort of 1,000 minutes per search) is 
excluded. These two variables are not interrelated, 
as the multiple correlation index does not increase

•»

more than 0.01 for the addition of the variable input 
rate.

The fact must be pointed out that the size of 
the sample and the correlation indexes are such very 
low figures which do not permit final conclusions. 
However, there is no indication or evidence, from 
this set of data, that cost is a decreasing function 
of volume of output (number of searches per year) as 
pointed out in Peeters's conclusions. If and only 
if, the fixed and inescapable cost of the fixed input 
effort is considered, is that conclusion valid.

If the variable cost per search could be examined 
it would probably be an increasing function of the
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input effort and the rate of input into the system 
(Peeters's data, however, did not permit such an 
examination).

$.2 Vickers's data for retrospective search (48)

The same approach was used on the data presented 
in the Vickers's survey for systems providing retro­
spective search services. Search effort, size of 
the data base and output volume were examined as 
variables likely to influence costs.

The unit of measurement for cost was assumed to 
be the variable cost per search as indicated in the 
original table (reproduced in Appendix 2 of this 

report). Input effort could not be analysed with 
this set of data because some systems were using 
"in house" data bases while others were Just processing 
a purchased data base.

From Table 14 and Appendix VI of Vickers's study 
the table below can be derived for 8 different systems:
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TABLE 2

Vickers's data on retrospective search

Size of the 
file searched 
(no.of items)

Number of 
searches 
per year

Variable cost 
per search
(U.S. $ )♦•

Search 
effort*  *• 
per year 
(U.S. $)

System
No.

160,000 1,000 55.60 27,100 1
100,000 200 56.75 7,628 9A
516,000 1,600 22.50 55.084 11
22,000 150 4.60 712 12
40,000 5,600 9.20 51,224 15
25,000 1,200 10.50 10,106 14
40,000 2,625 5.50 6,565 18

1,000,000 1,800

■

155.70 45,045 19

* Cost of search effort comprising: search formulation 
costs, computer processing costs, output printing 
costs, output checking, reproduction costs, mailing 
and distribution costs.

*• In 1971 $/sterling exchange rates were reasonably 
stable at ?2.40 to £1.
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The correlation indexes for the dependent 
variable (variable cost per search) with the 
independent variables were found to be:

Index of Index of
Independent variable correlation

(simple correlation)
1. number of searches per year -0.21

(output volume)

determinatioi

0.04

2. volume of input 0.91 0.85
(size of the file)

5. search effort 0.64 0.40

From this set of data it was found, again, that 
the volume of output is only weakly related to cost. 
There is still no evidence that costs are a 
decreasing function of volume of output. However, 
there is some indication that incremental costs is
an increasing function of some operational conditions
as:

1) Input volume (size of the data base)
2) Search effort

5-5 Analysis of Vickers's data on costs for SDI systems

The study of the conditions affecting cost behaviour



in SDI services was made using data extracted from 
the Vickers's survey and the data presented for 11 
centres as indicated in Appendix J of this work. 
From Vickers's table, the table presented in our 
Appendix 4 was constructed, where the data were 
rearranged to fit our needs.

We tried to identify operational conditions 
affecting cost through simple and multiple correlation 
testing. The variable cost was used and the fixed 
cost of data base construction or purchase was 
considered inescapable after having been incurred 
and thus not affecting short-term decisions. All 
variables used in the correlation process were 
derived from Vickers's data and explained in 
Appendix 4 of this thesis.

Six dependent variables were studied in relation 
to the independent factors examined. Listed below 
are the dependent and independent variables considered 
in our study:

I) Dependent variables related to cost

Variable cost per year
Variable cost per profile per year
Cost per profile per run
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Average number of output (items) per run

The independent factors (variables) which may 
form the operational conditions of the system were:

II) Independent variables that could affect costs

Number of searches per year
Number of records per year
Number of runs per year
Number of search terms per profile
Number of items of output per run
Number of records per run
File size per search
Number of profiles per search 
Volume of output (items) per year 
Computer processing per run 
Profile maintenance per run 
Number of search terms per run

In Appendix 5 of this thesis the correlation and 
determination indexes for these variables are given, 
and thus their influence on costs can be assessed.
An interesting indication from that table is that 
the time interval of one year gives poor indications 
of cost behaviour for SHI services. The important 
time interval seems to be the period of time when 
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the variable elements act on the fixed element (rate 
of input). Thus the analysis was carried out taking 
cost per run as the short term variable cost.

The variables affecting cost more strongly than 
the average were found to be: (Simple correlation)

Number of profiles per search
Volume of output per search
Computer processing per run
Profile maintenance per run
Number of runs per year.

Stronger correlations were found when some 
variables were interrelated acting to explain cost 
behaviour: (Multiple correlation)

Number of profiles per search
AND

Number of runs per year

Computer processing per run
AND

Profile maintenance per run

Number of records per run
AND

Number of search terms per run
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Number of search terms per run
AND

Volume of output per run

Profile maintenance per run
AND

Number of search terms per run

Computer processing per run
AND

Number of records per run

The correlations with number of output (items) 
per run as an independent variable show some factors 
that could increase the volume of output (items) per 
run and thus theoretically decrease the cost per item 
of output. These variables are shown in Appendix 5 
of this thesis and it is interesting to note that 
some of these variables are directly related to cost 
in an increasing manner. If they will increase the 
volume of output (items)*they  will not push costs 
down but they certainly will increase the cost per 
search.

*N3: By '’items" is meant the number of references 
produced.
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CHAPTER III

ECONOMIC EVALUATION



1. Theoretical approach for the study

Most of the theoretical approach for the study 
was based on the Ragnar Frisch "Theory of Production" 
(1). The concepts were taken from: PAST ONE - Basic 
Concepts of Production; PAST TWO, Chapter 5 - 
Various Methods of Describing a Continuous Production 
Law, Chapter 6 - The Technical Optimum Law when 
Considering Partial Variations of a Factor or a Group 
of Factors and Chapter 10 - Economic Adjustment to 
Fixed Prices.

The main objective of this study was to try to 
formulate a production function for information systems 
aiming towards cost minimization and product maximi­
zation under the conditions of a continuous variable 
factor, search effort, V2, and input effort, V^, a 
factor with characteristics of indivisibility, but 
not a limitation factor. They are not independent 
factors and input effort, V^, affects the adjustment 
of the variable factor, search effort, V2.

The production function would be then:

X = f(V1V2)

where:
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X = quantity of output
= input effort

?2 = search effort

The author is aware of certain developments in 
the theory of production since it was formulated in 
1965 in Frisch version. Most of the new theoretical 
approaches are based on price uncertainty and the 
production flexibility to it, i.e. the fact that all 
decisions are made before the market price of the 
commodity or service being produced is known.

We dare to say that for information systems the 
price in the market is not as a strong variable as 
the behaviour of the demand for the information 
service provided by th« system. However, for the 
sake of clarity we assume that in our production 
function no account is taken of uncertainty, as 
defined in Turnovsky (69), in the production of 
information services. All the production decisions 
for a given period are made before the selling 
price for that period is known, and that once those 
decisions are made they are irrevocable.

It is important to stress also, that all the 
Frisch concepts used in the present analysis are 
valid to date, and that any new development on the 
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theory of production, apart from uncertainty, were 
made to fit specific applications to a specific 
market or product. Some recent examples where 
Frisch's theory of production has been cited are 
references (70), (7‘1)» (72) and (73).

Some definitions and assumptions connecting 
the theory of production to information systems 
are needed. These are the "value judgements" from 
which the analysis of this chapter will start:

1. TECHNICAL PRODUCTION - 
technical production means any transformation 
process which can be effected by human beings. 
The transformation process indicates that 
goods or services which enter the process 
lose identity in it, ceasing to exist in 
their original form, while other things 
emerge from the process. The first are 
called input elements (or factors of 
production) and the latter are referred as 
output (or final product). The transform­
ation process, in the technical sense, need 
not alter the actual material qualities of 
things concerned, but could merely be a 
movement, a selection or a conservation.
A production process, in the technical sense, 
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need not be necessary to create VALUE or 
USE. If a product (or information) becomes 

valueless owing to the state of the market 
(or user judgement) the process that 
produced it is still a production in the 
technical sense of the word. In a production 
process there exists input elements, output 
and a technical or quasi-technical relation­
ship between the two. These input elements 
will be either fixed or variable. Information 
systems which perform the transformation 
process of selecting acquiring, indexing, 
storing and disseminating information are 
in our view production units. They have 
input elements such as books, periodicals, 
etc... manpower and some sort of equipment. 
They have a transforming process according 
to some very specific technique and the final 
product does lose its identity in the process. 
Certainly these kinds of systems exhibit a 
process of selection, movement and conservation.

In the analysis the quality of the final 
product is considered constant. If the 
information received by the final user is 
completely non-relevant it has a cost for 
the system which producesit just as much as
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relevant information has

2. SINGLE-WARE PRODUCTION -
a single uniform product is provided OR 
different services could be reduced to a 
single unit of measurement OR the analysis 
has to be made for one service at each 
time.

3. TECHNICAL MEASURABILITY -
the quantity of output and the quantity of 
input elements used in the process can be 
measured in some appropriate unit. The 
information service provided by the system 
has to be reduced to a defined unit, i.e., 
one search, regardless the number of 
references in each search.

4. CONSTANT TECHNIQUE OF PRODUCTION -
the transformation process is carried out 
under the same technique for all the output 
yielded by the system, i.e., the operational 
conditions remains the same for the period 
under observation.

5. SHORT TERM -
is defined as the length of time when a 
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certain factor of production, its price 
and the technique of production are held 
constant.

6. LONG TERM -
the length of time when all factors of 
production, the technique of production 
and prices may change.

7. OPERATIONAL CONDITIONS -
they are formed by fixed and variable 
factors of production which adjust 
together under a specified transforming 
process.

The analysis performed in this chapter and the 
next chapter is made considering production in the 
short term.

The use of this kind if analysis should enable 
the study input elements in relation to each other 
and to output. A "technical coefficient of production" 
could be devised for the input elements which form 
the operational conditions of a particular system. 
Measures of productivity for these elements could 
be defined. The system manager knowing the technical 
relation and the productivity of each input element 



and its costs (or the availability of his resources) 

could efficiently allocate resources, plan changes 
in the services and if necessary formulate a pricing 

policy.

However, it should be pointed out that the 
difficulties of calculating the cost of a particular 
input element per unit of output for information 
services is a difficult task. Nevertheless, the 
study of these input elements in the way proposed 
give, at least, an approximate indication of the 
behaviour of these "technical coefficients", and in 
which manner their variation could modify the cost 
structure of the system.

The theoretical approach presents the idea of 
marginal or incremental costs, i.e., the cost of 
one unit more of the particular service being provided. 
It differs from the concept of "unit costs" , which 
has constituted a major part of past studies and 
which brings with it the idea of average costs.
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2. Economic analysis and information systems

The cost study is indispensable to construct a 
framework of the evaluation environment. But as it 
has been discussed several variables are related to 
cost. The "Unit cost" measure, based on average cost, 
can only give misleading information for decisions as 
the writer tried to demonstrate in the previous chapter.

Single measures of "economic efficiency" are needed 
for the decision process. These measures are suggested 
in this chapter. Not only the measures, coefficients 
or indicators are important, but the whole process 
of analysis is a new way of looking at information 
systems.

In a published note (74) D.J. Urquhart made some 
remarks about economic research in the information 
field. Quoting part of his note:

"These proposals arise from a source,
which believes implicitly in the "economic 
man" and the concept that demand creates 
supply. But the absence of any useful 
results from previous attempts at the 
economic research into information transfer 
suggests that the basic tests of the economist 
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do not apply in this field. The position appears 
to be that the "information man" is substantially 
different from the "economic man". Undoubtedly 
he lives in a world where supply can create 
demand."

For a first comment on his note it may be said 
that not enough real economic research has been done 
in information transfer systems to suggest the absence 
of useful results, due not to researchers trying and 
failing to get useful results, but to the lack of 
appropriate work being done. Here it could be pointed 

out that there has been a misunderstanding of the 
methodology of analysis where cost analysis alone 
is taken to represent a full economic analysis. 
Secondly, the "economic man" may be different from 
the "information man" on the consumer side. The 
information consumer has not historically lived in 
a market situation. Thus he does not need to behave 
as rationally as the "economic man" when choosing 
his options for gathering information.

The information production man, however, has to 
be as rational as the "economic man" when allocating 
available resources and understanding the economic 
factors that may be affecting the operational 
efficiency of his information system. He needs to 
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be even more rational than "economic man" as he lives 
not only in a world where supply can create demand, 
but also in his environment, supply could be 
constrained by demand.

Economic analysis will have many ways of helping 
the information producer man. At the moment, however, 
it seems it could be most effectively used in the 
process of decision making. Many decisions about an 
existing information system have been made until now 
on the basis of cost analysis only. We may use a 
model like a pyramid to illustrate that for an inform­
ation system there are three levels of objectives as 
in any productive unit. Decisions will have to be 
made at each level and they are not only bound to 
cost constraints. These decisions will certainly be 
influenced by operational and economic factors. 
Operational efficiency has a well defined and accepted 
methodology in the information field. This is not the 
same on the economic side. There is a lack of method­
ology and indicators for decisions on economic efficiency. 
The information producer will need to know more about 
the economic nature of all the factors affecting his 
production unit.

The objective/decision pyramid is illustrated in 
Figure II.
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FIGURE II
The Objective-Constrain Pyramid
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It demonstrates the idea that there are a number of 
persons engaged in the whole process to achieve the 
systems objective. Few persons in the top level will 
be called "information producer man". They will have 
to combine economic and operational efficiency to 
achieve the systems objective. Thus they will have 
to be an "economic man" as much as an "information 
man".

The man at the top, for rational decisions, needs 
information on user interaction with the system to 
improve operational conditions, and information on 
the economic environment in which the operational 
conditions are being achieved or could be improved.

If costs alone are inadequate bases for the decision
*

process in strategic planning and if in general it 
is very difficult or even impossible to evaluate 
information by its value in use, economic analysis 
may lead to better decisions when describing the 
economic environment of information systems.

An example of how this analysis may be used is 
given with the data and conditions taken from reference 
(75) and summarized in appendix 6 and 7.

It assumes a manual system with input rates of
*By strategic planning is meant high level decisions
on system development, changes in technique, marketing, etc.... 
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2,000 documents a year - system 1 (S1) - in one case 
and 10,000 documents a year - system 2 (S2) - in 
another case, the same technique being used in both 
systems over a five year period.

In the example the average cost per search for 
both systems are inversely related to the volume of 
searches which have been put to the system. This 
is obviously expected because if the volume of output 
(searches) increases, some fixed costs are spread 
over more units. The rational decision in this case 
would be to increase the volume of output as much as 
possible to use the effects of economies of scale 
over the fixed cost.

But this information based only on the analysis 
of the average cost, does not give enough information 
about the economic environment in which the system 
is operating. Nor does it help decision making if 
the volume of output is a fixed or quasi-fixed variable 
in the system, i.e., how explicit would be the informa­
tion that search costs decrease if the number of 
searches increases when the system is operating with 
a constant fixed demand of 100 searches a year.

If average costs are the only information to 
back decisions and planning for the future the
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probability of wrong decisions would be considerable. 
That is where a procedure for economic analysis of 
information system could help.

To begin with the economic considerations, one 
will have to know that "setting up costs" is a decision 
variable only in the year 0. As long as a decision 
is made to start the service, setting up costs are 
bygones and bygones are bygones forever in the economic 
world. Any economic decision of how the system is 
operating in year 1 or 2 will not take into account 
setting up costs incurred in year 0.

The next decision would be about the INPUT RATE*,  
i.e., the number of documents fed into the system 
during a specified period of time. This decision 
has much to do with the quality of the service provided 
and users' need of information.

A higher input rate will mean a more comprehensive 
system and the probability of better quality of output. 
However, as long as a decision has been made on the 
input rate this will represent a fixed factor for 
the production of the service. It does not limit 
capacity as in the industrial sense but it varies

* INPUT RATE in our example is cumulative over a 
time period into INPUT VOLUME.
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only in significant amounts in fixed or quasi-fixed 
proportions. It can be left idle like a big machine 
in a production line that is not properly (or economic­

al? y) used.

In both systems considered in this example the 
only variable factor is SEARCH EFFORT, i.e., the 
amount of time for producing one unit of output 
(regardless the number of references found in each 
search). Thus the production factors of System 1 
and System 2 could be summarised as:

Production factor 
setting up effort 

annual materials

input effort

search effort

Characteristic
fixed

fixed

fixed

variable

Type of cost
fixed inescapable
after year 0
fixed inescapable 
once incurred
fixed inescapable 
once incurred
variable in units 
of one search

In a working system, if we abandon setting up
costs and aggregate annual materials costs in the
input effort cost we will have our production subject 
to two factors INPUT EFFORT (V i) and SEARCH EFFORT (V2).

If X is the amount of output from the system
(number of searches) it then will be a function of



V. ana. V :
1 2

X = xCVi ,v2)

and the total cost of production would be:

n = ptv4 + p2v2 

n = c + p2v2

where C is a constant corresponding to the cost of 
the fixed rate of input and P2 V2 the cost of the 
variable factor of production.

The next information the decision maker ought 
to have would be about the technical relationship 
of the production factors utilised by the system. 
Thus the economic concept of "substitution of prod- 
uction factors" is not applicable in this environment. 
Input effort and search effort are not replaceable 
for each other in order to maintain or increase the 
amount of output. In other words the number of items 
or documents which have been put into the system 
(input effort, V1) bears no relationship to the 
productivity of the whole system*.  The rate of input

* No consideration is made here as to QUALITY of output. 
Productivity of a production factor is considered in 
the technical sense as the rate between increase of 
output quantity and increase of the factor quantity. 
The output is considered to be homogeneous in the 
technical production sense.
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may and probably will influence the productivity 
of system, but it alone will not have any influence 
in the volume of output. One cannot replace search 
effort by input effort and still have the same 
amount of output. That is where cost analysis 
alone could provide misleading information about 
the economic performance of the system. Average 
cost analysis will show increasing returns with 
increasing scale of production, not because the 
system is performing with higher efficiency but 
mainly due to spreading the investment made 
through input costs.

The concept of normal from the economic 
theory - equal product curves - again is not 
applicable in this type of system. If the 
factors we are considering were divisible and 
substitutable we would have curves shaped towards 
the origin as in Figure III overleaf:
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and the substitution ratio would be

_^2
x2 dV-|

Xx - marginal productivity of factor i. 
dVx - increase in quantity of factor i.

However, for the system in our example*,  the 

factors of production V>] and V£ are not a 
substitution relationship. Factor V^ is assumed 
to have characteristics of indivisibility and so 
the isoquants will not be continuous as in Figure 
III but a series of points along horizontal lines 
which represents the input volume of S1 as in 
Figure IV overleaf:

* The analysis has been using systems indicated in 
Appendices 6 and 7. This is an in house system 
that produces its own data base and searches it. 
For a data base processor the same analysis could 
be used. For a data producer only the methodology 
could be used but the implications would be different.
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The analysis of system 1 (S1) with an input rate 

of 2,000 documents per year over 5 years gives in the 
first instance the unit cost of a search as indicated 
in Table III below:

Table III

Unit Costs per search in £s.

YEAR:- 1 2 5 4 5
SEARCHES

50 27.6 10.5 10.5 10.5 10.5
100 15.8 5.2 5.2 5.2 5.2
200 7.0 2.7 2.7 2.7 2.7
500 2.8 1.2 1.2 1.2 1.2

(in the first year, the setting up costs are included)

This information shows only that average costs 
are inversely related to the number of searches. 
Costs presented in this way show the existence of 
’’economies of scale” but does not indicate the reason 
for the increasing return.

If we accept that search production is related 
to two production factors: input effort, V1 and output 
effort, V2 (search effort), search production is a
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function of V, and V2 as:

X . xCVj ,V2) (1)

Factor V1 is accepted as fixed indivisible input, 
that being essential to production does not limit 
capacity or influence the quantity of output.

Production then, in terms of number of searches, 
is a function of V2 :

X = 0.5 V2 * (2)

The rate of increment in output due to variations 
in V2 is the ’’marginal productivity" of V2, defined 
by:

(3)

The rate of input for factor V2 is

and its average productivity

i . S- . 0.5 (5)
2

• V2 is search effort in minutes and has the numerical 
value of 0.5 under the conditions set out in Appendix 6..
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(6)

The expression for the total product is:

if

then

d*  - -fv" -IV*  (7)

Equation (7) indicates that product increment
is only related to search effort in this particular 
case.

The "elasticity of production'relative to factor

Xz - marginal productivity of V2
Xz - average productivity of V2

The coefficient E gives the information of what 
happens when relative increments occur in the qualitative
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value of the production factor and in the quantity 
of product. It is also the ratio between the 
marginal and average productivity, and in the 
present case equal to 1. This means that for 
system 1 increments in the quantity of factor 
V2 (search effort) are producing constant returns 
of scale as opposite to decreasing returns of 
scale if factor V1 (input effort) is taken as 
directly related to output quantity (number of 
searches produced). If and only if E>1 decreasing 
returns of scale will be obtained for factor 72.

In this particular situation the technical 
decision should be to increase production as 
much as possible bearing in mind that factor Vj 
(input effort) does not limit production, at 
least in quantitative terms. The optimal 
production point is then the maximum production 
point. It is valid to mention that the concepts 
of marginal productivity, average productivity 
and of elasticity of productivity are technical 
indicators rather than economic indicators.

The isoquants (Figure 17 ) for system "1 will 
have the form of points over horizontal lines 
which represent the volume of input in the system. 
In Figure 7 the increase in the variable factor
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FIGURE V
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is plotted, showing the marginal productivity, average 
productivity, production elasticity and total product.
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The total product in this particular technical 
environment will grow indefinitely as quantities 
of the variable factor V2 increases.

The previous analysis was made considering the 
technical relations of a production unit. It may 
not bring solutions for the information producer 
man and his decision problem but it will certainly 
help him to understand some technical relations 
which affect his production unit.

The next point will be to examine, for the same 
system S1 the cost function and how it could be related 
to the technical environment of the system.

In system S1 the total cost function will be 
given by the equation:

n = C + Pi Vi + P V2 (9)

n = 60 + 450 + 0.075 v2

C - fixed cost of annual materials, etc....
P V. - fixed cost of input effort
P, V. - variable cost of search effort

The first two term of equation (9) being in­
escapable will not represent a decision variable
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once they have been incurred. Thus the cost of the 
variable factor of production is the one which will 
give most information for making decisions. The 
total VARIABLE cost for system S1 will become then:

n = p2v2 

n = 0.075 V2

P2 - price of search effort
V2 - quantity of search effort

From equation (4) we have:

V2 « 2 X

thus from (4) in (10) we have:

n = 0.15 X

(10)

(11)

the marginal cost is:

0.15

and the average cost is:
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As long as the conditions indicated in Appendix
6 remain constant the marginal cost of one search 
will be equal to the average cost and both will be 
constant (for the variable cost). In this new view 
the economies of scale shown in Table III will become 
constant returns of scale as in Table IV below:

Table IV

Number of 
Searches

Unit Cost:1 
inclusive 
input costs

Unit Cost:2 
only variab­
le factor

Marginal Cost:5
Cost of one unit 
more

50
£
10.5

£
0.15

£
0.15

100 5.2 0.15 0.15
200 2.7 0.15 0.15
500 1.2 0.15 0.15

In column 1, Table IV, the existence of economies 
of scale is due to the fixed cost of input been spread 
over increased units of output. Costs shown in column 
2 and 5 in the same Table IV, based on VARIABLE COSTS, 
indicate the real cost of producing one unit more of 
output. All the costs indicated in Table IV would 
lead to the same decision of increasing the volume 
of output as much as possible, but unit cost in column 
1 if considered alone could be misleading with respect 
to decisions in future investment and pricing policies.
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The minimum cost condition for system S1 (variable 
costs only) is given by the marginal cost being equal 
to the average cost per search. A rational decision 
would be to increase output volume as much as an 
acceptable range of operational efficiency, assuming 
also constant price for V2 and its marginal productivity 
constant over the 5 year period. The mathematical 
formulation for the minimum cost condition, using 
Lagrange's Method for a constrained minimum, would 

be:

H = F, V2 (cost function to be minimized)

subject to the constraint that:

X = 0.5 v2 = x0
X = Xo (number of searches constant)

We have then a new function G(V2) to be minimized

G(V2) - F2 v2 - xh(v2) - x 0 

G(v ) = 0.0?5 V2 - x[o.5 V2 - x0J

the necessary condition for minimum cost is:

dV2 2 X dV2
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2 Z2
X ~ P2 (12)

thus

and using the numbers of our example:

0.15 (15)

A —Lagrange multiplier, a measure of the rate at 
which a small variation in the constraint will change 
the value of G so:
X - marginal cost for factor V2 
P2 - price of one unit of V2 
x/ - marginal productivity of factor V2

The necessary condition for a minimum cost, from 
equation (10), would be marginal cost being equal to 
the ratio between price and productivity of factor 
This is true for system 1 where it is equal to £0.15. 
So, as long as P, = 0.075 and X = 0.5 the system 
will be working at minimum cost and the rational 
decision would be to increase output volume as long 
as operational efficiency permits.

If no consideration is given to output quality, 
any change from this situation would mean a bad 
economic decision for system 1. Suppose that the
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producer decides to alter the systems technique what 
will increase search productivity X2 from 0.5 to 1.2 
but assuming that with this new technique he will 
have to pay more for units of search effort V2 , now 
at £0.25 each unit. At minimum cost condition the 
new marginal cost will be £0.17 per search, a decision 
only acceptable if there is a need to increase 
operational efficiency. Figure VI shows for S1, average 
and marginal cost (variable factor), average cost 
including input effort costs and the total variable 

cost.

Another indicator of cost performance is the
’’Total cost elasticity”. This shows the ratio between 
the relative variation in costs and the relative 
variation of output quantity, i.e., a measure of how 
increases in output quantity is affecting costs:

v dfi . dX
(14)

k = -jr
T

n' - marginal cost

y - average cost
E = total cost Elasticity

In our example for S1 considering only the variable
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FIGURE VI
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factor V2 the cost elasticity K will be equal to
1 i.e., increases in total variable cost varies at 
the same proportion of increases in the quantity 
of output.

The cost study could be extended and related 
to the technical nature of the production law 
through the "Wicksell-Johnson Theorem" discussed 
in Schneider (?6) which Frisch (5) called the 

"Passus Equation":

ST V-- E.X (-I5)
A = 1

- quantity of factor Vx
X^ - marginal productivity of factor a

E - production elasticity
X - quantity of output

If equation (15) is subjected to the minimum 
cost condition indicated in equation 12, we will 
have an indication of factor and output distribution 
of income, i.e., the income that has be-en put to 
the factor and the income derived from the output. 
From the minimum cost condition in equation 12:



(16)

then:

P2 

applying equation (15) to our example, system S1, 
we have:

V2.X^ = E.X (17)

Substituting from equations (4) and (16) in equation 
(17):

I II
(18)

This relation brings together the technical and 
economic aspects of the production. In a rational 
situation I and II must be equal as they represent 
the distribution of income for factor quantity and 
output quantity.

The relation in equation (18) is also an indicator 
of how far the system is from the minimum cost condition. 
In the example, for system S1, we can verify equation 
(18) as the system is working in a condition of minimum 
cost, assuming that:
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X = 50 (number of searches)

P2 = £ 0.075
E = 1
X = £ 0.15

and using equation (18):

2.(50).(0.075) » (1).(50).(0.15)

£ 7.50 = £ 7.50

If the system is spending more income with the 
production factor than the income generated by one 
unit of output, it would be an indication that the 
technique used by the system in the transforming 
process should be changed. Unless operational 
efficiency requires the contrary, at least the 
manager of the system will know how his system is 
operating.

There is another relation that brings together 
the technical and economic relations in a production 
unit (Frisch (5), Schneider (76)). The relation 

states that at minimum cost condition the average 
cost is equal to the product of the elasticity of 
productivity and the marginal cost; for the variable 
factor:
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(19)

which for system S1 where:

H y = £0.15
E = 1 
H‘ = £0.15

is true for any amount of output.

If the relation indicated in equation (19) is 
used with the average cost shown in the first column 
of Table 1, where input costs are being considered, 
the elasticity of productivity for the variable 
factor (the only one which has a technical relation 
with the volume of output in our example) will have 
to assume values greater than one. An example for 
500 searches is given below:

X = 500

y = £1.20

E = 8.0

n’= £0.15
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A large value for E, the elasticity of product­
ivity is shown for 500 searches if the average cost 
includes the fixed cost of input effort. This seems 
to indicate that if the average costs including the 
cost of input effort is assumed to be in minimum 
cost condition, the elasticity of productivity of 
the variable factor would have to be as high as 8.0, 
although it is known to be equal to 1 in our example 
for system S1. However the relation in equation (19) 

could give some indication on the use of the input 
effort, related to the number of searches and its 
cost. The nearer E is to 1 the better will be the 
use which has been made of the fixed input effort, 
in terms of the amortization of the input costs in 
relation to the incremental cost of the output.

This measure only relates the cost of the fixed 
factor to the incremental cost of the variable factor. 
It is not an optimal point which in this case would 
be to increase search effort (number of searches) 
as much as the operational efficiency would permit.

The average cost of input effort will be amortized 
to the incremental cost of the output when:

n T TT I
jl = —y or E = 1 for tt-*"  = E.n
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- average cost of input effort

n - marginal cost of one search

In system S1 this will happen at 3»000 searches, 
for time period of input effort. At 5,000 searches 
the average cost of the input effort is equal to the 
incremental cost of output.

This is only a reference point. At 3,000 searches 
the income generated by the variable factor (3,000 x 

£0.15) is equal to the income spent with the input 
effort (£ 4-30) (conditions set in Appendices 6 and 7)

We could then define "A" as the "rate of amortiz­
ation of the input cost to the incremental cost of 
one search”:

A = S - 1 (20)

where

In our example for system S1 A will assume values

of:
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Table V

Number of searches A

50 59
100 29
500 5

5,000 0

The quantity A is an indicator of input costs 
amortized to incremental output cost. It will 
divide the volume of output in three regions:

If A >0 input effort cost is not amortized to 
the incremental cost of one search 
(I in FigureVII)

If A = 0 input effort cost has been amortized
to the incremental cost of one search 
(II in Figure VII)

If A < 0 input effort cost becomes less than
the incremental cost of one search 
(III in FigureVII)

Figure VII, in page 99 shows the three regions 

described above.

The same analysis will be now applied to system
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S2 with an input rate of 10,000 documents per annum. 
As indicated in Appendix 6 the rate of input will 
influence search effort. Every batch of 10,000 
cards will increase search time by two minutes.

The same assumptions regarding production factors 
for system S1 are applicable to system S2. The only 
variable factor of production is search effort. 
Again in this case both factors, V1 , input effort 
(input rate) and V2, search effort, are for the same 
reasons discussed for system S1, not in a region of 
economic substitution. But in this case the volume 
of input, W, (different from the concept of the rate 
of input) will affect the productivity of factor , 

search effort.

If we assume for system S2 the output (number 
of searches) as a function of search time, the 
production function will be:

y .V2 (21)Z (O.OOO^).W

X - output quantity
V2 - search effort in minutes
W - volume of input in the system

The marginal productivity of factor V2will be:
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1 (22)
(0.0002),W

The marginal productivity of V2 shows an indirect 
relationship with the volume of documents in the 
system,W. The marginal productivity will assume 
values of:

1/2 for W = 10,000 documents

1/4 for W = 20,000 documents

1/6 for W = 50,000 documents

The table overleaf indicates the decreasing 
marginal productivity, X2 as the volume of input, 
W increases:
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Table VI

V2:search •
I effort

(minutes)
N U M B E R OF S E A R C H E S

100 50 25 16 12 10

200 100 50 33 25 20

500 150 75 49 37 30

400 200 100 66 50 40

500 250 125 83 62 50

600 500 150 99 75 60

700 350 175 116 87 70

800 400 200 152 100 80

900 450 225 149 112 90

1,000 500 250 166 125 100

W:volume 
of 

input 10,000 20,000 30,000 40,000 50 ,000

(Document^
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In any line of Table VI one can see that for 
the same amount of V2 (search effort) less searches 
will be produced, as V} (input effort) increases W 
(volume of output). The isoquants showing the same 
output range, will also be points along horizontal 
lines which represent the input volume, as in Figure 

Till, page 105 •

The imaginary lines connecting these points will 
have an inclination indicating that a greater quantity 
of factor of production V2 is needed as the input 
rate increases.

The average productivity of search effort for 
system S2 will also be equal the marginal productivity 
but in this case for each level of incut volume, W.

In system S1 we had constant returns of scale 
for all levels of input volume over the 5 years. 
In system S2 decreasing returns for factor V2 
(search effort) occur as the volume of input increases 
at a rate of 10,000 documents per year. In Figure 
IX this is plotted for 50 and 500 searches per 

year.

The elasticity of production (E) for factor
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FIGURE VIII
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FIGURE IX
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will not give much information as it will be equal 
to 1 for each one of the five years, or each level 
of input volume. This means that increases in the 
product (number of searches) will represent the 
same -proportional increase in the amount of the 
variable factor employed, hiding the fact that 
marginal and average productivity, X*  and X, are 

decreasing as the volume of input increases.

Some more information is needed to analyse the 
relationship between W (volume of input) and dVj 
(rate of input) and V2 (search effort). If we 

examine the marginal and average productivity of 
search effort, V2, for increases in V] , (input 
effort) we will find:

I 1
(0.0002).W

« _ dX2
2.l = dV^

1
0•0002.

(23)

where:
x‘ - marginal productivity of factor V?
X'2 j - second derivative of X’2 with respect to 

dV - rate of input
W - volume of input
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FroE equation (25) we can see clearly that 

there is a decreasing productivity for search effort 
related to increases in the volume of input.

There is no technical explanation for a system 
performing under this inverse relationship as:

lim 4 = 0
W-> «

Any system working under these technical conditions 
must change its technique of production to improve 
considerably or reverse the relation shown in equation 
(25).

The total cost function for system S2 would be:

n = M + 0.225 d Vx + 0.075. (0.0002. (W) . X) (24)

where:

M - fixed cost of annual materials, etc.... (a)
0.225 dV - fixed cost of input rate (b) 
0.075.(0.0002 (W) . X) - variable cost of search

effort (c)
(all the conditions were as set out in Appendices
6 and 7)
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As (a) and (b) are fixed after a decision has 
been made the costs directly influencing decisions 
are those associated with the variable factor V^:

n= 0.075. (0.0002 . W .X) (25)

and the marginal cost will be:

, nif- 0.075 . (0.0002 . W) = -y (26)

and equal to the average cost (for the variable 
factor) for each level of input volume, W.

The cost elasticity, for the variable factor, 
is equal to 1, as marginal cost is equal to average 
cost. This means that costs are increasing at the 
same proportion of output but for the same volume 
of input only.

The marginal cost is increasing by £0.15 if the 
rate of input is equal to 10,000 documents per annum:

n'= 0.075 • (0.0002 . W)

if W = 10,000 documents:

n'= 0.15
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The minimum cost condition for system S2 is 
given by the same method used in page 89 for 
system 1:

S(V ) - 0.075 v2 - z . v2 -xo)

a necessary condition for minimum cost being:

which makes the minimum cost condition for system 
S1 to be:

1
(0.0002 . W)

x 0.075

✓
12 - marginal productivity of
P2 - price of one unit of V2

In a minimum cost condition
will be:

(28)

the marginal cost

n*  = 0.075 . (0.0002.W)

From equation (28) we may say that in the 
minimum cost condition the marginal cost is equal 
the ratio between the cost of the variable factor 
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and its productivity.

System S2 is performing at minimum cost if it 
tends to increase output as much as possible in each 
scale of input volume.

If the volume of input W, increases at a rate 
of 10,000 documents a year the marginal cost will 
increase at £0.15 a year as indicated in equation 
(29):

4U . £0.15 (29)
dw

H*  - marginal cost
dW - increase in volume of input (10,000 doc./year)

The volume of input increasing at this rate 
seems to indicate that there is nd optimal economic 
adjustment for system S2 as marginal and average 
costs are increasing indefinitely to a limit of:

Lim n‘ = 0.075 . (0.0002 W) = « (50)

In this case the rational economic decisions 
for system S2 would be:
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1. to increase output (number of searches) as 
much as possible (and. if it is possible) in 
every scale of input volume;

2, to change the production technique of the 
system to reverse, or at least to decrease 
the technical relation affecting search 

productivity;
5. to work with the system based on reasons of 

user needs but knowing that the system is 
uneconomical and will become worse over 
the years;

4. to close down system S2.

The technical relation affecting productivity 
of system S2 could be economically demonstrated 
using the minimum cost condition of equations (12) 
and (28) and the technical relation of equation (15)• 
From equations (12) and (28) we have:

1
T = PT (minimum cost condition)

that can be written:

(51)

From equation (15) we have:
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(52)

Z V- X£ = E X

that for system S2 would be:

For system S2 the production function was said
to be:

0.0002 W
V2

and the quantity of V2 needed for X units of 
output:

= (0.0002.W) . X (35)

Applying ($1) and (33) in (32) and knowing 

that E = 1 at the minimum cost condition, we have:

?2 = E .X. X (54)
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The technical/economic relation pointed out 
in equation (54) indicates the income that was 
spent for factor V2 , search effort, on the left 
hand side. On the right hand side is the income 
generated by the amount of output (number of searches).

If the volume of input increases by a rate
of 10,000 documents a year we may say that the
income generated by the output has to increase at

a rate of £0.15 per unit of output to balance the
factor income. The value of £0.15 is the rate of 
increase in marginal cost due to increases in the 
volume of input. Table VII gives a numerical 
example of^relation shown in equation (54) for 

50 searches and a constant price of £0.075 per 
unit for factor V2.

Table VII
(50 searches)

VOLUME OF
INPUT W

FACTOR
INCOME

[(0.0002WU]p2

OUTPUT
INCOME
x.x

MARGINAL
COST

X

RATE OF
INCREASE nr
MARGINAL
COST x‘

10,000 £ 7.50 £ 7.50 £0.15 0.15
20,000 £15.00 £15.00 £0.50 0.15
50,000 £22.50 £22.50 £0.45 0.15
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Table VII seems to indicate that for the same 
amount of output the income spent in the variable 
factor is increasing by a rate of X X or 0.15 X, 
when the productivity of that factor is decreasing. 
This could be called Rate of Income Increase for 
the Variable Factor, for the same amount of output 
due to a decreasing productivity of that factor, 
and defined by:

L = x' . X

L - rate of income increase for the variable factor 
X1 - rate of increase in marginal cost

X - output quantity

The rate of amortization of the input cost to 
the marginal cost of a search assumes for system S2 
a different aspect as the marginal cost of one 
search is increasing over the years as a function 
of input volume.

In system S1 we calculated the rate of 
amortization of input costs applying equation (20):

A = S - 1
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where:

- average cost of input effort
X

n - marginal cost of one search

If we apply this to system S2 the number of 
searches which will amortize input costs will 
decrease over the years as marginal cost increases. 
This shows the increasing income that has to be 
spent with the variable factor.

It could be suggested, however, that a point 
of amortization for the input cost could be the 
number of searches that equals the cost of input 
to the rate of increase of marginal cost of the 
•ariable factor. With 15,000 searches a year, 
the fixed cost of input (£2,250) would be equal 
to the yearly increasing marginal cost of the 
variable factor (£0.15), when:

i t
A = S - 1
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where:

- rate of amortization of the input cost to 
the rate of increase in marginal cost of 
the variable factor

■A.

X*

cost of input effort

increase in the marginal cost of
the variable factor

It has to be pointed, out that this is only 
a reference point. At 15,000 searches a year the 
average cost of input effort would be equal to the 
increase in marginal cost of the variable factor 
caused by operational conditions of decreasing 
productivity of that factor. At this point the 
income that the system is generating through its 

output is equal to the income spent in the fixed 
input factor (15,000 x £0.15 = £2,250), otherwise 
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it would hide the decrease in productivity that 
5,000 searches would show (5,000 x £0.75 = £2,250).

In Table VIII below data are presented which 
summarise the search cost at various input volumes. 
These data are derived from hypothetical costings 
presented by Bottle in 1976 (75) but which were 
nevertheless based on actual equipment costs, 
wage rates, overheads, timings, etc.

Table VIII

Input
Volume
W

Marginal
Cost of

v2

Number of
Searches
A = 0

Rate of 
increase in 
marginal 
cost

Number of 
seaches
A* = 0

10,000
20,000
50,000
40,000
50,000

0.15
0.50
0.45

0.60

0.75

15,000
7,500
5,000
5,750
5,000

0.15
0.15

0.15
0.15
0.15

15,000
15,000
15,000
15,000
15,000
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It must be pointed, out now that the whole
analysis which has been presented was made
taking into account the conditions set in

pages 60 to 66

One of those conditions was constant prices
during the period of analysis. The analysis
could not be undertaken for an environment of
changing prices. This indicates that inflation
was not considered during the period of analysis.

A few words have to be mentioned of how it
would affect our model of analysis.

The model used comprises two kinds of
relationship:

a) technical relations,
and

b) economic relations.

The technical relations, as discussed in the
model, would not suffer from any affect of changing
prices. They hold independently of inflation*  and

* In the real world it may happen that an alternative 
process becomes preferred to an existing process because 
its cost has increased relatively less, so that it 
becomes economically viable through costing less.than the 
process initially used (e.g. computer systems today relative 
to manual systems in say 1950).
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they are related to the transformation process 
used hy the production unit.

The economic and the technical/economic 
relations will obviously be influenced by the 
changing prices of inflation. In this case the 
analysis has to be adjusted to the new market 
prices and this could be easily done. The 
important parte of the model are the new kind of 
relationships that are presented and the comparisons 
that make possible some sort of economic evaluation 
of the transformation process in information systems. 
Nevertheless, the adjustment to a new order of prices 
is clear and quickly possible if the system is 
working with the same technical relations, i.e., the 
transformation process of production remains 
unchanged.

If prices have increased by, for example, 60% 
from one period of analysis to another, the unit 
price of production factor V2 = £0.075 will increase 
to £0.12. The cost function for system S1, equation 
(11) would become:

n = 0.24 . X (cost function) 
n' = 0.24 (marginal cost) 

Y =0.24 (average cost)

120



for:

(technical relation.)

The minimum cost condition, equation (12) 

would he:

r - yT *

. - ?2
A y

2

0.12
0.5

= £0.24 (marginal cost 
at the minimum 
cost condition)

All the other adjustments would follow from 
that. The quantity 0.5 for Xg (marginal productivity 
of factor V2) remains unchanged as X? represents a 

technical relation, totally independent of prices.

It is not possible to bring into the model of 
analysis a dynamic adjustment to changing prices 
and this is typical of the greater part of the 
economic analysis.
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CHAPTER IV

CONCLUSIONS
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1. Conclusions

The economic analysis, based in the theory 
of production, was applied to the environment of 
documentary information systems and gave the rise 
to the following conclusions:

I. Economic analysis will be a good tool for 
decision making, planning and understanding 
the concept of efficiency in information 
systems;

II. A production process in the technical sense
of the word need not necessarily create value 
or use. If a product (or information) becomes 
valueless owing to a state of the market (or 
user judgement) the process that produces it 

is still a production in the technical sense 
of the word;

III. Every information system has a production
factors diagram that must be studied and understood 
if economic analysis is to be performed. The 
quantity of product and its cost vary if factors 
determining capacity remain constant while other 
factors may vary. The last are called variable 
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factors of production and the first are 
called fixed factors of production.

IV. Input effort was considered in the model 
of analysis a fixed factor as it varies in 
fixed or quasi-fixed quantities due to 
operational requirements; it has some 
characteristics of indivisibility but it 
does not limit production though it affects 
the adjustment of other factors of production;

V. Input effort and search effort are not in a 
substitution relationship. It is not possible 
to increase the number of searches d ema-nd ad 
from the system by increasing the amount of 
input effort and decreasing the amount of 
search effort in that particular information 
system;

VI. Every information system has technical 
relationships and economic relationships.
The technical relationships link the production 
factors and the output quantity. In the economic 
relationships consideration is given to the 
cost of these production factors. These 
relationships will be different for different 
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information systems providing different 
services;

VII. In the cost study it was found that 
orthodox accounting methods, once they have 
reduced costs to a monetary unit, are 
homogeneous in behaviour and equal in 
importance. Average costs (or unit costs 
derived from average costs) for information 
services assume that the volume of output 
is the only variable influencing costs.
Cost behaviour is affected by several 
variables that probably act as if they are 
interrelated. Average costs can not be 
generalised for cost forecasting, planning 
and decision making. Information systems 
are normally operating with different 
operational conditions and different 
technical relations influencing the quantity 
of output which is produced by the system;

VTII. Marginal cost could be a better indicator 
for decision making in information systems. 
Average costs may be influenced by fixed, 
indivisible, inescapable after they have 
been incurred production factors which would 
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not be clearly indicated in an accounting 
cost analysis;

IX. The concept of production capacity was 
suggested for information systems. Production 
capacity will differ for different information 
services. The input rate, i.e., the rate of 
input that is placed into the system periodically 
will add to form the input volume. The input 
volume (number of references or documents held
in the system) does not determine capacity, i.e., 
it does not restrain output volume, number of 
searches. The input rate, however, and thus the 
input volume increases the capacity of the system 
if the volume of input is accepted as a fixed 
factor; this could modify the concept of 
economies of scale in information systems;

X. The technical relationships and the economic 
relationships have suggested the introduction 
of new measures of economic adjustment for the 
evaluation of information systems;

XI. The model and the effect of inflation: the 
model used for the analysis comprises two 
kinds of relations, technical relations and 
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economic relations. The technical relations 
are associated with the transformation process 
used by the production unit. These technical 
relationships will not be effected by 
changing prices, i.e., inflation.

I

The economic relationships will have to 
be adjusted in a situation of changing prices. 
However, this could be easily done as it has 
been demonstrated at the end of Chapter III 
of this work.
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Suggestions for further research in the field

This research work presents new views of 
economic and cost analysis for documentary 
information systems.

The author believes that this analysis could 
be applied to different systems operating different 
services. Such studies would be a profitable line 
of research to validate a theory of the economics 
of information systems.

Another line of investigation could be the 
concept of production capacity in actual existing 
systems, what would be the optimal scale of output 
volume for a system with a specific transforming 
process? At which stage of output volume should 
the transformation process be changed to reach a 
better economic adjustment?

It is also, worthwhile to investigate the 
different production factors for systems providing 
different kinds of service and the real existence 
of economies of scale as a function of increasing 
output volume.
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The author does not believe that these new 
concepts will be accepted promptly by the whole 
information science community. However, he is 
sure that this could be the first step for a 
formulation of a body of knowledge on the 
economics of information systems.
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APPENDIX 1

Input into the system (1) initial operations (2) input itself (Table 10)
Se

rv
ic

e

Volume

PERSONNEL MACHINE MATERIALS

Total 
unit 
cost in 
Belgian 
francsQualification

Total time 
ih hours 
per annum

Unit 
time in 
minutes

Unit 
cost in 
Belgian 
francs

Total 
time in 
minutes 
per annum

Utilization 
costs 
in Belgian 
francs 
per annum

Unit 
cost in 
Belgian 
francs 
per annum

Total 
cost 
in Belgian 
francs 
per annum

Unit 
cos t 
Belgian 
francs

1) 27 000 Operators 5 000 5.4 21 .6 - 300 000
*

11 - - 77-0

2) 27 000 - - - - 12 000 1 200 000 44. 4 - -

1) 3 000 Al 144 2.88 17.3 •• - 6 000 2 19.3
2)

1)

2)

2

2

000

000

Adminis tration 
clerk• 1 II

165

120

4.95

3.6

22.3

16. 2

—

-

-

3 750 1. 88
40. 38

1) 26 000 Key punchers 870 2.01 8. 04 52 000 7 300 2. 81 20 000 0. 77 13. 34
2) 26 000 A2 33 0.08 0. 36 2 000 33 400 1.28 2 000 0.07

1)
2) 30 000 22

1) 3 000 - - * - 1 000 5 000 1. 67 - -
95

2) 3 000 - - - - 600 100 000 33. 33 - -

2? 2 500 A2 950 22.8 102 — — 102



APPENDIX 1

Retrospective search

SE
R

V
IC

E

Number of 
questions 
per annum

PERSONNEL MACHINE MATERIALS

Total 
unit 
cost in 
Belgian 
francsQualification

Total 
time 
in hours 
per annum

Unit 
time in 
minutes

Unit 
cost in 
Belgian 
francs

Total 
time in 
minutes 
per annum

Total 
cost in 
Belgian 
francs

Unit 
cost in 
Belgian 
francs

Total 
cost in 
Belgian 
francs 
per annum

Unit 
cost in 
Belgian 
francs

SD1 1 160 University 800 41 328 9 000 900 000 776 - - 1 104

SD3 375 Al I 500 240 1 440 - - - - - 1 440

SD4 600 1) Al 80 8 48 - - - — —
2) A2 40 4 18 - - - - -

3) A2 100 10 45 - - - - - 1 1 1

SD6 100 1) Al 100 60 480 - - - -
2) A2 50 ’ 30 135 3 000 50 000 500 5 000 50 1 645
3) Al 100 60 480 - - - - -

SD7 200 1) A2 I 500 450 2 025 - - - - -

2) A2 100 30 135 -? 400 000 2 000 - - 4 160

SD8 10 000 A2 2 000 12 54 - - - - - 54

SD9 50 University 12 14 .4 1 15 .2 50 10 000 200 - - 315-2

SDH 60 University 1 000 1 000 8 000 - - - - - 8 000

SD12 60 University 1) 60 60 480 ? 100 000 1 666.7 - - 2 506.7

------------------- L
Al 2)

- - - 1

60 60 360
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APPENDIX 2

System Location Variable cost 
per search:!

Size of file 
searched: items

File storage 
medium

Comments

S. 19 EU. 133.70 up to 1,000,000 Data cell 1971 data

S. 19 EU. 57.61 up to 1,000,000 Data cell
%

Predicted for end 1972

S.9A EU. 36.75 up to 100,000 Mag. Tape Estimated by operator

S. 1 U.S. 33.60 160,000 Disc

S. 1 1 EU. 22.30 516,700 Mag. Tape

S. 14 EU. 10.46 23,000 Disc

S. 13 EU. 9. 17 40,000 Disc

S. 12 EU. 4.56 22,000 Disc

S. 18 EU. 3.30 40,000 Disc Based pn published data

Table 14: Variable costs of retrospective searches.
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APPENDIX VI
irrTCTETTITt SUMCT ccm

All eoeta ebn»n is U.S. toilers

Cta-Une ( interactive) ar hatch processing

pet*

(a) Coat per year

(b) Cumulative toil

(e) Pile •tore®*  eoat

Pi-la eKaraqtori stiea

(d) Nat. lang./oca:trolled vocabulary

(a) No. «f indexl.-gf terms par itee

(f) Siao rZ file saarcKed (items)

n ter Crocteri atice

<«) No. of searches p«r year

(h) No. nf terms j-er search

(J) Search f c«~w'i 1 a 11 on coats per year

C*jt;*tt  Charae tori a tl eb

(b) C<*H*tar  processing coat par year

(1) No. rZ search n"' p*r  year

(a) lea. cceputor time par run

(a) No. cf hila par search (eve.)

(e) Out jut printing costs per year

(r) Outpit checking coats par year

(q) Paproduetlcm eoeta far year

(r) Nailing 4 4J atrlbutica*  ooata par year

(a) ttaa.inlftU'Ti«, terminals eoat par year

( t) Perm c-f output

(u) Index production eoeta per year

D/9 coat par saarcb (fcr year’a Clio) a

Variable cost par search • J. *—*■  * ° *-F-* -1 *. r *

Cwp.

Coop.

Total

searched

eoat par hit

processing eoat par record

IR COSTS

5.1 5.91 S.ll 9.1? 9.13 9.14 *.18 s.'. •

batch ba tch beteh batch ba toh ba tnh on-line on-line

377, 860 5.X*  (cm) jj.sio"1 n.ju 123,103 52,979 70,000 110,548

3, 325.292 - - 36,717 223,824 127,259 - -

1,296 9.800 ft 600

W-

*108,700

cv CV . KL cv CV cv cv cv CV ♦ KL

35-40 - - 11.6 10 • -
up to

160,000 50 - 100 I 516,700 22,000 40,000 23,000 40.0<O 1, cco.ooo

1,000 200 1,600 150 5.600 1,200

n.a. - 115'" 15 50 5 - -

13.500 3,234 183 3,594 3,675 2,625

13.400 7,322 31,850 5?9 27,630 6,431 3,936 43.045*'

118 - 57 100 400 240 - -

- - 387 aim - 18.75 -in - -

- - xn - 15 25 - -

- - - - - - -

6,500 - - - 1,801 2,4*50 - -

- - - - - - - -

- - - - - - -

- - - - - - 2,100

ci tat ion e citations ci tat ions abstracts abstracts *s required abstracts variable

1119,600 - ■ - 794 - - -

379.156 - 27.?54 119.093 54.20 44.231 26.971 -

3360 22.295 4.5*2 9174 10.463 3.30
1 3 3- 701‘”

57.6. li*

0.065 - 0.062 0.024 0.691 0.280 0.096 -

- - 0.173 0.236 ’ 0.256 1.072 - -

- - 0.198 - 2.891 2.188 -

APPENDIX

ro

Note a

1. Includes /VXX) 
for dual dioticsv- 
ary.

2. Tatlssste only.

J. Includes coat 
of >1 entity 
eonvar at on.

4, Inoludea su to­
astie foaling 
<« generis 
terms.

5. Coati are baaed 
i*i  um rate <Z
15 searches
p«r day.

6. far 1971.

7. Data for 19 71.

8. Patinate for 
er-i Z 1>72.
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APPENDIX V SDI COSTS

UJ

File Co»t>!

(•)

(M

3di cryra

All eoats shown in U.S. dollars

Tsps subecriptim

Freight charges

(.) Fan!1ing/ord or 1ng

(«) File conversion

(•) Tape storage

(t) Other

(«) TOTAL (a -f)

File Characteristics

(J) Records per year

(») Niaaber of tapes per year

(1) File also p»r search

User Characteristics:

(■) Mo. of users

(., Bo. of profilea/searchos

<(■) Profile eaintenance costs («t.rf ,

(<■) Ave. teres y »r profile

(,) Ave. hits per profile per year

Output Characteristics

■‘(3) Ccaeputer processijag coats per year

(r) Av. onep. Hee per rxas

(•) Mo. of runs per year

^(») Outp» t printing costs per year
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CAC XO.OOOt cdAC JO 000.

5« De tx nd ent on data ba.s« used.
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6. Ja this oaee data base is acquired 'n ezohange 
for share of input, oost show i C input
preparation.

7* Motional figure used tn oeleulattng 
unit ooets below.

8. Output sheeting eoets.

J. Binoe thio figure was publiehod, the alee of 
this data base has risen to 102,000 t tees 
per year.
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APPENDIX 5

Number and 
type 
correlation

i------------------
| Dependent

Yi

variable Independent variable

Xi

Number of 
cases

correlation 
index

determination 
index

SC 1 variable cost per year number of searches per year XI 1 1 -0.023 0.0005

SC 2 II 11 number of runs per year X2 1 1 -0.45 0.20

SC 3 II II II II number of records per year X3 I 1 -0.077 0.0006

SC 4 cost per profile per run searches terms per profile X4 9 0.23 0.05

SC 5 II II II II II volume of output per run X5 10 -0.17 0.03

SC 6 II II II II II number of records per run X6 10 0.16 0.02

SC 7 II II II II II file size per search X7 8 -0.03 -

SC 8 II II II II II number of profiles p.search X8 10 -0.55 0.30

SC 9 II II II II II number of runs per year X2 11 -0.50 0.25

SC 10 II II II II II cost of comput. process, /rui X10 1 1 0.82 ' 0.67

SC 1 1 II II II II II cost profile maint. /run XI 1 1 1 0.53 0.29

MC 1 II II II II II (number of profiles per search X8 1 1 0.67 0.44(number of runs per year J X2

MC 2 II II It II II

1

(cost comp, process. /run 1 
(cost profile maint. /run j

X10
XII 1 1 0.87 0.75

SC: simple correlation
MC: multiple correlation
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APPENDIX 5 (cont'd.)

Number and 
type of 
correlation

Dependent

Vi

variable Independent variable

Xi

Number 
of cases

correlation 
index

determination 
index

MC 3 cost per profile per run fnumber of profiles per search X8)
? number of runs per year X2> 1 1 0.67 0.44
^number of records per run X6J

SC 12 cost per item of output vo1ume of output per year X9 10 -0.62 0.39

SC 13 II II II II II number of records per year X3 10 -0.41 0. 16

SC 14 II II II II II number of search terms /prof. X4 9 0. 15 0.02

SC 15 II II II II It number of records per run X6 10 -0. 13 0.02

SC 16 II II II II II number of search terms per run X12 9 0.30 0.09

SC 17 II II II II 11 volume of output per run X5 10 -0. 19 0.03

SC 18 II II II II II number of runs per year X2 10 -0.35 , 0.12

SC 19 II II II II II cost comput. proc. /run X10 10 0.65 0.42

SC 20 II II II 11 II cost profile maint. /run XI 1 10 0.24 0.05

MC 4 II II II II II fnumber of records per run X6^
Q 0.71 0.51

(^number of search terms per run X12

MC 5 II II II II II f number
C vo1ume

of 
of

search terms per 
output per run

run XI 2~
X5J 9 0.80 0.64

SC: simple correlation
MC: multiple correlation



APPENDIX 5 (cont’d)

Number and 
type of 
correlation

Dependent

Yi

variable Independent variable

Xi

Number 
of 

cases

correlation 
index

determination 
index

MC 6 cost per item of output /number of records per run X6^
10 0.18 0.03/ volume of output per run X5j

MC 7 If 11 II If II (cost comput.proc, per run 
/cost of profile maint. /run

xio] 
XI lj 10 0.68 0.46

MC 8 II II II II 11 /cost of profile maint. /run XI 11 Q 0.88 0.77/number of search terms /run XI2 J

MC 9 II II II 11 II /cost of comp.proc. /run XI0) 10 0.71 0.51/number of records per run X6 J

SC 2) average number of output p'run cost of comp.proc. /run X10 10 0.42 0. 18

SC 22 II It II II It cost of profile maint. /run XI 1 10 0.78 0.60

SC 23 II II It II II number of records per run X6 9 0.75 0.56

SC 24 II 11 11 II . II number of search terms /run X12 9 0.75 0.56

MC 10 II If II II II /cost of comp. proc, per run 
(.cost of profile maint. /run

X10 ? 
XI 1. 10 0.78 0.60

MC 1 1 II II II II II (number of records per run X6 1
0.92 0.84(number of search terms /run X12 J 9

SC: simple correlation
MC: multiple correlation
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APPENDIX 6

Assumptions made for systems 1 and 2 used in
the analysis and taken from ‘reference (75 ) :

1. The systems are manual systems based on cards.
Although these could be plain filing cards or 
punched cards; the timings, etc. are based on 
data actually obtained for an optical coincidence 
card system (77);

2. 10,000 document capacity cards are used (the 
annual cost would be abo^it 5% more for 4,000 
document capacity cards);

J. Searching takes 2 minutes per set of 10,000 
optical coincidence cards;

4. Indexing and punching an average of 10 concepts 
per document takes 3 minutes;

5. Searching and processing costs are calculated 
by multiplying times by 7.5p per minute (based 
on annual salary of £2,700 and overheads);

6. The annual cost of cards, storage and labelling 
the cards is £240 for 10,000 documents per annum; 
this is based on J.L. Jolley and Partners Limited 
prices for two thousand 10,000 document capacity 

cards and one desk tray (£217) every year for 
10,000 documents a year (or five years, if 2,000 
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APPENDIX 6 (cont'd)

documents per annum) plus labour costs for 
labelling cards, thesaurus maintenance, etc. 
(approximately 7 hours per annum);

7. That a semi-automatic punch costing £70 is 
used;

8. Other setting up costs are mainly labour, 
estimated to be about 2 man months from 
the data given by Baker ( 77)
and costed at £800;

9. All the above costs are at 1975 prices.
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APPENDIX 7

ESTIMATED COSTS FOR SYSTEM 1 AND SYSTEM 2

(D
2,000 doc/year

YEAR 1

Setting up costs
Annual materials,
Input labour
TOTAL

etc

Cost per search labour
AV ERAGE COST PER SEARCH

S:50
S:100
S:200
S:500

870
60

450
1,380

0.15

27.6
15.8
7.0
2.8

(2)
10,000 doc/year

£

870
240

2,250
3,360

0.15

67.3
33.7
16.9
6.9

YEAR 2

Annual materials, etc
Input labour
mr> T> A T1 v x A1j

Search labour cost
A 7ERASE COST PER SEARCH

S:50
S:100
S:20C
S:500

60
450
510

0.15

240

2,490
0.50

10.5
5.2
2.7
1.2

50.1
25.2
12.7
5.3

YEAR 5
Annual materials, etc
Input labour
TOTAL

60

Search labour cost
AVERASE COST PER SEARCH

S:50
S:100
S:200
S:500

0.15

10.5
5.2
2.7
1.2

240
2,2pp.
2,490

0.45

50.2
25.3
12.9
5.4
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APPENDIX 7 (cont'd)
(D

2,000 doa/year
(2)

4,000 doc/year
YEAR 4

£ £

Annual materials,etc 60 240
Input labour 450 2,250 ,

TOTAL 510 2,490
Search labour cost 0.15 0.60
AVERAGE COST PER SEARCH

S:50 10.5 50.4
S:1OO 5.2 25.5
S:200 2.7 15.0
S:5OO 1.2 5.6

YEAR 5

Annual materials, etc 60 240
Input labour 450 2,250

TOTAL 510 2,490
Search labour cost 0.15 0.75
AVERAGE COST PER SEARCH

S:5O 10.5 50.5S:1OO 5.2 25.6
S:200 2.7 15.2
S:500 1.2 5.7
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