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Abstract: We study the differential equations that follow from Yangian symmetry which was

recently observed for a large class of conformal Feynman graphs, originating from integrable ‘fishnet’

theories. We derive, for the first time, the explicit general form of these equations in the most

useful conformal cross-ratio variables, valid for any spacetime dimension. This allows us to explore

their properties in detail. In particular, we observe that for general Feynman graphs a large set of

terms in the Yangian equations can be identified with famous GKZ (Gelfand-Kapranov-Zelevinsky)

hypergeometric operators. We also show that for certain nontrivial graphs the relation with GKZ

systems is exact, opening the way to using new powerful solution methods. As a side result, we also

elucidate the constraints on the topology and parameter space of Feynman graphs stemming from

Yangian invariance.
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1 Introduction

Recent years have seen a fruitful interaction between two major directions in modern QFT. The

first one is the study of multi-loop Feynman integrals, which has been rather extensively developing in

recent years with progress both on the formal and application side of the problem [1–5]. The second one

is exploration of integrability and in particular Yangian symmetry for quantum field theories. Namely,

integrable techniques, long known from spin-chains and integrable 2d field theories, have been very

successfully applied to 𝑁 = 4 SYM theory in four dimensions [6] as well as to other higher-dimensional
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models. The combination of the two approaches often leads to remarkable new insights for specific

Feynman graphs, and this is the subject we will explore in this paper.

We will focus on the large class of conformal Feynman integrals that originate from models known

as fishnet theories. First studied by Zamolodchikov [7], fishnet Feynman graphs were recently found

to appear in a certain limit of 𝑁 = 4 SYM theory giving the fishnet CFT model [8]. One of their

integrable properties manifests itself as a symmetry under the conformal Yangian algebra [9, 10] that

has led to new remarkable insights as well as explicit calculation of a number of nontrivial Feynman

integrals [11–23], see also the review [24]1. This symmetry appears to be highly constraining and often

allows one to calculate the Feynman integrals when supplemented with prescribed symmetries and

boundary conditions [23]. Furthermore, the original fishnet graphs are not the most general ones that

have the Yangian symmetry property. A much larger class of fishnet-type graphs were recently proved

to be Yangian invariant in [32]. They are also ultimately based on Zamolodchikov’s construction and

appear in generalised versions of the fishnet theory known as Loom CFTs [33]. Fishnet graphs were

also studied by various other integrability methods [34–36].

The Yangian symmetry can be realized in the form of a system of differential equations, which

is how it has been utilized in the bootstrap approach [23]. More generally, various approaches based

on differential equations have proven very useful for the study of Feynman integrals. For complicated

graphs with multiple parameters like masses and momenta one typically uses the differential equations

originating from the IBP relations [37–39]. On the other hand, a more geometric approach produces

the so-called Picard-Fuchs equations, which are differential equations for periods of the corresponding

manifolds. The most studied case are the banana graphs and their generalizations like the ice-cone

family [40–42]. For these graphs, one finds that the underlying geometry is that of a Calabi-Yau

manifold, which is also reflected in the nature of the Picard-Fuchs equations. Curiously, it has been

recently discovered that the fishnet integrals in two dimensions are in fact also periods of Calabi-Yau

manifolds, while the Yangian differential equations are nothing but the corresponding Picard-Fuchs

equations [16]. This remarkable additional geometric structure has already been used to calculate a

range of new fishnet integrals [12].

Another important type of differential equations that arise for Feynman integrals are the Gel’fand-

Kapranov-Zelevinsky equations, or GKZ systems [43, 44]. In fact, they appear in a range of contexts

in mathematics and physics, from solving roots of generic algebraic equations [45] and non-gaussian

integrals [46] to mirror symmetry [47, 48]. It was also quite recently found that (as anticipated already

in [43]) many Feynman integrals satisfy GKZ equations [2, 49–51], see also [52, 53] for further results in

a direction related to what we explore in this paper. Practical importance of GKZ systems for us stems

from the fact that there exists a powerful and well-developed solution theory for them. In particular,

under very general assumptions one can typically write the solution in terms of 𝒜-hypergeometric

functions whose properties are well controlled. Thus establishing a link with GKZ theory can open

the way to explicitly computing new classes of Feynman integrals, or at least finding an explicit basis

of special functions whose linear combinations give the integral.

At this point let us summarise the main ideas and applications that motivate the study of Yangian

invariant Feynman integrals:

• The most apparent one, as explained above, is the calculation of Feynman integrals themselves,

which is often made possible by the use of Yangian symmetry.

1Let us also note that other applications of Yangian-type symmetries have been also explored before, especially in

the context of N=4 SYM, see e.g. [25–31].
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• In the context of the study of differential equations, Yangian symmetry provides a rather inter-

esting case where the differential operators form a well-known algebra. Even more curiously, the

algebra is only clearly seen in certain variables. Namely, whereas for practical computations one

rewrites the Yangian equations in conformal cross-ratios, the algebra itself is only apparent in

the variables corresponding to position-space coordinates of external legs.

• As discussed above, the Feynman integrals in question correspond to special large 𝑁 CFTs,

where they make up the perturbative expansion. Thus Yangian symmetry offers the prospect

of calculating many of these graphs and the corresponding observables in these fishnet theories.

One may even speculate that perhaps this could eventually be possible for all these graphs by

virtue of integrability, leading to a complete perturbative solution of these models.

In this paper, we study Yangian differential equations for Feynman integrals in high generality.

Apart from the case of 𝐷 = 2 spacetime dimensions, so far the properties of these equations have

been closely studied only for several specific graphs – the 4-point and 6-point cross, and the 6-point

double-cross [23]. Several more general statements were also put forward regarding the structure of

the equations and the number of independent constraints. Here we address some of these and related

questions in the rather general situation. Below we highlight our results.

Summary of main results. One of our main results concerns the explicit form of the Yangian

differential equations in conformal variables. Conformal symmetry imposes that the Feynman integral

should be a function of conformal cross-ratios, yet Yangian symmetry is formulated in the original

position coordinates of the external legs. It is far from obvious in general how to concisely rewrite

the Yangian differential operators in cross-ratio variables, yet it is precisely this form which is needed

for the most important applications. Without even the explicit form of the equations it is difficult

to establish their general properties and describe their space of solutions. In this paper we show

how to obtain the general form of the equations in the cross-ratios (under certain assumptions) for

any dimension, any graph, and any choice of cross-ratio basis. Explicitly, we find that the resulting

Yangian equations have a rather compact form:

PDE𝑖𝑘 = 2

⎛⎝ ∑︁
𝑙>𝑗>𝑖

−
∑︁

𝑙<𝑗<𝑖

+
∑︁

𝑙<𝑘<𝑖;𝑗

−
∑︁

𝑙>𝑘>𝑖;𝑗

⎞⎠𝜒𝑖𝑘𝑙𝑗𝜃𝑖𝑙𝜃𝑗𝑘 +
∑︁
𝑗 ̸=𝑖

(𝛿𝑗>𝑖 − 𝛿𝑗<𝑖)𝜃𝑖𝑘𝜃𝑖𝑗

+ (𝛿𝑖<𝑘 (∆𝑘 −𝐷)− 𝛿𝑖>𝑘 (∆𝑖 −𝐷)) 𝜃𝑖𝑘 + 2(𝑠𝑖 − 𝑠𝑘)𝜃𝑖𝑘

(1.1)

Here the indices range over 1, . . . , 𝑁 where𝑁 is the number of external points, and 𝑠𝑖 are the evaluation

parameters of the Yangian, while 𝜃𝑖𝑗 are first order differential operators in the cross-ratios 𝜉𝐴,

𝜃𝑖𝑗 =
∑︁
𝐴

𝛼𝐴
𝑖𝑗𝜉

𝐴 𝜕

𝜕𝜉𝐴
+ 𝛽𝑖𝑗 (1.2)

with 𝛼𝑖𝑗 , 𝛽𝑖𝑗 defined by the choice of conformal parameterisation of the external points, and 𝜒𝑖𝑗𝑘𝑙 are

standard 4-point cross-ratios (see section 4.1 for details). These equations match the specific cases

studied in the literature for particular graphs, and extend them to the general situation.

Having obtained the general form of the equations we can now study them in-depth. In particular

we address the question of the precise relation between Yangian and GKZ equations. The particular

case of the 𝑁 -cross integral was shown in [52] to satisfy a GKZ system. Here we investigate the links

with GKZ equations for more general graphs. First, we find that the Yangian equations in general
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can be recast as a sum of GKZ differential operators (which encapsulate the most involved parts of

the equation) plus a remainder term built up only from 1st order derivatives. Furthermore, we study

the conditions under which the remainder term vanishes and the Yangian precisely reduces to a GKZ

system. We find that this happens for other examples in addition to the cross integrals discussed

in [52], offering new ways to try to constrain or even fully compute novel Feynman integrals. In

particular we find that, nontrivially, some integrals should be expressed as linear combinations of the

same hypergeometric functions as the multi-leg cross integral. We also present indirect arguments

regarding the structure of the equations, suggesting a wider range of applications to be explored in

the future.

Importantly, in contrast to the standard approach via the Lee-Pomeransky representation, we

do not need to enlarge the parameter space of the integral and then only later reduce it in order to

establish a link with GKZ systems. Instead we find that GKZ equations are written directly in terms

of the simple coordinate variables parameterising the positions of external legs of the graph.

As an important side question, we also investigate which types of graphs can be Yangian invariant.

In principle, the Loom construction gives the answer. However, in some cases it is too restrictive, and

furthermore one may still ask what kind of graph topologies are allowed, as well as what are the precise

constraints on the graph’s parameters. We address this set of questions and in some cases find concise

descriptions for these constraints.

Structure of the paper. This paper is organised as follows. In section 2 we review the main

ideas of Yangian symmetry and the Loom construction of integrable Feynman graphs. In section 3

we study constraints on the graph geometry and its parameters imposed by Yangian invariance in

general. In section 4 we present one of our main results, deriving the compact and explicit form of

Yangian equations in conformal cross-ratio variables. We also elucidate the nontrivial requirements

on the graph parameters following from self-consistency of the equations. In section 5 we discuss the

relation of the Yangian with GKZ systems, and finally in section 6 we discuss future directions. The

appendices contain a number of more technical details.

2 Review of Yangian symmetry for Loom graphs

In this section we briefly review the concept of Yangian symmetry and the Loom construction

from [32, 33]. We define all the necessary differential equations and prescriptions for the evaluation

parameters in Yangian equations.

2.1 Conformal Yangian symmetry

Throughout this paper we consider massless Feynman integrals, that is, to a graph Γ one associates

the integral:

𝐼Γ(x|∆∆∆) =

∫︁ ∏︁
𝑘∈internal

𝑑𝐷𝑥𝑘
1∏︀

(𝑖,𝑗)∈edges

𝑥
2Δ𝑖𝑗

𝑖𝑗

(2.1)

where x = (𝑥1, . . . 𝑥𝑁 ) are the positions of external legs in 𝐷-dimensional space, 𝑥𝑘 ∈ R𝐷, and

∆∆∆ = {∆1, . . . ,∆𝐾} is a collection of propagators powers (we also call them dimensions) on which the

integral depends. For our purposes, the signature of space-time is not crucial, even though one has

to take it into account in other scenarios [19]. The dimension 𝐷 is also a parameter of this function,

but we will not list it explicitly. In this paper we will only consider conformal Feynman integrals.

This requires that the sum of dimensions in each internal (integrated) vertex equals to 𝐷. Therefore,
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the number of independent dimensions ∆𝑗 is equal to the total number of edges minus the number of

internal vertices.

Conformal so(𝐷, 2) symmetry is realized with the following differential operator representation:

𝑃𝜇,𝑗 = −𝑖
𝜕

𝜕𝑥𝜇
𝑗

≡ 𝑝𝜇 , 𝐷𝑗 = 𝑥𝜇𝑝𝜇 − 𝑖∆𝑗 ,

𝐿𝜇𝜈
𝑗 = 𝑥𝜈

𝑗 𝑝
𝜇
𝑗 − 𝑥𝜇

𝑗 𝑝
𝜈
𝑗 ≡ ℓ̂𝜇𝜈 , 𝐾𝜇,𝑗 = 2𝑥𝜈 ℓ̂𝜈𝜇 + 𝑥𝜈𝑥

𝜈𝑝𝜇 − 2𝑖∆𝑗𝑥
𝜇
𝑗 .

(2.2)

The generators act on the coordinate of the 𝑗’th external point of the integral. The conformal dimen-

sion associated to an external vertex is the total dimension of all the propagators that connect to this

vertex. Conformal invariance of the integral is then realized by acting on all the external legs:

𝑃𝜇 𝐼Γ(x|∆∆∆) =

𝑁∑︁
𝑗=1

𝑃𝜇
𝑗 𝐼Γ(x|∆∆∆) = 0 (2.3)

and similarly for other generators. Conformal symmetry is quite a powerful constraint as it implies

that the integrals depend only on conformal invariants, and allows using such tools as the star-triangle

transformation (see Appendix B). The condition that the sum of propagator powers is 𝐷 at each

internal vertex also implies that all the integrals converge, at least in terms of power counting. Con-

formal symmetry is sufficient to fix the form of two and three point integrals. However, at four points

(for 𝐷 > 1), non-trivial conformal invariants appear. In that case conformal symmetry only fixes the

integral up to an arbitrary function of conformal invariants as we discuss in more detail in section 4.1.

As we mentioned in the Introduction, for certain types of graphs there exists an additional sym-

metry presented in the form of the Yangian algebra of the conformal group. There are quite a few

definitions of Yangians [54]. The one that we use here is realized in terms of the Lie algebra g generators

𝐽𝑎
𝑖 which act at a given vertex 𝑖. The Yangian 𝑌 (g) is generated by the level-zero generators:

𝐽𝑎 =
∑︁
𝑖

𝐽𝑎
𝑖 , (2.4)

which in our case are the ones in equation (2.3), and the level-one generators:

𝐽𝑎 =
∑︁
𝑖>𝑗

𝑓𝑎
𝑏𝑐𝐽

𝑏
𝑖 𝐽

𝑐
𝑗 +

∑︁
𝑖

𝑠𝑖𝐽
𝑎
𝑖 (2.5)

where 𝑠𝑖 are known as the evaluation parameters. We will be interested in Feynman integrals in-

variant under the Yangian, i.e. annihilated by the level-zero and level-one generators. Note that the

commutation relations

[𝐽𝑎, 𝐽𝑏] = 𝑓𝑎𝑏
𝑐𝐽

𝑐 (2.6)

imply that for conformal Feynman integrals it is enough to impose invariance under only one of

the level-one generators. For the conformal algebra we typically work with the level-one momentum

generator in this role, which is given by [9]:

̂︀𝑃𝜇 = − 𝑖

2

∑︁
𝑗<𝑘

[(𝐿𝜇𝜈
𝑗 + 𝑔𝜇𝜈𝐷𝑗)𝑃𝑘,𝜈 − (𝑗 ↔ 𝑘)] +

∑︁
𝑖

𝑠𝑖𝑃
𝜇
𝑖 (2.7)

Then Yangian invariance of the integral is the following constraint:

̂︀𝑃𝜇 𝐼Γ(x|∆∆∆) = 0 (2.8)
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Figure 1: An example of a Feynman graph created using the Loom construction [32, 33]. Propagators

are depicted as red lines, internal vertices as filled red circles, and external points as blank red circles.

The black lines represent the original Baxter lattice. Each internal vertex and external point is assigned

a 𝐷-dimensional coordinate, with integration performed over the coordinates of internal points.

Figure 2: A propagator that passes through a vertex with angle 𝛼 between the Baxter lattice lines

carries the conformal dimension defined by (2.10).

The evaluation parameters actually depend on the graph and are different in each case. They are

expressed linearly in ∆𝑖’s in ways depending on the graph topology. Fixing these parameters is quite

a complicated task, which was solved in general in [32]. We will review the resulting prescription

below. Note as well that the evaluation parameters are only determined up to an overall constant shift

𝑠𝑖 → 𝑠𝑖 + 𝑐, since it just represents adding a level-one generator that itself annihilates the integral.

Thus, one can always set e.g. 𝑠1 = 0.
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2.2 The Loom construction

The large class of Yangian invariant graphs that were described in [33] and [32] are constructed

geometrically – an example is given on figure 1. The starting point is a Baxter lattice – namely, a

finite set of lines on the plane. Some of these lines may be parallel to each other, but we do not allow

triple or higher intersections. The Baxter lattice divides the plane into a number of faces (polygons)

which admits a checkerboard-type coloring. On the diagrams we will draw these faces as white or

grey. The Feynman diagram itself will be drawn on the graph which is the dual2 to the set of the

white faces. The Feynman integral is then constructed as follows:

• For any of the white faces which is a closed polygon, we may place an internal vertex of the

Feynman graph inside it. If we do that, we draw propagators that go out of this vertex to each

of its neighboring white faces, passing through the angles of the polygon. Then to every one of

the internal vertices we associate a 𝐷-dimensional coordinate that will be integrated over.

• A given propagator that comes out of an internal vertex can be either an external leg of the

diagram, or else it can connect to the internal vertex located in the adjacent white face.

• The propagator connecting two points 𝑥1 and 𝑥2 reads

1

|𝑥1 − 𝑥2|2Δ
, (2.9)

Importantly, the scaling dimension ∆ here is fixed by the angle of the polygon through which

the propagator goes, according to (see figure 2)

∆ = 𝐷
𝜋 − 𝛼

2𝜋
. (2.10)

This gives as a result a Feynman diagram that defines an integral in coordinate space, with

propagators having the form (2.9).

This construction ensures that the resulting integral is always conformal. The sum of scaling

dimensions for propagators at each vertex is 𝐷 due to the geometric constraint on the sum of the

angles of any closed polygon. To see this, notice that 𝜋−𝛼 in (2.10) is the external angle at the vertex

of the polygon, and the sum of all such angles for an 𝑛-gon is 𝜋𝑛− 𝜋(𝑛− 2) = 2𝜋 (regardless of 𝑛).

The proof of Yangian invariance of such graphs in [32] utilized the Lasso method. The essential

ingredient is the transfer matrix – a product of Lax operators of the conformal group. On the one

hand it has the integral as its eigenstate, and on the other hand it is a generating function of Yangian

operators. The specific details of this technique are not important here. The main point are the

prescriptions for the shifts 𝛿+𝑖 and 𝛿−𝑖 in the Lax operators. These are combinations of the dimensions

of external legs calculated according to certain rules. One starts with any leg, and then goes along

the graph, say, clockwise, and calculates the shifts for each leg, depending on whether the previous

one connected to the same internal vertex or not. In general, going from vertex 𝑖 to vertex 𝑖 + 1 the

shifts are found as [32] (see also [22, 23] for related examples in special cases)

𝛿+𝑖+1 = 𝛿+𝑖 +∆𝑖+1 +

𝑝∑︁
𝑗=1

(︁
∆

(𝑖𝑛𝑡)
𝑗 −𝐷/2

)︁
𝛿−𝑖+1 = 𝛿−𝑖 +∆𝑖 +

𝑝∑︁
𝑗=1

(︁
∆

(𝑖𝑛𝑡)
𝑗 −𝐷/2

)︁ (2.11)

2i.e. its vertices correspond to faces of the original graph, and vice versa
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where 𝑝 is the number of internal propagators separating the leg 𝑖 and 𝑖 + 1, and ∆
(𝑖𝑛𝑡)
𝑗 are their

dimensions. When the legs end on the same internal vertex one has 𝑝 = 0 and the sum is absent. The

initial conditions for the first shift are:

𝛿+1 = ∆1 , 𝛿−1 = 𝐷/2 . (2.12)

These are illustrated and discussed in detail in [32]. Finally, once the shifts are calculated, the

evaluation parameters are read off using:

𝑠𝑘 =
1

2

∑︁
𝑗 ̸=𝑘

(𝛿+𝑗 + 𝛿−𝑗 +𝐷/2) . (2.13)

3 Restrictions on Feynman graphs from Yangian invariance

In this section we discuss the kinds of Feynman graph topology and restrictions on the Feynman

integral parameters that allow for Yangian invariance a Loom representation.

3.1 The Loom and dual conformal symmetry

Let us start by discussing how the Loom construction is related to dual conformal symmetry.

It is generally understood that roughly speaking Yangian integrability should be equivalent to

simultaneous conformal and dual conformal symmetry. Recall that dual conformal symmetry in the

context we discuss corresponds to conformal symmetry in momentum rather than position space. More

precisely, going to momentum space is also accompanied by replacing the original graph with its dual

graph (whose vertices correspond to faces of the original graph, and vice versa), and it is this graph

which should be conformal (we refer e.g. to the review [24] for details). Note that for intersecting

edges of the original and dual graph their conformal dimensions should be related as ∆+∆𝑑𝑢𝑎𝑙 = 𝐷.

Usual conformal symmetry restricts the sum of dimensions at each vertex of the graph to be 𝐷,

∆1 + · · ·+∆𝑀 = 𝐷 (3.1)

Fittingly, one can observe that instead dual conformal symmetry restricts the sum of dimensions of

propagators forming each face of the original graph: for a face with 𝐾 edges it requires

∆1 + · · ·+∆𝐾 = 𝐷(𝐾 − 2)/2 (3.2)

This is straightforward to verify for simple examples like the box/cross integrals, and it is likely possible

to prove this in general as well.

Remarkably, this constraint (3.2) is automatically incorporated in the Loom construction. Indeed,

for any closed polygon the dimensions of the propagators for a Loom graph will satisfy (3.2) due to

their geometric relation with the angles (2.10) as one can easily verify. Thus the Loom graphs should

automatically have both usual and dual conformal symmetry, serving as another example demon-

strating explicitly the essential equivalence between Yangian symmetry, dual conformal symmetry and

integrability.

Another important related question is the following – given a graph built via the Loom, what

are the constraints on the dimensions ∆𝑖 in it following from the geometry and the relation with

the angles (2.10)? Clearly, among them are the conformal symmetry constraint (3.1) and the dual

conformal symmetry relations (3.2) – but could there be more constraints? After all, the Loom

construction involves a whole nontrivial set of angles between lines of the Baxter lattice, which could
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potentially indirectly relate propagator powers belonging to remote parts of the graph. Indeed in [32]

this possibility was mentioned (under the name of ’non-local constraints’) and it has been unclear

so far what is the minimal set of constraints. Here we propose a simple answer – namely, that

all geometric constraints amount in the end to imposing only usual conformal symmetry and dual

conformal symmetry (in the sense of (3.2)), i.e.:

At each vertex the sum of ∆’s is 𝐷. (3.3)

Around each face with 𝐾 edges the sum of ∆’s is 𝐷(𝐾 − 2)/2. (3.4)

While this observation is rather natural, it clarifies a potentially complicated geometric question. We

present a geometric argument supporting it in appendix A, and it would be also interesting to establish

it rigorously3.

Figure 3: An example of a Feynman graph that cannot be drawn on the Loom.

In fact certain graphs cannot be drawn on the Loom due to purely topological obstructions – for

example, having ’too many’ legs at external vertices as discussed in [32] – an example of such a graph is

given on figure 3. Yet as we discuss in the next subsection even for these graphs Yangian symmetry can

often hold, and this is usually the property we are ultimately interested in. It seems natural to expect

that the combination of the two constraints (3.3), (3.4) in fact serves as the necessary and sufficient

condition for the graph to have Yangian plus conformal symmetry, regardless of the Loom construction.

This condition is also much simpler to verify or impose in practice than making reference to the Loom.

It also eliminates the need to consider additional upgrades on top of the Loom construction such as

‘legs ending in open cells’ discussed in [32]. We believe that this simple prescription concisely describes

which graphs in general (in the class of scalar planar graphs we consider) can or can not be Yangian

invariant4, incorporating known cases in a natural way. We illustrate and motivate the prescription

further in several examples in the next subsection5.

Lastly, let us note that the Loom construction can still be very useful, as it is at least guaranteed

to provide Yangian invariant graphs, whereas it is not always clear for which graphs the conditions

(3.3), (3.4) are compatible (as we will also see in the next subsection).

3Potentially the set of constraints could also depend on the way a particular is drawn on the Loom as discussed in

[32]. We expect that the constraints we propose here correspond to the minimal set of requirements among different

ways of drawing the graph.
4We note that different partial answers to this general question were suggested in several different works over the

recent years, including e.g. [22, 24, 32]
5we expect that a fully rigorous proof can be established as well but will not address this here
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3.2 Examples: Yangian symmetric graphs and possible obstructions

Example: star/triangle graphs. As a first example consider a conformal 3-star integral and the

triangle graph, shown below:

,

For the star graph, since it has no faces, the only constraint to impose is conformality, i.e. (3.3).

However, it is instructive to consider what happens if we rewrite this integral as a triangle by using a

star-triangle transformation reviewed in appendix B. The resulting triangle is just a product of three

propagators, but its propagator dimensions sum up to 𝐷/2 – in perfect accordance with the dual

constraint (3.4). In fact one can verify that, starting with a triangle with general propagator powers,

it is precisely when the constraint (3.4) is imposed that the triangle graph will satisfy an additional

differential equation in the coordinates, which can be seen to correspond to Yangian symmetry. This

illustrates the role of the dual conformal constraint (3.4) which comes up in a somewhat unexpected

way for this very simple triangle graph.

Example: triangle with many external legs. As mentioned above, due to purely topological

considerations not all graphs can even be drawn on the Loom, an example being the graph on figure

3 (see [32]). However the prescription (3.3), (3.4) discussed above can be easily applied even to this

case, and indeed one can straightforwardly verify (using e.g. the lasso method as in [32]) that under

these conditions this Feynman integral is indeed Yangian invariant.

Example: bringing together external points. One could also ask if Yangian symmetry may

allow us to constrain more involved integrals, such as the Basso-Dixon graph – the simple 4-point

example being the ladder shown on figure 4.

Figure 4: A ladder graph.

To make it Yangian invariant we should impose the dual conformal symmetry constraint (3.4),

which in this case will apply to the two triangular faces (even though they involve an external point).

Imposing it we immediately see that we can use the star-triangle transformation in such a way that

we get the 4-cross graph. The most interesting cases, like the integral in 𝐷 = 4 with all propagator

powers equal to 1, lie outside this range of parameters (i.e. they do not satisfy (3.4)). A similar

logic shows that for other ladder diagrams imposing dual conformal symmetry also leads to a drastic

simplification of the graph and is not compatible with e.g. the case 𝐷 = 4, ∆𝑖 = 1. In that sense, we
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can only directly use Yangian symmetry for the ladders when they are reducible to simpler diagrams.6.

Example of an obstruction: Kagome graphs. Another curious example is related to the Kagome

type lattice discussed in [33]. Here for concreteness we will consider a 6-point portion cut out of the

general graph:

Figure 5: The 6-point star portion of the Kagome lattice graph

It was observed in [33] that if one attempts to build a Loom construction for these graphs, then

one would not get a set of straight lines for the Baxter lattice. Let us look at this from the perspective

of the general conformality and dual conformality conditions (3.3), (3.4). We see that there are in

fact 13 conditions to be satisfied: 6 conformal conditions for vertices and 7 dual conditions for faces.

There are 18 edges in this graph, however, so, naively, we have enough parameters to satisfy these

constraints. Yet one can see that the constraints are not self-consistent. Indeed, first let us consider

the sum of dimensions over all triangles – it includes the sum over external edges and the edges of the

hexagon:

3𝐷 =
𝐷

2
· 6 = sum over triangles = external + hexagon = external + 2𝐷 (3.5)

On the other hand consider the sum of conformal conditions at all the vertices – these will include the

sum over external lines and twice the sum over the edges of the hexagon:

6 ·𝐷 = sum over vertices = external + 2 · hexagon = external + 4𝐷 (3.6)

The two equations (3.5) and (3.6) are clearly not compatible. Hence, for this graph existence of Yan-

gian symmetry is not possible at all for any choice of propagator powers.

We see that in principle the existence of Yangian symmetry restricts the very topology of the

graph. In particular, as a rule of thumb, one should think that Yangian symmetric graphs should have

separated external legs. When some external legs are merged, direct Yangian symmetry is often too

stringent. The conditions on dimensions in this case force it out of the physically interesting cases

and make the graph reducible to simpler ones. That said, more generally the topologies of Yangian

symmetric Feynman integrals can be quite diverse and contain many important cases.

4 Yangian equations in cross-ratio variables

In this section we present one of our main results – the general form of the Yangian equations

in conformal cross-ratio variables. We will start by introducing the relevant notation for conformal

variables, and later we will also discuss consistency conditions for the Yangian equations.

6Note, however, that even for more general ladders one can still write Yangian Ward identities, which are identities

of other type [17].
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4.1 Conformal symmetry and cross-ratios

Conformal symmetry requires that the Feynman integral should be a function of conformal in-

variants – the cross ratios, up to a conformal weight factor. For 𝑁 points in 𝐷-dimensional space, the

cross ratios are defined as:

𝜉𝐴 =
∏︁
𝑖<𝑗

𝑥
2𝛼𝐴

𝑖𝑗

𝑖𝑗 (4.1)

Here

𝑥2
𝑖𝑗 = (𝑥𝑖 − 𝑥𝑗)

𝜇(𝑥𝑖 − 𝑥𝑗)𝜇 (4.2)

are the Poincare invariants, and 𝛼𝐴
𝑖𝑗 solve the system of equations:

𝛼𝐴
𝑖𝑗 = 𝛼𝐴

𝑗𝑖 , 𝛼𝐴
𝑖𝑖 = 0

𝑁∑︁
𝑖=1

𝛼𝐴
𝑖𝑗 = 0 , ∀𝑗 = 1, . . . , 𝑁

(4.3)

The index 𝐴 counts solutions to this system of equations, of which there are 𝑁(𝑁−3)
2 if the dimension

is large enough (as we will assume, otherwise the cross-ratios could become dependent). In general,

the number of independent cross ratios is

𝑁𝑐𝑟 =

⎧⎪⎨⎪⎩
𝑁(𝑁 − 3)

2
, 𝑁 ≤ 𝐷 + 2

𝑁𝐷 − (𝐷 + 1)(𝐷 + 2)

2
, 𝑁 ≥ 𝐷 + 2

(4.4)

In this work, we will always assume that the first of these two cases is realized. The conformal weight

prefactor is defined as:

𝑊𝑁 (x|𝛽𝛽𝛽) =
∏︁
𝑖<𝑗

𝑥
2𝛽𝑖𝑗

𝑖𝑗 (4.5)

where 𝛽𝑖𝑗 satisfy the following conditions:

𝛽𝑖𝑗 = 𝛽𝑗𝑖 , 𝛽𝑖𝑖 = 0

𝑁∑︁
𝑖=1

𝛽𝑖𝑗 = −∆𝑗 , ∀𝑗 = 1, . . . , 𝑁
(4.6)

Here ∆𝑗 should be understood as the conformal dimensions that enter the conformal algebra operators

(2.2), or, in other words, the sum of powers of propagators that end at the vertex with coordinate 𝑥𝜇
𝑗 .

Finally, conformal symmetry implies that the Feynman integral is given as

𝐼Γ(x|∆∆∆) = 𝑊𝑁,Γ(x|𝛽𝛽𝛽)𝐼(0)Γ (𝜉𝜉𝜉|∆∆∆) (4.7)

The function in the r.h.s. depends only on 𝑁𝑐𝑟 independent cross ratios, corresponding to some choice

of basis in the solution space to (4.3). The explicit form of the function will of course depend on this

choice. Note that there is an ambiguity in the choice of 𝛽𝑖𝑗 – one can always add a solution to the

homogenous equations to any solution of (4.6). This, however, is compensated with a redefinition of

the 𝐼(0) function by multiplying it with the corresponding product of cross ratios.
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4.2 Derivation of the Yangian equations in cross-ratios

Given the form of the general conformally invariant Feynman diagram in the previous section, it

is natural to ask how the Yangian symmetry acts when written in conformal cross-ratio variables. In

this subsection we derive an explicit expression for this action.

First, let us write the level-one momentum generator explicitly as a differential operator:

(−𝑖) ̂︀𝑃𝜇 =
1

2

∑︁
𝑖<𝑗

(︀
𝛿𝜇𝛼𝛿𝜆𝜈 − 𝛿𝜈𝛼𝛿𝜇𝜆 − 𝛿𝜇𝜈𝛿𝛼𝜆

)︀
(𝑥𝑗 − 𝑥𝑖)

𝛼 𝜕2

𝜕𝑥𝜆
𝑖 𝜕𝑥

𝜈
𝑗

+
1

2

∑︁
𝑖<𝑗

(︃
∆𝑖

𝜕

𝜕𝑥𝜇
𝑗

−∆𝑗
𝜕

𝜕𝑥𝜇
𝑖

)︃
−

−
∑︁
𝑖

𝑠𝑖
𝜕

𝜕𝑥𝜇
𝑖

.

(4.8)

Throughout the discussion in this subsection we take the evaluation parameters 𝑠𝑖 to be arbitrary. It

was previously proposed in [23], based on a variety of examples, that one has in general7

(−𝑖) ̂︀𝑃𝜇 𝐼Γ(x|∆∆∆) = 𝑊𝑁,Γ(x|𝛽𝛽𝛽)
∑︁
𝑖<𝑗

𝑥𝜇
𝑖𝑘

𝑥2
𝑖𝑘

PDE𝑖𝑘𝐼
(0)
Γ (𝜉𝜉𝜉|∆∆∆) (4.9)

Here the differential operators PDE𝑖𝑘 are written only in terms of cross-ratios. If the dimension 𝐷

is large enough, then all the vectors
𝑥𝜇
𝑖𝑘

𝑥2
𝑖𝑘

are independent, and we conclude that Yangian symmetry

implies

PDE𝑖𝑘𝐼
(0)
Γ (𝜉𝜉𝜉|∆∆∆) = 0 . (4.10)

As one may notice straight away, the system has more equations than there are variables. This means

that not all the equations should be independent. Indeed, for the studied examples, with specific

graphs and, hence, fixed 𝑠𝑖 one can observe, that the number of independent equations is always lower

and coincides with the number of 𝜉𝐴 variables. In fact the equations turn out to have a finite dimen-

sional space of solutions, i.e. they fix the value of the integral up to a finite number of integration

constants, that have to be determined by symmetries and boundary conditions. While examples of

equations for a few graphs where studied, the general form was unknown.

Below we present a derivation of the general form for the operators PDE𝑖𝑘, proving the structure

(4.9) along the way. The results of expression are independent of the specific choice of cross-ration, i.e.

the choice of 𝛼𝐴
𝑖𝑗 , and are written in a way that is covariant. In short, the main idea is to go through

an intermediate stage in the derivation. If we impose only the Poincare symmetry, we get that the

Feynman integral depends on the lengths 𝑥2
𝑖𝑗 . So, first we rewrite the level-one generator in these

variables. Only then we impose the conformal symmetry which further restricts that the variables 𝑥2
𝑖𝑗

should only enter as cross ratios.

Let us now sketch the derivation itself. First, we notice that while the derivatives in (4.8) act on

individual coordinates, the Feynman graph is a function only of their squared differences 𝑥2
𝑖𝑗 . We will

assume that the number of points is low enough compared to the dimension, so we can view 𝑥2
𝑖𝑗 (with

𝑖 < 𝑗) as independent variables. Thus we can rewrite the derivatives to act on these variables, for

example we have
𝜕

𝜕𝑥𝜇
𝑖

= 2
∑︁
𝑘 ̸=𝑖

𝑥𝜇
𝑖𝑘

𝜕

𝜕𝑥2
𝑖𝑘

(4.11)

7in our notation the operators PDE𝑖𝑘 differ by an overall constant numerical factor from those in [23]
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Proceeding in this way, we find that when acting on the Feynman graph, (4.8) takes the form

(−𝑖) ̂︀𝑃𝜇 =
∑︁
𝑖

𝑥𝜇
1𝑖 · PDE𝑖(𝑥

2) (4.12)

where we indicate that the operators PDEi act on the variables 𝑥2
𝑘𝑙. Explicitly, we find that they have

the form

PDE𝑖 =
∑︁
𝑗>𝑖

𝑘 ̸=𝑖,𝑙 ̸=𝑗

(𝑥2
𝑗𝑘 + 𝑥2

𝑗𝑙 − 𝑥2
𝑘𝑙)

𝜕2

𝜕(𝑥2
𝑖𝑘)𝜕(𝑥

2
𝑗𝑙)

+ . . .
(4.13)

where the dots indicate several similar terms, as well as simpler terms with only the first derivatives
𝜕

𝜕𝑥2
𝑖𝑗
. We do not write these terms here for the sake of readability but they are straightforward, if

laborious, to compute.

Next, we recall that the Feynman graph on which we act has the structure (4.7), i.e. a prefactor

times a function of conformal cross-ratios. When acting on this with e.g. 𝜕
𝜕𝑥2

𝑖𝑗
we find that the

derivatives can hit either the prefactor or the nontrivial remaining function, and the result can be

schematically written as
𝜕

𝜕𝑥2
𝑖𝑗

→ 𝜃𝑖𝑗 (4.14)

where 𝜃𝑖𝑗 are the differential operators in cross-ratios defined as

𝜃𝑖𝑗 =
∑︁
𝐴

𝛼𝐴
𝑖𝑗𝜉

𝐴 𝜕

𝜕𝜉𝐴
+ 𝛽𝑖𝑗 (4.15)

When acting with the 2nd derivatives
𝜕2

𝜕(𝑥2
𝑖𝑘)𝜕(𝑥

2
𝑗𝑙)

there will also be nontrivial cross-terms. Combining

everything together, we see that we mainly get sums of terms of the kind

𝑇𝑖𝑗𝑘𝑙 = (𝑥2
𝑗𝑘 + 𝑥2

𝑗𝑙 − 𝑥2
𝑘𝑙)

1

𝑥2
𝑖𝑘𝑥

2
𝑗𝑙

𝜃𝑖𝑘𝜃𝑗𝑙 (4.16)

which we can rewrite in terms of cross-ratios as

𝑇𝑖𝑗𝑘𝑙 =

(︃
𝜒𝑖𝑙𝑘𝑗

𝑥2
𝑖𝑙

+
1

𝑥2
𝑖𝑘

− 𝜒𝑖𝑗𝑘𝑙

𝑥2
𝑖𝑗

)︃
𝜃𝑖𝑘𝜃𝑗𝑙 (4.17)

Here 𝜒𝑖𝑗𝑘𝑙 are the standard 4-point cross-ratios,

𝜒𝑖𝑗𝑘𝑙 =
𝑥2
𝑖𝑗𝑥

2
𝑘𝑙

𝑥2
𝑖𝑘𝑥

2
𝑗𝑙

(4.18)

Note that the 𝜒’s of course are expressible in terms of our basis cross-ratios 𝜉𝐴, with the exact

expression depending on the chosen basis.

Combining all these steps, we find, after rather lengthy calculations, that when acting on our

graph we have

(−𝑖) ̂︀𝑃𝜇 =
∑︁
𝑖

𝑥𝜇
1𝑖

∑︁
𝑘 ̸=𝑖

PDE𝑖𝑘(𝜉)

𝑥2
𝑖𝑘

(4.19)
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where the differential operators PDE𝑖𝑘 act now only on the conformal cross-ratios 𝜉𝐴 (and not on

the prefactor of the Feynman graph). This can be further rearranged by observing that they are

antisymmetric, PDE𝑖𝑘 = −PDE𝑘𝑖, and the trivial identity 𝑥𝜇
1𝑖 = 𝑥𝜇

1𝑘 + 𝑥𝜇
𝑘𝑖. We find

(−𝑖) ̂︀𝑃𝜇 = −2
∑︁
𝑖<𝑘

𝑥𝜇
𝑖𝑘

𝑥2
𝑖𝑘

PDE𝑖𝑘(𝜉) (4.20)

Finally, by the argument similar to that in [23] we expect that at least for large enough dimension the

vectors
𝑥𝜇
𝑖𝑘

𝑥2
𝑖𝑘

should be independent, and therefore their coefficients in (4.20) have to vanish, i.e. the

operators PDE𝑖𝑘 annihilate our graph. The explicit form of these operators is the main outcome of

our long calculation. It is given in (1.1) in the Introduction, and we repeat it here:

PDE𝑖𝑘 = 2

⎛⎝ ∑︁
𝑙>𝑗>𝑖

−
∑︁

𝑙<𝑗<𝑖

+
∑︁

𝑙<𝑘<𝑖;𝑗

−
∑︁

𝑙>𝑘>𝑖;𝑗

⎞⎠𝜒𝑖𝑘𝑙𝑗𝜃𝑖𝑙𝜃𝑗𝑘 +
∑︁
𝑗 ̸=𝑖

(𝛿𝑗>𝑖 − 𝛿𝑗<𝑖)𝜃𝑖𝑘𝜃𝑖𝑗

+ (𝛿𝑖<𝑘 (∆𝑘 −𝐷)− 𝛿𝑖>𝑘 (∆𝑖 −𝐷)) 𝜃𝑖𝑘 + 2(𝑠𝑖 − 𝑠𝑘)𝜃𝑖𝑘

(4.21)

This constitutes one of our main results.

We have verified that equations (4.21) perfectly match known data in the literature:

• For the 4pt cross integral in any 𝐷 with generic scaling dimensions ∆𝑘, 𝑘 = 1, . . . , 4 (summing

up to 𝐷) we reproduce the equations from [23].

• For the double cross integral with six external points in 𝐷 = 4 with all scaling dimensions ∆𝑘 = 1

we reproduce equations (79) from [23].

• For the 6pt cross in any 𝐷 with any ∆’s (again summing up to 𝐷) we reproduce the highly

involved equations (E1)-(E15) in [23].

These rather nontrivial and constraining checks serve as an important verification of our key results.

Let us finally mention again that strictly speaking the equations we derive are valid for ’large

enough’ dimension, which guarantees independence of the relevant vectors we used at several stages.

It would be interesting to investigate in the future what happens if this assumption does not hold,

using the equations we derived as an important starting point from which to explore some reduction.

4.3 Consistency and non-reducibility conditions

So far in this section we have worked with a generic choice of the evaluation parameters 𝑠𝑖 and

the scaling dimensions ∆𝑖 of the external legs. Yet, as these parameters enter the Yangian equations

explicitly, it is natural to expect that consistency of the equations could lead to constraints for their

values (in particular since we typically have more equations than independent variables, i.e. cross-

ratios). In this subsection we derive these constraints explicitly for the 4-pt case, and also discuss

what happens more generally. These constraints will play an important role in relating the Yangian

to GKZ systems in section 5.

In addition to consistency of the equations, we will also impose the property we call non-reducibility

– namely, we require that our Feynman integrals do not satisfy 1st order equations in the cross-ratios.

This excludes cases which are in a sense ‘trivial’ – e.g. disconnected graphs or simple products of

propagators connecting the external points. It seems to leave only the truly nontrivial and substantive

cases, described typically by hypergeometric functions, and will be important for the general state-

ments we make in section 5 below. From now on, in this and the next sections we will consider only
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non-reducible graphs. Thus, in total we impose two types of constraints: consistency of the equations

and non-reducibility of the graph.

Let us see what these requirements give for the simplest case of 4pt integrals. We start with an

unspecified Feynman integral that we assume to be conformal and Yangian invariant, keeping generic

𝑠𝑖 and ∆𝑖. It can be written as

𝐼(𝑥1, 𝑥2, 𝑥3, 𝑥4) = 𝑥−2Δ2
24 𝑥Δ3−Δ4−Δ1+Δ2

14 𝑥−Δ3+Δ4−Δ1−Δ2
13 𝑥−Δ3−Δ4+Δ1+Δ2

34 𝜑(𝑢, 𝑣) (4.22)

where we take the cross-ratios to be

𝑢 =
𝑥2
12𝑥

2
34

𝑥2
13𝑥

2
24

, 𝑣 =
𝑥2
14𝑥

2
23

𝑥2
13𝑥

2
24

(4.23)

Then our general equations (4.21) can be straightforwardly written explicitly, and they give six non-

trivial 2nd order differential equations for the function 𝜑(𝑢, 𝑣). By making their linear combinations we

can eliminate some of the derivatives and potentially find 1st order equations for the function 𝜑(𝑢, 𝑣).

We should prohibit the existence of these 1st order equations (i.e. we require that their coefficients

vanish), since we impose non-reducibility as mentioned above. As a result we find that 𝑠𝑖 are uniquely

fixed, and furthermore the ∆’s must satisfy one of the three conditions:

∆1 +∆2 +∆3 +∆4 = 𝐷 or ∆1 +∆2 = ∆3 +∆4 or ∆1 +∆4 = ∆2 +∆3 (4.24)

1

2

3

4

∆1 +∆2 +∆3 +∆4 = 𝐷

1 2

4 3

∆1 +∆4 = ∆2 +∆3

1 2

4 3

∆1 +∆2 = ∆3 +∆4

Figure 6: The standard non-reducible 4-point graphs.

These conditions are precisely the ones realized for the simplest 4pt Yangian invariant graphs

– respectively, the cross integral and two versions of the 4pt double-cross integral, all of which are

shown on figure 6. Our analysis means that they in fact must be satisfied for any Yangian invariant

non-reducible 4pt integral.

4.3.1 Examples of reducible 4pt graphs

It may appear somewhat surprising that any Yangian invariant 4pt integral must satisfy the

constraints (4.24) unless it essentially trivializes (is reducible in our terminology). In order to better

understand these constraints let us give a few examples of graphs that violate them, and show that

they are indeed reducible.
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Example 1 – simple square. The first example we consider is the ‘square’ graph, given by four

propagators:

1

2

3

4

The corresponding Feynman integral is not even an integral, but simply a product of propagators:

𝐼 =
1

𝑥2Δ12
12 𝑥2Δ23

23 𝑥2Δ34
34 𝑥2Δ14

14

(4.25)

One can straightforwardly check that this graph is Yangian invariant if

4∑︁
𝑖=1

∆𝑖 = 2𝐷 (4.26)

which is clearly not one of the constraints we found above in (4.24). However, there is no contradiction

as this case violates our assumption about non-reducibility, i.e. absence of first order equations satisfied

by the integral. The corresponding function of the conformal cross-ratios is simply a constant:

𝐼
(0)

(𝑢, 𝑣|∆∆∆) = 1 (4.27)

and obviously satisfies 1st order equations such as 𝜕𝑢𝐼 = 0, 𝜕𝑣𝐼 = 0.

Example 2 – square with external legs. Another instructive case is the square with four external

legs:

12

3 4

If we try to draw this graph on the Loom (or in another way) we find that Yangian symmetry is only

possible if the integral propagator dimensions sum up to 𝐷. Together with conformal symmetry this

gives two conditions for external dimensions:

4∑︁
𝑖=1

∆𝑖 = 2𝐷 , ∆1 +∆3 = ∆2 +∆4 (4.28)

These are both not among our constraints (4.24). At the same time, unlike the previous example,

at first sight this graph corresponds to a non-trivial integral, as it has four integration vertices. Let

us see that in fact it can be trivialized by using star-triangle transformations (reviewed in appendix

B). Applying it to the ”stars” connected to external vertices 2 and 4, and then to the remaining two

vertices, we get the following sequence of transformations:
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1 2

34

1 2

34

1 2

34

1 2

34

1 2

34

The second and the last steps in this sequence include collapsing two propagators. At this stage

the constraints (4.28) on dimensions are crucial – they imply that the sum of the dimensions for

these two propagators is zero and indeed the propagators can be removed. Otherwise, one could not

simplify the graph further after the first step. We see that with a series of star-triangle transformation

we have reduced the graph to the simple square graph. This means that our graph again violates the

non-reducibility assumption so that again there is no contradiction. Explicitly, keeping track of all the

transformations, we find that up to constant prefactors this integral results in

𝐼 (𝑥𝑥𝑥|∆∆∆) ∼ 1

𝑥
2(Δ2−Δ3)
12 𝑥2Δ3

23 𝑥2Δ4
14

(︂
𝑥2
12𝑥

2
34

𝑥2
14𝑥

2
23

)︂𝑎

(4.29)

and hence

𝐼
(0)

(𝜉𝜉𝜉|∆∆∆) =
(︀
𝜉1
)︀𝑎

(4.30)

where 𝑎 is some combination involving the internal lines’ dimensions and we have chosen the cross

ratios as

𝜉1 =
𝑥2
12𝑥

2
34

𝑥2
14𝑥

2
23

, 𝜉2 =
𝑥2
13𝑥

2
24

𝑥2
14𝑥

2
23

. (4.31)

Thus we see that this example again violates the assumption about non-vanishing first derivatives

since we have
𝜕

𝜕𝜉2
𝐼
(0)

(𝜉𝜉𝜉|∆∆∆) = 0 . (4.32)

At the same time we again observe that this violation leads to a kind of trivialization of the integral,

where it is reduced to a much simpler one by star-triangle transformations

4.3.2 Comments on higher-point cases

In principle one could try to repeat the same analysis for higher-point Yangian equations. However

even for 5 points this becomes rather difficult technically and so far we were able to only get partial

results. Instead, in the next section we propose as a conjecture an alternative way that gives a shortcut

to derive the consistency and non-reducibility conditions, which we have checked against our partial

results for the 5pt and 6pt cases.
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5 Relation to GKZ equations

In this section we will demonstrate that under certain conditions the system of Yangian equations

is equivalent to a very specific GKZ system.

First notice that the second order part of the differential operators in the previous section is

essentially a sum of terms that have the form:

ℒ̂𝑖𝑘𝑙𝑗 = 𝜃𝑖𝑘𝜃𝑙𝑗 − 𝜒𝑖𝑘𝑙𝑗𝜃𝑖𝑙𝜃𝑘𝑗 (5.1)

These differential operators actually appear as a result of the reduction to conformal variables of simple

operators in Poincare invariant variables:

�̂�𝑖𝑘𝑙𝑗 =
𝜕2

𝜕𝑥2
𝑖𝑘𝜕𝑥

2
𝑙𝑗

− 𝜕2

𝜕𝑥2
𝑖𝑙𝜕𝑥

2
𝑘𝑗

(5.2)

I.e.

�̂�𝑖𝑘𝑙𝑗𝐼Γ(x|∆∆∆) =
𝑊𝑁,Γ(x|𝛽𝛽𝛽)

𝑥2
𝑖𝑘𝑥

2
𝑙𝑗

ℒ̂𝑖𝑘𝑙𝑗𝐼
(0)
Γ (𝜉𝜉𝜉) (5.3)

We will explain below how these operators �̂�𝑖𝑘𝑙𝑗 actually belong to a certain GKZ ideal and conjec-

turally generate it as well. Before that we study the exact relation between the system of equations

generated by PDE𝑖𝑘 and the system of operators �̂�𝑖𝑘𝑙𝑗 .

5.1 Recasting the Yangian equations in GKZ terms

Let us see how we can make explicit a GKZ-like part in the Yangian equations. In order to

observe more structures, let us define a generalized version of the GKZ-type operators (5.1) where we

extract or add some propagators from the graph before applying the differential operator (and undo

this operation afterward). In particular, this is motivated by 4pt graphs like those on figure 6 which

reduce to the cross integral (and thus satisfy the corresponding GKZ system for the cross discussed e.g.

in [52]), but only after we apply the star-triangle relation to one of the vertices, which creates extra

propagators that need to be removed, see Appendix B for details. Thus, we consider the operators

𝐿𝜅
𝑖𝑘𝑙𝑗 =

(︃∏︁
𝑚<𝑛

𝑥2𝜅𝑚𝑛
𝑚𝑛

)︃−1

𝐿𝑖𝑘𝑙𝑗

(︃∏︁
𝑚<𝑛

𝑥2𝜅𝑚𝑛
𝑚𝑛

)︃
(5.4)

and their counterpart ℒ𝜅
𝑖𝑘𝑙𝑗 , where:

ℒ𝜅
𝑖𝑘𝑙𝑗 = 𝜃𝜅𝑖𝑘𝜃

𝜅
𝑙𝑗 − 𝜒𝑖𝑘𝑙𝑗𝜃

𝜅
𝑖𝑙𝜃

𝜅
𝑘𝑗 , 𝜃𝜅𝑖𝑗 = 𝜃𝑖𝑗 + 𝜅𝑖𝑗 (5.5)

Using the explicit form of Yangian equations PDE𝑖𝑘 derived above, we find that they can be recast in

terms of these operators up to extra terms containing only 1st order derivatives:

PDE𝑖𝑘 = ℒ𝜅
𝑖𝑘 +𝑅𝜅

𝑖𝑘 (5.6)

where the first part contains our GKZ-like operators,

ℒ𝜅
𝑖𝑘 = 2

⎛⎝ ∑︁
𝑙>𝑗>𝑖

−
∑︁

𝑙<𝑗<𝑖

+
∑︁

𝑙<𝑘<𝑖,𝑗

−
∑︁

𝑙>𝑘>𝑖,𝑗

⎞⎠ ℒ̂𝜅
𝑖𝑘𝑙𝑗 (5.7)
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and the remaining second part 𝑅𝜅
𝑖𝑘 contains only first derivatives in cross-ratios8. Already this is a

nontrivial observation which recasts the most complicated, in a sense, part of the Yangian equations

in terms of GKZ operators up to a simple conjugation in (5.4).

Next, suppose the remainder 𝑅𝜅
𝑖𝑘 vanishes. Then since the Yangian operators annihilate the graph,

the same must be true for the operators ℒ𝜅
𝑖𝑘. Furthermore we observe that at least up to 5 points

the set of independent individual operators �̂�𝑖𝑗𝑘𝑙 can be linearly expressed in terms of 𝐿𝜅
𝑖𝑘 and thus

the GKZ-type operators �̂�𝑖𝑗𝑘𝑙 also annihilate the Feynman integral. So, up to a simple conjugation

by propagator factors, the Feynman integral in these cases satisfies the GKZ equations.9 For higher

number of points the reduction to individual �̂�𝑖𝑗𝑘𝑙 operators will not be as simple, but taking into

account the functional dependencies between various operators we expect it will be true at least for

a large class of graphs. Let us sketch a possible argument to support this. As we will later see, the

number of independent differential operators �̂�𝑖𝑗𝑘𝑙 (the dimension of the respective differential ideal)

is equal to the number of cross ratios 𝑁𝑐𝑟 = 𝑁(𝑁 − 3)/2. This means that the operator system of

equations PDE𝑖𝑘 = ℒ𝜅
𝑖𝑘 is overdetermined, as there are naively 𝑁(𝑁−1)

2 equations. However, if we

assume that the system PDE𝑖𝑘 is not overdetermined, then there would be also only 𝑁𝑐𝑟 independent

operators. Hence, the system would allow expressing the GKZ operators from the PDE’s (and vice

versa), which would mean that individual �̂�𝑖𝑗𝑘𝑙 operators are also annihilators of the Yangian invariant

integral. Making this logic precise and uncovering the details requires a detailed exploration, which

we leave for the future.

We see that in the cases when the remainder 𝑅𝜅
𝑖𝑘 in (5.4) vanishes, the Yangian is rewritten

completely in GKZ terms. What are these cases precisely? We have found a number of situations

when this happens which we list below.

Case 1: four external points. For four external points, we find that the remainder vanishes if

and only if the consistency conditions from (4.24) are satisfied. The parameters 𝑠𝑖 and 𝜅 are then also

fixed. In other words, vanishing of the remainder is equivalent to the graph being non-trivial (in the

sense explained in section 4.3).

Case 2: five external points. For five external points, we find that vanishing of the remainder

is only possible if one of several conditions on ∆’s is satisfied. We list them below together with the

corresponding graphs that realize each of the conditions:

𝐷 = ∆1 +∆2 +∆3 +∆4 +∆5 (5.8a)

2𝐷 = ∆1 +∆2 +∆3 +∆4 +∆5 (5.8b)

∆1 +∆2 = ∆3 +∆4 +∆5 (+ symmetries) (5.8c)

𝐷 +∆1 = ∆2 +∆3 +∆4 +∆5 (+ symmetries) (5.8d)

where we write “+ symmetries” to indicate conditions related to the given one by permutations. A

representative of the first case is the cross graph. Some examples representing each of the other cases

are given by the graphs on figure 7.

8and also terms without derivatives
9The functions in the kernels of the conjugated (5.5) and the original operators (5.2) clearly only differ by the

𝜅-dependent prefactor and thus are trivially mapped to each other.

– 20 –



1

2 3

4

5

∆1 +∆2 = ∆3 +∆4 +∆5

1

2 3 4

5

𝐷 +∆3 = ∆1 +∆2 +∆4 +∆5

1

2

3

4

5

2𝐷 = ∆1 +∆2 +∆3 +∆4 +∆5

Figure 7: Five-point graphs for which the remainder in (5.6) vanishes.

By ”symmetries” in (5.8) we mean that the indices can be permuted in a certain way to obtain

other possible constraints, like for the four point case. Just as before, not every permutation is

allowed because we assumed ordering. In particular, in (5.8c) the two dimensions on the l.h.s can only

be neighboring like 1− 2 or 4− 5. Condition (5.8d) exists for all choices of the dimension on the l.h.s.,

in the graphs above we chose it to be ∆3. Notice that in contrast to the square with four external

legs, the pentagon is non-trivial, meaning it does not reduce to a simpler graph with a star-triangle

transformation.

It seems in fact likely that any 5pt Yangian-invariant graph reduces to one of these graphs as they

seem to cover the full range of topologies compatible with Yangian constraints.

Case 3: cross-type graphs with any number of legs. Another case we found when the remain-

der vanishes is the following: for any number of points we can set 𝜅𝑖𝑗 to zero and impose

𝑁∑︁
𝑖=1

∆𝑖 = 𝐷 (5.9)

and

𝑠𝑘 − 𝑠1 =
∆1 +∆𝑘

2
+

𝑁∑︁
𝑗=𝑘+1

∆𝑗 −𝐷 = −∆1 +∆𝑘

2
−

𝑘−1∑︁
𝑗=2

∆𝑗 , 𝑘 = 2, . . . 𝑁 (5.10)

This is realized, in particular, by the 𝑁 -cross graphs.

This list of cases is certainly not exhaustive, and for instance for 6 external points there are

obviously more possibilities – though we also observe that for certain simple graphs the remainder will

not vanish. We hope to pursue a detailed exploration of all these options to the future.

Below we review the GKZ equations and their properties, and then we discuss the implications of

these observations for some nontrivial Feynman graphs.

5.2 Review of GKZ systems and 𝒜-hypergeometric functions

Gel’fand-Kapranov-Zelevinsky (GKZ) systems are special systems of differential equations asso-

ciated to toric actions on manifolds. Their key feature relevant to us is that their properties are

very well studied and we can follow known recipes to obtain solutions. The solutions are known as

𝒜-hypergeometric functions and are constructed canonically given the system. We will only briefly
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review the aspects relevant to this work and refer to the original papers [43, 44] and reviews [50, 55]

for details.

GKZ systems are defined by the following data:

• A𝑚×𝑛matrix𝒜, also called the toric matrix, with integer entries, such that the vector {1, . . . , 1}
lies in its column span.

• A vector 𝑏 ∈ R𝑚.

The GKZ system then is the following family of differential equations in variables 𝑧𝑖, 𝑖 = 1 . . . 𝑛 for a

function Φ(𝑧1, . . . , 𝑧𝑛):

• For all ℓ ∈ Z𝑛 such that ℓ ∈ ker(𝒜),

𝒜ℓ = 0 , (5.11)

one has an equation: (︃∏︁
ℓ𝑖>0

𝜕ℓ𝑖
𝑧𝑖 −

∏︁
ℓ𝑖<0

𝜕−ℓ𝑖
𝑧𝑖

)︃
Φ = 0 (5.12)

• The scaling equations ⎛⎝∑︁
𝑗

𝒜𝑖𝑗𝑧𝑗
𝜕

𝜕𝑧𝑗
− 𝑏𝑖

⎞⎠Φ = 0 (5.13)

Though the definition involves an infinite number of differential operators for all ℓ, there are only a

finite number of them generating the relevant 𝐷-module, corresponding to a basis in ker(𝒜) [43].

At this stage it is useful to note that in our case the 𝑧𝑖 variables will be the Poincare invariants

𝑥2
𝑖𝑗 , the matrix 𝒜 will have entries equal to 0 or 1, and the vector 𝑏 will contain the external scaling

dimensions ∆𝑖.

A simple example (discussed e.g. in [43]) would be the GKZ system for 𝑚 = 2, 𝑛 = 3 associated

to the matrix:

𝒜 =

(︂
1 2 0

1 0 2

)︂
(5.14)

The kernel is then spanned by a single vector:

ker(𝐴) = Z ·

⎛⎝ 2

−1

−1

⎞⎠ (5.15)

And hence the independent differential equations are given by:(︂
𝜕2

𝜕𝑧21
− 𝜕2

𝜕𝑧2𝜕𝑧3

)︂
Φ = 0

(𝑧1𝜕𝑧1 + 2𝑧2𝜕𝑧2 − 𝑏1) Φ = 0

(𝑧1𝜕𝑧1 + 2𝑧3𝜕𝑧3 − 𝑏2) Φ = 0

(5.16)

Let us explain how these equations can be solved. First, solving the scaling equations, we get:

Φ(𝑧1, 𝑧2, 𝑧3) = 𝑧
𝑏1
2
2 𝑧

𝑏2
2
3 Φ0

(︂
𝑧21
𝑧2𝑧3

)︂
(5.17)
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Then the first equation in (5.16) becomes a second order hypergeometric equation in 𝑥 =
𝑧2
1

𝑧2𝑧3
, which

is solved by:

Φ0

(︂
𝑥 =

𝑧21
𝑧2𝑧3

)︂
= 𝑐1 2𝐹1

(︂
−𝑏1

2
,−𝑏2

2
;
1

2
;
𝑥

4

)︂
+ 𝑐2

√
𝑥 2𝐹1

(︂
1

2
− 𝑏1

2
,
1

2
− 𝑏2

2
;
3

2
;
𝑥

4

)︂
(5.18)

Many properties of general GKZ systems are known. In particular GKZ systems are holonomic,

meaning that they have a finite dimensional space of solutions. The solutions themselves are given by

Γ-series or, more specifically, 𝒜-hypergeometric functions. Furthermore, for any vector 𝛾 such that∑︁
𝑗

𝒜𝑖𝑗𝛾𝑗 = 𝑏𝑖 (5.19)

one can show that the series

Φ𝛾(𝑧) =
∑︁

ℓ∈ker𝒜

𝑧𝛾+ℓ

𝑛∏︀
𝑖=1

Γ (𝛾𝑖 + 𝑙𝑖 + 1)
(5.20)

is a formal solution to the equations (5.12), (5.13). E.g. in our example (5.16), the first basis solution

in (5.18) corresponds to the choice: 𝛾 =

⎛⎝ 0

𝑏1/2

𝑏2/2

⎞⎠.

Notice that (5.20) gives a series infinite in both direction for generic values of 𝛾. To get the actual

solutions one more step is needed, which essentially consists of choosing enough of the 𝛾’s in such a

way that the series terminates in one direction, due to poles of the Γ-functions. The number of ways to

do that gives the number of solutions. This can be formalized in several ways. One, initially presented

in [43], solves the problem in terms of the Newton polytope associated to the column vectors of 𝒜. For

generic values of the 𝑏-parameters, the number of solutions is given by the volume of this polytope.

Next, one chooses a triangulation of the Newton polytope, and associates a Γ-series of the form (5.20)

to each simplex in the triangulation, hence creating a basis in the space of solutions. Certain conditions

called regularity and unimodularity should be satisfied by the triangulation, however, we do not want

to go into detail here and refer to the literature [50, 56–58]. Some more care is also needed in the case

of special parameters 𝑏.

For general GKZ systems, these methods were developed within algebraic analysis [56, 59], and

multiple software solutions to deal with GKZ systems and produce bases along with triangulations are

known [57].

5.3 The Yangian GKZ systems

Now that we have described GKZ equations in general, let us proceed to identifying the Yangian

system with a concrete type of these equations.

Recall that in section 5.1 we argued that all Yangian symmetric integrals (up to trivial factors of

the kind 𝑥
2𝜅𝑖𝑗

𝑖𝑗 ) are annihilated by the �̂�𝑖𝑗𝑘𝑙 operators given in (5.5). Notice that these operators in

fact look like a part of some GKZ system. Indeed, in [52] they were shown to correspond to a very

special type of GKZ systems. While in [52] the authors considered the relation to GKZ specifically for

the 𝑁 -cross integrals, here we identified GKZ operators inside Yangian equations for generic Feynman

graphs. Moreover, as discussed in section 5.1 for some graphs the Yangian will reduce precisely to the

GKZ equations.
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Let us describe the relevant GKZ system explicitly (we mostly follow the notation of [52]). We

can read it off from the explicit form of the operators (5.5). It is written in terms of variables

𝑣𝑖𝑗 = 𝑥2
𝑖𝑗 (5.21)

which correspond to the set of 𝑧-variables in our review above. Next, the toric matrix is the following

𝑁 × 𝑁(𝑁 − 1)

2
matrix:

𝒜𝑖,𝑗𝑘 = 𝛿𝑖𝑗 + 𝛿𝑖𝑘 (5.22)

and 𝑏𝑖 = −∆𝑖. Denote by 𝑙𝑖𝑗 the vectors which span the kernel of the 𝒜-matrix:∑︁
𝑗<𝑘

𝒜𝑖,𝑗𝑘𝑙𝑖𝑗 = 0. (5.23)

Then the corresponding GKZ operators are as follows:∏︁
𝑙𝑖𝑗>0

𝜕𝑙𝑖𝑗

𝜕𝑣
𝑙𝑖𝑗
𝑖𝑗

−
∏︁
𝑙𝑖𝑗<0

𝜕−𝑙𝑖𝑗

𝜕𝑣
−𝑙𝑖𝑗
𝑖𝑗∑︁

𝑗<𝑘

𝒜𝑖,𝑗𝑘𝑣𝑗𝑘
𝜕

𝜕𝑣𝑗𝑘
+∆𝑖

(5.24)

According to the discussion above the solutions to the GKZ systems will take the form of Γ-series

(5.20). The summation is over the kernel of 𝒜 with 𝑙𝑖𝑗 being the exponent of 𝑣𝑖𝑗 in this case. Notice

that the condition (5.23) for 𝑙𝑖𝑗 is the same as for 𝛼𝑖𝑗 in the definition of cross-ratios. Hence, for any

given choice of cross ratios, 𝑙𝑖𝑗 are linearly expressed in terms of 𝛼𝐴
𝑖𝑗 . Similarly to the counting of cross

ratios, this also means that the dimension of the kernel of 𝒜 is 𝑁𝑐𝑟. Furthermore, the exponents 𝛾

in (5.20) are precisely the exponents 𝛽𝑖𝑗 in the conformal prefactor in (4.6). Therefore we clearly see

that the solutions to the GKZ system are indeed, as expected, a series in cross-ratio variables times a

conformal weight prefactor.

Recall that in terms of variables (5.21) the operators �̂�𝑖𝑗𝑘𝑙 have the form:

�̂�𝑖𝑗𝑘𝑙 =
𝜕2

𝜕𝑣𝑖𝑗𝜕𝑣𝑘𝑙
− 𝜕2

𝜕𝑣𝑖𝑘𝜕𝑣𝑗𝑙
. (5.25)

These can be presented as in (5.24) by choosing

𝑙𝑖𝑗 = 𝑙𝑘𝑙 = 1 , 𝑙𝑖𝑘 = 𝑙𝑗𝑙 = −1 (5.26)

These satisfy (5.23) and hence operators �̂�𝑖𝑗𝑘𝑙 lie in the GKZ ideal. The scaling equations in (5.24) are

nothing but conformal invariance conditions, specifically, the dilatation operator, rewritten in variables

𝑣𝑖𝑗 . Hence, the full GKZ system should be equivalent to the set of constraints imposed by conformal

symmetry and the level one momentum generator. For concreteness, in appendix D we also provide a

few explicit examples of these GKZ systems arising from Yangian equations.

Let us point out that these particular GKZ systems were partially investigated already in one of

the original GKZ papers [43], see example 3.3.2. Those results also establish the useful property that

the GKZ ideal is generated by the �̂�𝑖𝑗𝑘𝑙 operators. Note that in that work also another similar system

is referred to as corresponding to Grassmanian manifolds (example 3.3.1), and in that case the full set
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of solutions is even listed explicitly. While the authors mention that an analogous solutions list is not

known for our GKZ system, one may hope that it could be within reach (see some later developments

in [60, 61]). A result of this kind would thus provide an explicit basis of functions whose combination

gives various nontrivial Yangian invariant Feynman integrals.

5.4 Comments and implications for Feynman graphs

Let us emphasize one key point – namely, the GKZ equations are very constraining and are

expected to only have a finite-dimensional space of solutions. Thus up to a conjugation by propagators

the graphs satisfying the GKZ system will be expressed in terms of the same basis functions as the 𝑁 -

cross graph. Moreover, this space of functions is given by the well-controlled space of𝒜-hypergeometric

systems, for the toric matrices that we write out. Of course the coefficients in the linear combination

will be different for different graphs, determined essentially by their symmetries and other boundary

conditions as usual in the Yangian bootstrap program [23].

In particular, in section 5.1 we established that for the pentagon graph in figure 7 the Yangian

equations reduce precisely to the GKZ system. Accordingly, we conclude that this Feynman integral

will be expressed as a linear combination of the same hypergeometric functions that form the basis

for the 5-cross integral. Notice that although the pentagon graph does have many trivalent vertices,

repeated application of star-triangle identities does not seem to reduce it to any standard simple

integral. Yet our GKZ analysis suggests which basis of special functions it should be expressed in. It

would be very interesting to verify this directly by computing the integral, as well as to look for more

examples where such statements can be made.

Finally let us also highlight that our analysis which allows one to reduce the Yangian equations

to the GKZ system for a particular graph relies on several steps. Namely, it is important that the

ℒ𝑖𝑘 operators reduce to individual �̂�𝑖𝑗𝑘𝑙, and moreover we impose that the remainder terms in (5.6)

vanish. We have found this is true for a range of examples, and while we do not expect this to be a

general property, it is likely to hold for a large class of graphs. It would be important in the future to

look for more examples of this kind and study them in detail.

6 Conclusions

In this paper we derived the general form of Yangian equations in invariant conformal variables,

as well as elucidating their link with GKZ systems in high generality. Having these general and rather

widely applicable proposals opens the way to exploring a significant range of directions in the future.

Let us list some of them.

• While highly general, our derivation of the Yangian equations in cross-ratios in section 4 assumed

that the dimension is not too small compared to the number of external legs. It would be

important to explore how to extend the derivation to the completely general case. One promising

avenue is to invoke an analyticity argument in the dimension as the latter mostly enters as just

a parameter in our equations, and then look for an appropriate reduction of the system to take

into account possible dependencies of the variables.

• Another important further step is to clarify when the remainder functions that distinguish Yan-

gian operators from GKZ ones vanish, and when do the sums of GKZ operators reduce to

individual ones – both points discussed preliminarily in section 5. Addressing the latter point is

also closely related to one more key question of rigorously establishing the functional dependen-

cies between Yangian and/or GKZ operators, as well as the number of independent solutions to

– 25 –



the systems. Advances in this direction can likely come from employing the powerful algebraic

machinery developed for describing GKZ differential ideals and more generally D-modules.

• With a clearer picture of when Yangian equations exactly reduce to GKZ one should be able

to establish a likely large class of Feynman graphs whose calculation will be within reach by

reducing them to a linear basis of hypergeometric solutions to GKZ equations. The coefficients

in the combination will then be fixed by boundary conditions and symmetries as is typical for

the Yangian bootstrap. As a first step it would already be very interesting to try and compute

this way the pentagon with 5 external legs from figure 7 for which as we established the basis

functions should be, remarkably, the same as for the 5-cross.

• One more natural question is to try and exploit the rewriting of Yangian equations as ’GKZ

terms plus a remainder with 1st order derivatives’ even when the remainder does not vanish.

• As we mentioned, typically the GKZ systems are associated to Feynman integrals via the Lee-

Pomeransky [62] representation of momentum space integrals. In this scenario, to obtain the

GKZ system the variables of the integral should be extended – one should make all the coeffi-

cients of the Lee-Pomerasky polynomial generic. The true integral is then recovered by a rather

complicated reduction. In contrast, in our case, the GKZ system is written directly in the initial

variables at hand – the Poincare invariants of external points. Therefore no reduction is needed

and the Yangian invariant Feynman integrals are exactly 𝒜-hypergeometric functions of confor-

mal cross-ratios. It would be interesting to understand the interplay between our approach and

the one based on Lee-Pomeransky representation more generally.

• The GKZ systems are simpler at generic values of ∆𝑖 and 𝐷. If one sets these to certain

integer parameters, one should take limits carefully. This is similar to the standard issues of

GKZ systems arising for momentum space integrals and would be interesting to explore in our

context.

• One more interesting reduction would correspond to bringing together some external legs of the

graph, in order e.g. to try to reach Basso-Dixon graphs starting from the Yangian invariant case.

It may be possible to do it at least in some cases by using advanced properties of solutions to

GKZ systems.

• As we already mentioned, the Yangian differential equations in 𝐷 = 2 were recently identified

with Picard-Fuchs equations for Calabi-Yau manifolds, while the integrals themselves were com-

puted in terms of periods [12, 16]. Now that we established a more precise relation between the

Yangian equations and GKZ systems, one could ask whether this has anything to do with ex-

tending the Calabi-Yau geometry to generic 𝐷. This is especially interesting since GKZ systems

do appear in the context of mirror symmetry as equations for Calabi-Yau periods [47].

• Yangian symmetry essentially implies that the Feynman graphs we study are eigenstates of inte-

grable spin chains based on the conformal group. It would be important to study the application

of recently developed separation of variables (SoV) methods for correlators in higher-rank spin

chains [63–66] to this case as already initiated in [67, 68], with a view of obtaining new insights for

these Feynman integrals, as well as to investigate the interplay between SoV and GKZ systems.

• There are curious links between Yangian symmetry or GKZ equations and other questions in

CFT: in [52] relations were proposed with conformal block/Casimir equations, in [53] with holo-

graphic correlators, in [69, 70] with higher spin theories where GKZ-like equations come up, and
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let us also mention the embedding space formalism where some of the equations may simplify.

These deserve to be explored further.

• In addition to the conformal case, Yangian invariance has been established for some massive

Feynman integrals as well [20–22]. It would be interesting to try to extend our results to this

setting.
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A Details on geometric constraints for the Loom

Here we argue that if the conditions (3.3), (3.4) are satisfied, then at least locally the graph can

be drawn on the Loom.

We will argue that the Baxter lattice of straight lines of the Loom construction can be built

”around” the graph. Let a graph satisfy conformal and dual conformal conditions. This means that

the sum of dimensions at each vertex of both the graph and its dual are equal to 𝐷. The first condition

– conformal invariance – means that we consistently identify the propagator powers with angles by

(2.10). That is, at each intersection of the Feynman graph and its dual we construct four outgoing

lines, going from one intersection to the other. Locally this looks as shown on figure 8.
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Figure 8: Local Loom reconstruction. A portion of the graph is drawn by red lines, and it’s dual by

dashed lines. The gray segments are intentionally drawn as if they don’t form an intersection of two

straight lines. However, the sum of the two angles highlighted in blue turns out to give 𝜋.

The conformality condition ensures that the geometric constraint of the sum of all angles of a

black 𝑛-gon cell being 𝜋(𝑛− 2) is satisfied. At this stage we just have a collection of lines going from

one intersection of the graph and its dual to the other.10

Next, we impose the dual symmetry condition (3.4). This means that the dimensions ∆ of the

dual graph can also be mapped to angles through which the lines of the dual graph go. Finally, we

use that dimensions of the original and dual line are related as:

∆(dual) =
𝐷

2
−∆ (A.1)

Therefore the two highlighted angles in fig. 8 add up to 𝜋 and hence the four outgoing segments are

really two intersecting lines. This is true at every vertex. Hence we get a Baxter lattice made up from

straight lines.

The argument we discussed works locally for internal vertices. Some additional care should be

taken for external vertices (e.g. to avoid the problem of having ’too many legs’ as for the graph on

figure 3 which cannot be drawn on the Loom), and to ensure that everything works globally. We leave

a more detailed exploration of this to the future.

B The double-star integral and the star-triangle transformation

Recall that the star-triangle transformation is the identity between a 3-leg integral and a triangle

graph:

10Notice that so far the argument goes through even for the hexa-star graph from figure 5, which however cannot be

drawn on the Loom as the next step will fail.
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∫︁
𝑑𝐷𝑥0

𝑥2Δ1
10 𝑥2Δ2

20 𝑥2Δ3
30

= = =
𝑎(∆1,∆2,∆3)

𝑥𝐷−2Δ3
12 𝑥𝐷−2Δ1

23 𝑥𝐷−2Δ2
13

. (B.1)

Here 𝑎(∆1,∆2,∆3) = 𝜋𝐷/2
Γ𝐷/2−Δ1

Γ𝐷/2−Δ2
Γ𝐷/2−Δ3

ΓΔ1ΓΔ2ΓΔ3

. We remind that we use the notation: Γ𝑥 =

Γ(𝑥).

Let us now consider the following two graphs:

1

2 3

4
1

2 3

4

The graph on the left can be transformed into the one on the right via the star-triangle transformation.

The conformal conditions for the integral read:

∆1 +∆2 = 𝐷 −∆0 = ∆3 +∆4 . (B.2)

where ∆0 is the dimension of the internal propagator.

Applying star-triangle to the vertex connected to 𝑥3 and 𝑥4, we get a cross integral with a prop-

agator attached to point 3 and 4:

𝐼 (x|∆1,∆2,∆3,∆4) = 𝑎(∆3,∆4,∆0)
1

𝑥𝐷−2Δ0
34

𝐼+

(︂
x
⃒⃒⃒
∆1,∆2,

𝐷

2
−∆4,

𝐷

2
−∆3

)︂
(B.3)

The dimension ∆0 can be expressed in terms of the external ones due to conformal conditions, hence

the power of the propagator in the prefactor is 𝐷 − 2∆0 = −𝐷 + 2∆1 + 2∆2

Since we have used the star-triangle transformation, conformal symmetry is not broken. Therefore

the parameters of resulting cross integral will satisfy the condition that the sum of propagator powers

is 𝐷. Indeed it is a simple check that the sum of dimensions in the r.h.s of (B.3) is 𝐷 given the

condition (B.2).

Referring to the discussion of operators (5.5), notice that the cross integral clearly satisfies GKZ

equations with the usual �̂�𝑖𝑗𝑘𝑙 operators. From this we clearly see that the double-star integral would

be annihilated by the conjugated operators, with 𝜅34 = −𝐷/2+∆1+∆2 and the rest of 𝜅𝑖𝑗 vanishing.

C Results of bootstrapping the cross and Appell series.

Here we collect the results of [23] on the cross integral. The integral is defined as

𝐼+ =

∫︁
𝑑𝐷𝑥0

𝑥2Δ1
10 𝑥2Δ2

20 𝑥2Δ3
30 𝑥2Δ4

40

(C.1)

with ∆1 +∆2 +∆3 +∆4 = 𝐷. Then one has

𝐼+

(︁
x
⃒⃒⃒
∆1,∆2,∆3,∆4

)︁
= 𝑉4𝑔(𝑢, 𝑣) (C.2)
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where 𝑢, 𝑣 are conformal cross-ratios. The prefactor is given as:

𝑉4 = 𝑥−2Δ2
24 𝑥2Δ4−𝐷

13 𝑥−𝐷+2Δ2+2Δ3
14 𝑥𝐷−2Δ3−2Δ4

34 (C.3)

The four basis solutions in are chosen as:

𝑔1 =𝐹4

(︂
∆2,

𝐷

2
−∆4,

𝐷

2
−∆3 −∆4 + 1,−𝐷

2
+ ∆2 +∆3 + 1, 𝑢, 𝑣

)︂
𝑔2 =𝑢−𝐷

2 +Δ3+Δ4𝐹4

(︂
−𝐷

2
+ ∆2 +∆3 +∆4,∆3,−

𝐷

2
+ ∆3 +∆4 + 1,−𝐷

2
+ ∆2 +∆3 + 1, 𝑢, 𝑣

)︂
𝑔3 =𝑣

𝐷
2 −Δ2−Δ3𝐹4

(︂
𝐷

2
−∆3, 𝐷 −∆2 −∆3 −∆4,

𝐷

2
−∆3 −∆4 + 1,

𝐷

2
−∆2 −∆3 + 1, 𝑢, 𝑣

)︂
𝑔4 =𝑢−𝐷

2 +Δ3+Δ4𝑣
𝐷
2 −Δ2−Δ3𝐹4

(︂
∆4,

𝐷

2
−∆2,−

𝐷

2
+ ∆3 +∆4 + 1,

𝐷

2
−∆2 −∆3 + 1, 𝑢, 𝑣

)︂
(C.4)

Up to constants the hypergeometric series in (D.2) is given by the Appell series:

Φ1 ∼ Φ̃1 = 𝐹4

(︂
𝐷

2
−∆3,∆2,

𝐷

2
−∆3 −∆4 + 1,

𝐷

2
−∆1 −∆3 + 1, 𝜉1, 𝜉2

)︂
(C.5)

To relate these solutions, notice that:

𝜉1 =
𝑢

𝑣
, 𝜉2 =

1

𝑣
, 𝑢 =

𝜉1

𝜉2
, 𝑣 =

1

𝜉2
(C.6)

Using transformation [71]:

𝐹4(𝑎, 𝑏; 𝑐, 𝑑;𝑥, 𝑦) =

=
Γ(𝑑)Γ(𝑏− 𝑎)

Γ(𝑑− 𝑎)Γ(𝑏)
(−𝑦)−𝑎𝐹4

(︂
𝑎, 𝑎− 𝑑+ 1; 𝑐, 𝑎− 𝑏+ 1;

𝑥

𝑦
,
1

𝑦

)︂
+

+
Γ(𝑑)Γ(𝑎− 𝑏)

Γ(𝑑− 𝑏)Γ(𝑎)
(−𝑦)−𝑏𝐹4

(︂
𝑏, 𝑏− 𝑑+ 1; 𝑐, 𝑏− 𝑎+ 1;

𝑥

𝑦
,
1

𝑦

)︂ (C.7)

we get:

Φ̃1 = 𝑣Δ2

(︃
(−1)Δ2

Γ𝐷
2 −Δ1−Δ3+1Γ𝐷

2 −Δ2−Δ3

Γ𝐷
2 −Δ3

Γ𝐷
2 −Δ1−Δ2−Δ3+1

· 𝑔1 + (−1)Δ3−𝐷
2

Γ𝐷
2 −Δ1−Δ3+1Γ−𝐷

2 +Δ2+Δ3

Γ1−Δ1ΓΔ2

· 𝑔3

)︃
(C.8)

The prefactor 𝑣Δ2 is responsible exactly for the different choice of prefactors between us and [23].

D Examples of GKZ equations from the Yangian

Let us present a couple of explicit examples for illustration. For instance, as we have argued an

arbitrary 4-point graph will be given by a linear combination of the basis functions corresponding to

the 4-cross. Their explicit form and the corresponding GKZ conventions were given in [52] and in our

notation they are as follows. The toric matrix reads

𝒜 =

⎛⎜⎜⎝
1 1 1 0 0 0

1 0 0 1 1 0

0 1 0 1 0 1

0 0 1 0 1 1

⎞⎟⎟⎠ (D.1)
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The resulting basis 𝒜-hypergeometric functions are four series in two variables, and e.g. one of them

looks like:

Φ1 = 𝑥
𝐷−2(Δ1+Δ2)
12 𝑥

𝐷−2(Δ1+Δ3)
13 𝑥−2Δ4

14 𝑥2Δ1−𝐷
23 ×

×
∞∑︁

𝑛1,𝑛2=0

(︀
𝜉2
)︀𝑛1
(︀
𝜉1
)︀𝑛2

𝑛1!𝑛2! Γ1+𝑛1−Δ1−Δ3+
𝐷
2
Γ1+𝑛2−Δ1−Δ2+

𝐷
2
Γ1−𝑛1−𝑛2−Δ4Γ1−𝑛1−𝑛2+Δ1−𝐷

2

(D.2)

where Γ𝑥 = Γ(𝑥). The resulting basis of series is related to the Appell series of [23] via analytical

continuation, see Appendix C.

As another example, the toric matrix for 𝑁 = 5 is:

𝒜 =

⎛⎜⎜⎜⎜⎜⎝
1 1 1 1 0 0 0 0 0 0

1 0 0 0 1 1 1 0 0 0

0 1 0 0 1 0 0 1 1 0

0 0 1 0 0 1 0 1 0 1

0 0 0 1 0 0 1 0 1 1

⎞⎟⎟⎟⎟⎟⎠ (D.3)

The solution space is given by 11 Γ-series in five cross ratio variables, presented more explicitly in [52].
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