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Abstract
Eye tracking provides a unique perspective on the inherently visual discourse between visualisation systems and their users,
and has recently become sufficiently precise and affordable to be integrated as regular input into workstations and virtual or
augmented reality headsets alike. As such, real-time eye tracking can now contribute significantly towards the development
of gaze-aware visualisations that infer and monitor users’ needs to actively support their activities. To facilitate such systems
we make three contributions. First, we structure and discuss design considerations for gaze-aware visualisations along four
axes: measurable data; inferable data; opportunities for support; and limiting factors to beware. Second, we distill visualisation
research challenges that preclude such systems. Finally, we show via three usage scenarios how to apply these design consider-
ations to imagine how existing systems can benefit from real-time eye tracking. We combined a structured literature analysis, a
consideration of suitable places for eye-tracking integration in the typical visualisation ecosystem, and design space modelling.
Eye tracking has significant potential to improve the interactive visual analysis of data across many visualisation domains.
Our paper attempts to provide a comprehensive, general survey and conceptual discussion in this promising field, outlining the
state-of-the-art and future research opportunities.

Keywords: interaction, information visualisation, multimodal interaction, visualisation, visual analytics

CCS Concepts: • Human-centred computing → Visualisation; Interaction paradigms; Interaction techniques; Visualisation
design and evaluation methods;

1. Introduction

Classic pointing devices and keyboards still serve the interaction
needs of most visualisation systems, but natural interaction modali-
ties such as voice, gestures, and gaze have recently come into focus.
Among these, gaze is promising and often applied in studies, per-
ception research, and as a user interface. However, its application
and potential to enhance interactive visual data analysis are under-
explored. We contribute a structured design framework for gaze-
aware visualisations and means to inform researchers who wish to
develop such systems.

The visual analysis of large, multi-faceted datasets challenges an-
alysts’ perceptual and cognitive capacities as they navigate visually
dense displays, create and maintain mental models of data interde-
pendencies, and manage analytic processes. Adaptive and mixed-
initiative visualisations are seen as a potential solution [EHR*14,
Hor99, Opp17]. They seek to build an awareness of an analyst’s
goals and contribute proactively towards their resolution. Initial
work on such systems relied mainly on active interaction and
explicit input such as relevance feedback, interaction analysis,
provenance data or annotation. Lately, computers’ growing abil-
ity to interpret natural language using machine learning has taken
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Figure 1: Visual exploration of a scatter plot matrix aided by
provenance-based recommendations [SSES17]. Via gaze, the sys-
tem tracks the plots users view (left). Dissimilar plots are identi-
fied and recommended to encourage exploration of diverse data
patterns. The history of both seen and recommended patterns are
shown in sorted lists of plots (top-right). A colour-coded matrix
summarises the view history and recommendations (bottom-right).
Chin rest is used for evaluation only. Figure courtesy of Lin Shao.

centre stage in supporting more seamless human-computer interac-
tion (HCI) and demonstrates the benefits of novel interactionmodal-
ities [MNES22, SSL*23].

High-quality eye tracking has become affordable and can be a rich
source of information about visual attention and analytic intentions.
Eye tracking can enrich efforts to develop adaptive visualisations
by providing a window into users’ visual and analytic behaviour

that is distinct from existing traditional modalities like keyboard
and pointing devices. While a few visualisation systems already ex-
plored the interactive use of eye tracking, for example, to support
visual search, recommend unseen data patterns or capture the anal-
ysis process [OAJ14, SSES17, SSS*16a, SSV*18] (see Figure 1 for
an illustration), the potential of eye tracking to support adaptive vi-
sualisations remains largely untapped.

We contribute (i) a design framework for using gaze in adap-
tive visualisations, grounded in a comprehensive literature review
(Figure 2 and Sections 4, 5, 6), (ii) research avenues to catal-
yse the use of gaze in the visualisation domain (Sections 4, 5,
6), and (iii) three usage scenarios evidencing how the frame-
work can inform how concrete visualisation systems can bene-
fit from eye tracking (Section 7). Our design framework follows
a logical sequence of measuring behaviour from gaze and other
modalities, inferring about visual and analytic intent, then using
this to enable support for operations, reasoning, and communica-
tion, while at the same time underlining challenges about infer-
ence accuracy, involved uncertainties, and goals for usefulness and
adaptability.

Our work aims to help researchers and practitioners build
gaze-aware visualisations by providing structured insight into the
practical possibilities and challenges they ought to consider as well
as catalyse visualisation research on aspects that underlie such
systems. More broadly, we provide a holistic view of how eye
tracking can support visualisation, with a particular focus on the
development of multimodal, adaptive, and mixed-initiative systems.
To date, relevant work has been dispersed across different research
communities, including eye-tracking technology and applications

Figure 2: Design considerations for gaze-aware visualisations. (Measure) Eye trackers provide eye-tracking data in real-time. (Infer) Eye-
tracking data can be combined with data describing context and other modalities to support inference of higher order information such as
visual marks or data that users look at, their intended tasks and analysis goals and their user profile and state. (Support) This allows us to
support aspects of the visual data analysis process ranging from interaction to reasoning and communication. (Beware) However, to ensure
usefulness and adaptability, a range of limitations in technology and the information we can derive from gaze about perception and cognition
should be considered.

© 2025 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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(e. g., ACM ETRA), HCI (e. g., ACM CHI), and visualisation
(e. g., IEEE VIS). It was also unstructured, and not linked to current
themes of visualisation research (e. g., guidance, provenance,
multimodal interaction). Applied work on interactive uses of eye
tracking in visualisation is also limited to a small set of technical
solutions. Overall, our work complements current visualisation
research on guidance, provenance, and multimodal interaction,
especially through natural language [CAS*18, CGM19, LSS*18,
MNES22, PMCEA*22, SSL*23].

2. Background and Related Work

Ourwork is at the junction of adaptive, guiding, andmixed-initiative
visualisation; multimodal interaction; and eye tracking.

2.1. Intelligent visualisation systems

As data and the systems we use to interpret it become increasingly
complex and multi-faceted, research into systems that can proac-
tively support analysts and optimise their processes is underway.
Adaptive systems and visualisations adjust themselves dynamically
based on interactions, preferences or changing data characteristics
to provide tailored views, streamline interaction, and optimise data
comprehension and analysis [AZZR07, CZK*22, Opp17]. Guid-
ance involves providing analysts with intelligent support and rec-
ommendations during the data exploration process to assist them
in decision-making and interpretation [CAS*18, CGM*17].Mixed-
initiative visualisation emphasises collaboration between analysts
and computers, which are elevated to partners that contribute proac-
tively to the analysis process [EHR*14, Hor99, MGG*23, SJB*21].

Much work in visualisation has focused on adaptation, guidance,
andmixed-initiative analytics, andwe can only discuss a selection of
it here. The degree-of-interest/fisheye framework [Fur06] suggests
defining a user-specific degree of interest function to describe the
data and using this to adapt the level of data detail shown in a visual-
isation. Brown et al. [BOZ*14] used features from the movement of
a pointing device to train a model of user proficiency, which can dis-
tinguish between systematic and non-systematic search behaviour
as a basis for adaption. Cook et al. [CCI*15] explored how to in-
tegrate task-driven recommendations into visual analytics based on
provided entities of interest. Other work proposed semantic inter-
action [End16] and adapting underlying data analysis models in re-
sponse to interactions.

In all cases, such visualisations rely on real-time understanding
of the analyst, their context, and their analytic objectives [AZZR07,
KT17, MGG*23, OGW19, SJB*21]. These can be modelled from
both active (e. g., keyboard, mouse, touch) and passive (e. g., cam-
era, microphone, biophysical monitoring) input modalities.

2.2. Multimodal visualisation

Multimodal visualisation seeks to develop interaction experiences
that let analysts focus on their data and promote flow by lever-
aging input devices and modalities that transcend the WIMP
paradigm [EMJ*11, LIRC12, LSS*18]. A significant body of ini-
tial work focused on pen, touch, and gesture interactions [AEYN11,

BLC*11, JLLS17, RK14]. More recently, interacting with visuali-
sation through natural language has received considerable attention
[SSL*23]. Applications range from visualisation generation and
modification via spoken commands [AKG*16, NSS20, SLJL10] to
multi-turn conversational analytics [MNES22, STD19]. The seam-
less combination of natural language with other modalities such
as pen, touch, and gestural interaction is also effective [CMH*20,
KR18, SS17, SLS20, SSS20].

Advances in machine learning and artificial intelligence are an
enabling force behind these efforts. They often underlie the transla-
tion of typically messy, context-laden, and ambiguous multimodal
data such as natural language utterances and free-form gestures into
actionable interactions [KK23, PSMJ22, WCWQ21, WWS*21].

2.3. Eye tracking and applications in visualisation

Eye tracking allows the mapping of the user’s eye movements to
fixations on a visible target, including locations on the display of a
system or objects in a scene [HNA*11]. Eye trackers can capture
fixations and saccades (rapid eye movements between fixations) at
high spatial and temporal resolution. Fixations can then be mapped
to foveated display elements. Eye trackers come in many forms, in-
cluding devices for the desktop, head-mounted displays (HMDs) or
software-based solutions for extracting gaze from webcams.

Eye-tracking data is relevant for many applications and studies.
This is due to the eye-mind hypothesis [JC80]. It implies, in simple
terms, that when people look at visual objects, they also attend to
them. While the general validity of this is still under debate and
other hypotheses on the relation between fixations and cognition
exist [DS96, Pos80, WW08], many eye-tracking applications build
on this presumed link between seeing and attending.

The most established use of eye tracking today is in psycho-
metric studies, interface design, and usability evaluations [GW03,
TGL*09]. Analysing eye-tracking data allows one to assess in-
terfaces and behaviour patterns [BKR*17], evaluate visual analyt-
ics [KFBW16] or bridge quantitative and qualitative research meth-
ods [Wei24].

Another use that receives increasing attention is the real-time use
of eye tracking to support HCI, in particular, to facilitate adap-
tive interfaces. This development was driven by the advent of a
new generation of high-accuracy, affordable eye trackers. Eye track-
ing is a particularly interesting indirect input channel for visualisa-
tion interaction due to the possible link between gaze and cogni-
tive processing [Bed05] and provides a likely useful complementary
modality to natural language [ARZ*22, KNBV22]. In our previous
work [SBR*19], we discussed how eye tracking may be integrated
into the visual data analysis process by imagining how it may con-
nect to the visual analytics process model of Keim et al. [KMS*08].
Additionally, we suggested ideas for adapting existing visual analyt-
ics applications. Similarly, Srinivasan et al. recently advocated that
eye-tracking underlie the development of attention aware visualisa-
tions (AAV) and proposed a set of design guidelines [SEB*24].

We now propose a larger encompassing design framework, based
on the dimensions measuring, inferring, supporting, and a broad
space of challenges affecting the design. Our work also touches

© 2025 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.

 14678659, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/cgf.70097 by C

ity U
niversity O

f L
ondon, W

iley O
nline L

ibrary on [29/04/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



4 of 20 R. Jianu et al. / Gaze-Aware Visualization: Design Considerations and Research Agenda

on practical implementations that have used eye-tracking data to
make inferences about users and their tasks to adapt visualizations
accordingly. For example, a robust body of work, in particular by
Conati et al., looked into leveraging gaze patterns to infer users’ de-
gree of visualization expertise and the visualization tasks they were
pursuing [SCC13, TCSC13, CCTL15, CLRT17, LCT19, CLRT20].
Similarly, researchers looked at the links between gaze and mo-
mentary user states such as boredom and engagement [KGK*14,
SSE*15], stress and cognitive load [SSE*15], and learning progress
[TSG*14]. In more direct attempts to visual analysis, eye track-
ing was used to interact with and navigate hierarchy visualizations
[SSS*16b], to retrieve or rank visual patterns of interest in scatter
plots [RSY*22, SSES17] and time series [SSV*18], to support data-
reading in networks [OAJ14] and maps [GKG*18], and to navigate
within and between visualization views [SLMS09]. Finally, in an at-
tempt to facilitate the exploration of such work, Lalle et al. [LCT19]
proposed a dedicated testbed platform for experimenting with gaze-
adaptive visualizations. These existing works focus on specific se-
lected tasks and visualization techniques and do not provide a holis-
tic view of how eye tracking fits within the broader visualization
ecosystem.

3. Methodology

The framework shown in Figure 2 and described in Sections 4, 5, 6
is our main contribution. It serves as a checklist for researchers and
practitioners who design gaze-aware visualisations, pointing them
to opportunities and limitations that are important. It also suggests
research avenues to catalyse the use of gaze in visualisation. We
relied on five activities to assemble the framework.

First, we analysed existing literature on interactive uses of eye
tracking, with an emphasis on visualisation (Section 3.1). Second,
we considered general facets of visualisation ecosystems (e. g., data,
visual encoding, interaction, users, devices) and imagined their po-
tential synergies with real-time eye tracking (Section 3.2). This was
necessary because existing literature on the use of real-time eye
tracking in visualisation is relatively limited. Third, we organised
the resulting design considerations, challenges, and future research
needs into a structured framework (Section 3.3).

Finally, we operationalised the framework for use in practice and
demonstrate its ability to inform the design of gaze-aware visuali-
sations via three usage scenarios (Section 7). We selected concrete
applications to cover a diverse range of uses and technologies (e. g.,
business intelligence; law enforcement; desktop; mobile; virtual re-
ality [VR]) and used our framework as a structured checklist to
imagine how they could benefit from eye tracking.

3.1. Literature analysis

Our literature analysis aimed to uncover types of gaze support other
researchers explored, as well as challenges and opportunities they
identified, with emphasis on the potential to help visualisation. It
involved three activities: compiling a set of papers of interest; using
thematic analysis to code their methods, opportunities, and chal-
lenges; and feeding those themes into design considerations.

To assemble relevant papers, we used Webster and Watson’s
snowballing strategy for literature reviews [WW02]. We first used

Figure 3: Results of our literature analysis: (Top) About a quar-
ter of the papers we reviewed were from the visualisation domain
(TVCG, IEEE Vis, CGF) and a quarter from publications in HCI
(CHI). The rest were sourced from a range of domains including
dedicated eye-tracking venues (ETRA), artificial intelligence, and
cognitive science. Our analysis focused largely on recent papers,
with a large majority from the past eight years. (Bottom) Our the-
matic coding reveals the most prevalent themes and topics from the
considered papers. For example, 42 papers combined visualisation
and gaze in some way; machine learning was used to support in-
ference in 56 papers; and 25 papers touched on the possibility of
inferring data and views of interest from gaze.

our combined research experience on eye tracking and visualisation
to propose a preliminary list of papers broadly covering topics such
as: interactive use of eye tracking in visualisation; eye tracking as
a means to infer users’ abilities, goals or tasks; multimodal inter-
action in visualisation; models, principles and examples of guid-
ance and mixed-initiative visualisation; principles of recommenda-
tion systems and use of eye tracking in such systems. This initial list
contained 71 papers. During their analysis and coding (described
below), this list was expanded by a further 165 relevant papers that
were either cited by (‘backwards snowballing’) or inspired by the
initial papers (‘forwards snowballing’).

We chose this strategy over a traditional keyword-based search
of publication databases because we observed that eye-tracking
research is distributed across many communities (e. g., visual-
isation, HCI, games, behavioural and social, cognitive and vi-
sion sciences) and has variability in keyword conventions (see
Figure 3).

© 2025 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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Three of the authors then read the papers, quantified their rele-
vance and used thematic coding to identify common themes they
addressed. One primary coder did so for all 236 papers while two
secondary coders analysed a subsample of 100 papers. The result-
ing codes were refined to remove overlaps, merge similar ones, de-
scribe the remaining ones using short sentences and group them into
broader themes. Example themes and codes include among others:
measured data (fixations and saccades, area of interest (AOI)/ data of
interest (DOI), other modalities); enabling technologies (offline, on-
line, machine learning); identifying (user abilities, user state, tasks,
data or views of interest). More predominant themes and codes are
shown in Figure 3. The resulting codes and themes informed the
design of our framework.

3.2. The ecosystem of visualisation systems

Literature focusing explicitly on eye-tracking use in visualisation is
relatively limited. To obtain a more exhaustive view of opportunities
for integrating gaze with visualisation, we augmented our literature
analysis by considering facets typical of visualisation ecosystems
and imagining their potential synergies with eye tracking. Bland-
ford and Furniss’ [BF05] framework for collaborative system design
inspired this methodology, which advocates a structured considera-
tion of all possible aspects of collaborative problem solving (e. g.,
physical layout, artifacts, information flows).

We used the facets described in our visual analytics
model [SBR*19], one that was purposefully designed to support the
integration of visual analytics and eye tracking: System (technolog-
ical medium, support for other modalities); Data (types, sources);
Visualisation (marks, visual variables, techniques); Interaction
(devices, style, techniques, intent); Model; Analyst (knowledge,
goals, tasks); Context (domain particularities, situatedness).

We then considered how eye tracking could support each facet
by referring to support in the literature. For example, when con-
sidering users’ goals and tasks, we relied on visualisation research
on task taxonomies and models [AS04, BM13, LTM17] to rea-
son how eye tracking can support tasks of different scopes; when
imagining how eye-tracking data can help flesh out the analy-
sis process we considered work on capturing provenance and its
uses [BCC*05, DHRL*12, GZ09, RESC15, XAJK*15]; or, when
considering users, we were inspired by Conati et al.’s [CCTL15,
CLRT17, SCC13, TCSC13] work on using eye tracking to identify
characteristics and cognitive states. Overall, this stage allowed us to
consider potential eye-tracking opportunities not yet explored and
ground our framework in a wider research landscape.

3.3. Organising the framework

We organised our framework around four main themes. Measured
data refers to data that eye trackers or other modalities and contexts
readily provide (Section 4). Inferred data is then obtained by inter-
pretingmeasured data computationally to learn about users and their
interests, tasks, intent and analysis process (Section 5). Support op-
portunities encompass the ways in which visualisation systems can
leverage such information to support users in ways previously not
possible (Section 6). Finally, Beware factors are orthogonal to the

previous three themes. They arise from limitations in eye-tracking
technology and the sometimes inscrutable ways in which human
perception and cognition work, and may constrain support possi-
bilities. Each theme contains a set of numbered factors (M1-3, I1-6,
S1-7, B1-9), which are described and linked to existing research and
grouped further based on higher-order concepts they relate to (e. g.,
display and data; user and process).

Additionally, we suggest research avenues to tackle limitations
and support applications that our framework exposes. These can
serve as catalysts to the widespread use of gaze-aware visualisa-
tions. We focus primarily on catalysts that are within the remit of
the visualisation community, such as the accurate mapping of gaze
to visualised data; the inference of visualisation-specific tasks; or
the evaluation of gaze-enabled visualisations. We defer a few other
research challenges to research communities specialised in pursu-
ing them. For example, the need to measure gaze reliably and trans-
parently across a wider range of technological mediums is already
actively and effectively explored by the eye tracking community.

To arrive at our final framework organisation, we drew inspi-
ration from Blandford and Furniss’ [BF05] DiCoT framework to
group granular factors into broader themes, and from Brehmer and
Munzner’s [BM13] task typology to arrange them into a three-tiered
structure. However, we note that our framework evolved iteratively
and other organisations were considered. Most notably, we initially
attempted to structure design considerations around the facets of our
earlier VA model [SBR*19]. However, while doing so we realised
that we were often referring to data and inferences eye trackers
provide, support opportunities, and limitations. Elements of those
themes recurred in different facets of our framework, which resulted
in overlaps. These shortcomings led us to ultimately reorganise the
framework into the one outlined above and detailed in the following
three sections.

4. Framework: Measure

The foundation of our framework is measurable data—information
that commercial eye trackers and other input devices readily capture.
This raw data serves as the basis for further interpretation, providing
essential input for computational methods that infer deeper insights
into user behavior and intent.

4.1. Gaze and other modalities

M1 Gaze: Most eye trackers report gaze-streams (2D or 3D
coordinates supplied at time intervals that depend on the
eye tracker’s sampling frequency), fixations, saccades, blink
events and lower-level eye-properties such as pupil size. An
extensive review of such eye-tracking measures is given by
Poole and Ball [PB06]. Such data is derived by eye track-
ers from imagery and the algorithms and thresholds used
in this process impact the quality of reported eye-tracking
data [HNM12, SG00]. However, discussing these is beyond
the intended scope of our work, because we primarily mean
to inform visualisation researchers who would likely use off-
the-shelf eye trackers. We consider data that commercial eye
trackers provide as the starting point of our discussion.

© 2025 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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M2 Enriching other modalities: Eye-tracking data can be com-
bined with other modalities such as directed manual interac-
tions and gestures, natural language, pulse rate, electrodermal
response and data from electrocardiography (ECG) or elec-
troencephalography (EEG) to help systems infer user intent
and state. Such possibilities are detailed further below (S2).

M3 Enriching context: Other information about context (e. g.,
time, location, domain) may also be combined with eye-
tracking data to support adaptive applications [CG07,
LQS*03, PB05].

4.2. Beware measuring inaccuracies

Technical limitations and context determine how precisely, accu-
rately and quickly an eye tracker can find where a user is looking.

B1 Technology: Unlike most manual input devices, eye tracking
can only report small screen areas that are viewed, rather than
precise pixels. Eye trackers generally report accuracy (i. e.,
difference between true and reported gaze) of <0.5° of the
field of vision, which at a typical viewing distance, translates
to a screen area of about 0.5–1 cm in diameter [DMH*18,
FWT*17]. The data that eye trackers report is typically de-
layed by 5–10 ms from when gaze events occurred, due to
computations needed to interpret where the user is looking.
This is distinct from an eye tracker’s sampling frequency,
which is often between 60 and 250 Hz, but may be as high
as 1200 Hz. Additionally, gaze events need to be parsed from
gaze streams using different algorithms and thresholds. To-
gether, these three factors determine how quickly and reliably
a system can identify and respond to a gaze event [SG00].

B2 Context: Accuracy varies based on lighting conditions,
whether the user is wearing glasses or make-up, and even
based onwhich screen area is viewed. Furthermore, eye track-
ing in mobile contexts is less accurate due to limitations in
mobile eye trackers and the variability in their context of use.
Feit et al. [FWT*17] provide an empirical account of what
accuracy to expect.

4.3. Research catalysts

Whether and how gaze can be used effectively in practice depends
on its measured accuracy. Furthermore, the adoption of the technol-
ogy is contingent on its costs, form factors and integration in diverse
visualisation hardware (e. g., desktop, augmented and virtual real-
ity). Over the last decade, the eye-tracking community has grown
considerably and shown remarkable ability to improve the technol-
ogy. Visualisation research can build on these advances.

5. Framework: Infer

Building on measurable data, inference involves computational
techniques that extract higher-level insights about users, their tasks,
and cognitive states. By interpreting gaze data in combination with
other inputs, we can uncover patterns that inform system adaptation
and facilitate richer, more responsive user interactions.

5.1. Data and display

I1 Foveated GUI elements: Eye-tracking data can be related
in real-time to a visualisation’s GUI controls (e. g., panels,
toolbars, buttons) to reveal which of them a user is looking
at [Duc02].

I2 Foveated visual marks: Similarly, eye-tracking data can be re-
lated to visualisations and the visual marks they contain, that
is, the points, curves and shapes [AJ17, BSHW14, OAJ14,
SEB*24].

I3 Foveated data: Via visual marks, a user’s gaze can be matched
to data that those marks depict facilitating an account of
foveated data items or data attributes over time [AJ17,
SSV*18, TSTR12].

5.2. User and intent

I4 Tasks and intent: Eye-tracking data can be used to under-
stand the users’ tasks. Researchers were so far able to detect
task boundaries [BK06]; low-level interactions (e. g., drag-
and-drop) [KS18]; low-level visualisation or data-reading
tasks [CCTL15, OAJ14]; domain-independent tasks such as
reading or image interpretation [HSW*13, IB04]; and tasks
that are application-specific [CAD*11]. In some cases, this
can be done from data describing fixations and saccades
(M1) [GC15], but tracking foveated marks and data may help
detect more complex analysis tasks and intent [AJ17, AJ16].

I5 Analysis process: Provenance was studied extensively by the
visualisation community [DJS*09, KCD*09, RESC15], but
the benefits of integrating eye-tracking data into it were
not. Eye-tracking data may allow to capture and describe
analysis processes more faithfully by providing clues about
the mental processes that prompt observed manual interac-
tions [SSS*16b, SSES17].

I6 User profile: Eye-tracking data can reveal a range of individ-
ual user characteristics such as degree of expertise [BPW17,
CCTL15, TCSC13], cognitive style (e. g., field-dependent vs.
field-independent, locus of control) [GC15, RKB*17], cog-
nitive abilities (e. g., visual and verbal memory, perceptual
speed) [CCTL15, TCSC13] and cognitive impairment or dis-
ease [LMZ*11]. It can expose momentary user states such
as boredom and engagement [KGK*14, PPG*19, SSE*15],
stress and cognitive load [DKK*18, PPG*19, SSE*15] and
learning progress [TSG*14]. Lallé et al. [LCC16, LCT19] re-
viewed such research.

5.3. Beware inference uncertainties

The way our perception and cognition work means inferred data
typically comes with a degree of uncertainty.

B3 Perception: Measuring inaccuracies (B1) are compounded by
how perception works. First, foveated vision spans about 5°
of the field of view, around its centre. At a typical view-
ing distance, people can accurately view screen areas of 2–
4 cm around reported fixations. If multiple shapes intersect a
foveated area it is difficult to know which is the focus of the
user’s attention.

© 2025 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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Second, users can see, interpret, and register shapes using
their parafoveal and peripheral vision, albeit less accurately.
Kim et al. [KDX*12] found that the decision-making of visu-
alisation analysts relies on information perceived in this way
and recent research increasingly emphasises the broader role
of peripheral vision in visual tasks [DBV21, LBX22, Ros16,
WLDM23]. Such information eye trackers cannot capture,
meaning we cannot know with absolute certainty what users
have and have not seen.

B4 Cognition: Inferring interest and intent from eye-tracking data
alone is challenging. For example, there are uncertainties in
howwe should interpret long fixations or the absence thereof.
Long fixations can mean both that content is relevant to the
user but also that it is difficult to parse visually [BPW17].
Furthermore, while a long fixation is often a sign of interest,
learning or novelty [EBH20], it is less clear what it means for
a fixated item to be viewed once and never again. The element
may have been seen, assessed and deemed irrelevant, or it
may have been remembered and factored into the decision
process [ZCHK16].

B5 Inference method: Inferring higher-order information from
eye-tracking data includes uncertainty. First, mapping gaze to
visualmarks and data accurately (I2, I3) depends on the visual
encoding, clutter and overlap [AJ17, OAJ14]. For example, it
is easier to map gaze to point-like glyphs in uncluttered visu-
alisations than to curves and complex shapes in dense visu-
alisations [OAJ14]. Three-dimensional visualisations are dif-
ficult to track due to z-axis layering [ESDM18, MSSB16].
Second, inferring tasks, goals and user profiles (I4, I6) has
various degrees of effectiveness. For example, Gingerich and
Conati [GC15] classified a series of visualisation tasks with
an accuracy of over 90% but only achieved around 60% on
aspects of working memory and perceptual speed.

5.4. Research catalysts

Mapping gaze to visualisation data: The premise of I3 is that if
we capture the effect of the visualisation pipeline on data (e. g., vi-
sual encoding, transformation, interaction effects), then we would
know what data is mapped where on the display and could per-
form an inverse mapping from a visual stimulus (and implic-
itly eye-tracking coordinates) to data. Jianu et al. refer to this as
data-of-interest mapping while Srinivasan et al. as data-aware eye
tracking [JA18, SEB*24].

Doing so in practice is not trivial. Visualisation pipelines are of-
ten non-injective: a single point in the output image may map back
to multiple data features. This problem, which arises, for exam-
ple, when visual primitives overlap, introduces mapping uncertain-
ties. These are further compounded by the inherent uncertainty that
comes with gaze information (see Sections 4 and 5). Inverse map-
pings need to model such uncertainties, reduce them if possible, and
propagate them back to data elements. Three lines of research could
meet these challenges:

• Quantifying the quality of gaze-to-data mapping that can be ex-
pected in different types of visualisation, especially when factor-
ing in gaze-inherent uncertainties. This would likely need to be

tackled by a combination of experimentation and use of percep-
tual theories and models.

• Improving the accuracy of gaze-to-data mapping may be
achieved through use of additional task information and other
modalities. Visualisations are typically not viewed and used at
random. Manual interactions, gaze and the data they refer to are
coordinated as part of coherent tasks. Inverse mappings that in-
corporate such information may help reduce uncertainty.

• Integration of gaze-to-data mapping in visualisation systems and
libraries is challenging as full access to visualisation pipelines
is needed. Lalle et al. [LCT19] proposed a dedicated testbed
platform for experimenting with gaze-adaptive visualisations.
Another approach could be to extend rendering libraries like
Vega [SMWH16] to support an effortless and accurate mapping
of gaze to data elements.

Improved intent recognition: We showed before that it is possi-
ble to recognise low-level activities and tasks from gaze data. How-
ever, most existing work is restricted to simple tasks and targets gen-
eral HCI scenarios. We need theory and practical tools that connect
gaze to visualisation-specific workflows:

• Visualisation intent inferred at multiple levels of granularity
(e. g., interaction, task, goal, process). One potential research av-
enue is to look at concrete visualisations (e.g., scatterplots, net-
works, maps) and the tasks they afford. The fact that such com-
mon visualisations are well understood, provides a strong basis
for this research. Another is to look at whether gaze patterns can
reveal more general visualisation tasks documented in task and
interaction frameworks [BM13, YKSJ07].

• Modelling the relation between gazing behaviour and visualisa-
tion intent and using suchmodels to infer intent from users’ gazes.
Computational models of cognition such as EMMA [Sal00],
ACT-R [ABB*04] or EPIC [KM97] model complex user be-
haviour from low-level building-blocks such as visual or manual
interactions. They could provide the basis for further work that is
specific to visualisation intent.

• Leveraging foveated data as a task descriptor. Existing work has
primarily leveraged raw gaze measures (e. g., fixations duration,
saccade length) to classify general tasks that users engage in.
Using the inverse mapping described previously and including
foveated data as a task descriptor could significantly contribute
to more accurate and descriptive intent inference.

• Synergistic use of foveated data and other modalities have poten-
tial to reduce uncertainties and provide amore complete picture of
what users are trying to do. Combining multiple modalities (e. g.,
natural language, interactions and gestures, gaze) was shown to
lead to superior inferences of user intent and facilitate fluid in-
teractions that align more closely with how people communicate
naturally [CMH*20, HTSCH14, KDEB*22, KNBV22, SLS20,
SS17, SSS20]. However, more research is needed in translating
such findings to visualisation specific contexts.

• Boosting inference with machine learning. Classification algo-
rithms can help identify intent from messy natural input modal-
ities such as gaze, gestures, or language but rely on finding ap-
propriate training data to be learned from. A combination of
unsupervised learning methods, theories emerging from the re-
search proposed above, and manual annotations will need to be
employed to build such datasets.

© 2025 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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• Developing libraries for seamless intent inference from messy
multi-modal data can reduce the overhead of inferring intent in
real-life visualisation systems.

6. Framework: Support

The insights gained through inference can, in turn, support visual-
ization analysts by enabling systems to respond dynamically to user
behavior. We explore how these measured and inferred signals cre-
ate new opportunities while also addressing the challenges of inte-
grating gaze-aware interactions into visualization systems.We focus
our discussion primarily on opportunities and challenges that derive
from the use of eye-tracking data.

6.1. Operate

S1 Visual search: Duchowski et al. [DCM04] recognised the po-
tential of eye tracking to support visual search early on, but
the idea gains a new dimension in visualisation, given its rich
encodings, semantics and tasks. By tracking foveated visual
marks and data (I2, I3), and intended tasks (I4), systems can
help users find information within visual displays.
This can be done by increasing the visual saliency of relevant
marks and data or by de-emphasising context. Such changes
can be immediate and short-lived to support a momentary
data reading task, or gradual and permanent to support users’
common tasks. Examples of the first type of intervention
include work by Okoe et al. [OAJ14], who support users
of node-link diagrams during their visual tasks by detecting
when they trace edges (I2) and temporarily increasing their
saliency within a split-second; and by Göbel et al. [GKG*18],
who help their users by visually emphasising parts of a leg-
end that relate to the currently viewed geographic map ele-
ments (I2). Adaptation could follow a better understanding
of a user’s cognitive characteristics or expertise (I6) because
research shows that visualisation effectiveness is linked to
users’ individual cognitive types [OCZC15, ZK09]. Conati
et al. [CCTL15, CLRT17, CLRT20] show across multiple
experiments that users’ personal characteristics, as inferred
through eye tracking, can predict their performance on visu-
alisation tasks.
Eye tracking can also support foveated rendering, whereby
quality is deliberately degraded outside foveated regions of
the display to reduce computation needs and increase render-
ing speed. Foveated rendering was explored both conceptu-
ally and in practice [DCM04, Duc18] and shown to be effec-
tive when needing to render high-detail graphics in real time.
It might bring benefit to visual analytic systems that struggle
to show their data at interactive rates, either because the data
is too large (e. g., unaggregated big data) or because the rep-
resentations are too complex (e. g., immersive 3D analytics).

S2 Interaction: Duchowski [Duc18] distinguishes two ways to
support interaction using gaze: actively and passively. The
former involves using gaze for explicit control by trigger-
ing interactions on foveated GUI elements, visual marks and
data (I1, I2, I3). For example, Streit et al. [SLMS09] allow
users to navigate within and between visualisation views us-
ing gaze control. Figure 4 shows that their visualisation in-

Figure 4: The parallel coordinates plot by Streit et al. [SLMS09]
uses screen space efficiently by extending foveated elements (green
axis) and compressing the peripheral areas (sides). Cropped and
reprinted from [SLMS09].

cludes a lens that scales up visual regions when they are fo-
cused. Silva et al. [SSS*16b] use gaze to control the navi-
gation of visualisations of hierarchical data. More broadly,
Velloso et al. [VC16] propose a taxonomy of gaze-based con-
trols for gaming, some of which can provide inspiration for
interactions in visualisation. However, a widespread view in
the HCI community is that using gaze for explicit control
is not effective for two reasons: users do not typically asso-
ciate eyes with actuation; and overloading vision with control
makes it difficult to distinguish between seeing and control-
ling [Duc02, Duc18, HMR05].
Alternatively, a system can continuously monitor a user’s
gaze, tasks and preferences and adapt unobtrusively to
support them. This implicit form of gaze interaction, la-
belled by Duchowski [Duc18] as passive and by Hyrskykari
et al. [HMR05] as gaze-attentive, may align better with the
eyes’ natural role as a perceptual organ [Duc18]. While ex-
amples of gaze-attentive interfaces exist in HCI [SSV03], the
visualisation community has explored adaptation in response
to manual interactions alone [GW09].
A further possibility is to combine gaze with other modali-
ties such as manual input, language and utterances. Several
studies found eye tracking to significantly aid the interpreta-
tion of voice commands by disambiguating references to in-
terface elements [HTSCH14, KDEB*22, KNBV22, PC08].
Conati et al. [CLRT20] showed that a combined tracking of
both gaze and manual interactions leads to accurate inference
of user intent. These findings align with a growing body of
research showing that natural language interaction, in par-
ticular, becomes more fluid and precise when coupled with
other modalities [CMH*20, KNBV22, SLS20, SSS20]. Silva
et al. [SSE*15] combined eye tracking with a range of other
sensors (e. g., ECG) to accurately track the state (e. g., stress)
of air-traffic controllers. Khedher et al. [KJF19] showed that
combining EEG with eye tracking allows to identify strug-
gling students in e-learning settings more accurately than us-
ing a single modality.

S3 Onboarding: Eye-tracking data can be used to detect user con-
fusion (I6) and pinpoint its possible causes (I1, I2, I4). Visu-
alisation systems could use such information to guide novice
users, either explicitly by providing suggestions and hints,
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or implicitly by making helpful GUI features or marks more
salient and guide visual attention [SSES17, SSV*18]. More-
over, such guidance could be tailored to the expertise of users
by tracking the evolution from novices to experts [TSG*14].
Finally, gazing behaviour of experts could be captured and
used to train novices [GKR13].

6.2. Reason

S4 Exploration: Systems can help users explore large datasets by
using gaze histories to infer their data interests (I3), then rec-
ommend undiscovered data with similar properties. For ex-
ample, Silva et al. [SSV*18] use gaze to model time-series
that their users are interested in, then recommend views con-
taining similar data, while Jianu [Jia18] allows a point-cloud
to gradually evolve by replacing data points that do not match
the user’s interests, as inferred from gaze histories (I3), with
new ones that do. Rodrigues et al. [RSY*22] monitor users’
gaze to understand what makes a cluster interesting, then rec-
ommend unseen clusters with similar attributes. Beyond vi-
sualisation, eye tracking was used in similar ways to improve
the ability of recommender systems to keep track of prefer-
ences and recommend items of interest [PSS*05].
Alternatively, analysts can be nudged to consider more di-
verse perspectives by recommending data that is dissimilar
to that already explored. For example, Shao et al. [SSES17]
track the plots that users view (I3) while exploring scatterplot
matrices. They then suggest novel, dissimilar views to ensure
broader data coverage. Similarly, Chegini et al. [CASS19] ap-
ply eye tracking in a parallel coordinates visualisation to sug-
gest unexplored dimensions.
Such approaches build on a user’s own interaction history to
recommend new data, a technique known as content filter-
ing [SK09]. The alternative, collaborative filtering, can also
be envisioned: multi-user systems could track data prefer-
ences of many users, combine these with users’ profile in-
formation (e. g., domain, analytic interests), and recommend
data other users viewed with similar profiles. We were unable
to find examples of gaze-driven collaborative filtering.

S5 Analysis: Tracing the analysis process as it unfolds (I5) cre-
ates the premise for the system to support it. The visualisa-
tion literature broadly suggests two types of support. The first
seeks to improve the process itself by, for example, ensuring
broader coverage of the space of possible analyses or avoid-
ing decision-making biases [BKE16, WSE19]. The second
seeks to support the user by offloading tasks and analyses to
the computer [CCI*15, ERT*17]. We were unable to find ex-
amples that leverage eye-tracking data but visualisation sys-
tems that rely on manual interactions exemplify the point.Cz-
Saw [KCD*09] allows users to visualise and reflect upon their
analysis process to consider alternative analysis paths, rein-
terpret their problem and learn, refine, and reuse their analysis
patterns. Sarvghad et al. [STM16] use provenance to improve
data coverage in multidimensional data analysis. Wall et al.
[WSE19] propose a design space for analytics systems that
detect, quantify and mitigate cognitive biases. Finally, ongo-
ing work on mixed-initiative systems shows how computa-
tion can be offloaded to the computer if the user’s intentions

are either inferred [CCI*15, SJB*21,WMA*15] or expressed
through natural language [MNES22].

6.3. Communicate

S6 Recall: Recall can be interpreted as communication from one’s
past to current self. Using gaze to augment provenance data
(I5) could support long-term memory by allowing users to
restore their thought processes between analysis sessions or
revisit past analyses. Giannopoulos et al. [GKR13] exemplify
this by visualising gaze histories (I5) on maps to repeat pre-
viously completed tasks. Srinivasan et al. recently propose
options for ‘revisualisation’ through eye-tracking attention
maps [SEB*24].

S7 Collaboration: In addition to supporting collaborative filter-
ing (S4), sharing gaze and provenance data explicitly can
enhance communication [DG16]. In synchronous settings,
eye-tracking data can complement other channels such as
speech [Ken19]. In asynchronous settings, eye-tracking data
can help a collaborator understand what another has done and
how it was done, also known as analysis handoff [ZGI*17].
Several software systems exist that allow users to share
eye-tracking data to improve their collaboration [DG16,
DG18, NSA*19, NVA*17]. Beyond eye-tracking data, Xu
et al.’s [XJL08] Chart Constellations use sophisticated com-
putation to arrange views users explored to support handoff
in collaboration. VizTrail [BCC*05] tracks the progression
of exploratory visual analysis of scientific data as it unfolds,
while GraphTrails [DHRL*12] captures and shows pathways
taken during exploration of network data to support recall and
communication. Gratzl et al. [GLG*16] allowed users to turn
provenance data into ‘vistories’ to help recollection and com-
munication. Less well explored so far are scenarios in which
collaborators do not share the same roles within their teams.
For example, instructorsmay observe their students’ gaze pat-
terns to monitor their learning process (e. g., work by Yao
et al. [YBD*18]).

6.4. Beware usefulness of eye tracking

B6 Added information: Preference and intent inference is pos-
sible from manual interactions alone, and the added value of
eye-tracking data ought to be considered carefully. For highly
interactive visualisations, manual interactions may provide
sufficient information for inference and adaptation even with-
out the addition of eye-tracking data. For example, Conati
et al. [CLRT20] found that intent is inferred most accurately
when combining eye tracking and manual interaction data,
but that using manual interactions alone also provides sat-
isfactory results. Additionally, for small displays, eye track-
ing might only discriminate between a handful of foveated
screen areas, and, depending on the context of use, the accu-
racy might be too low for actionable inferences.

B7 Effectiveness: Many factors that impact effectiveness are tied
to the type of delivered support rather than to eye tracking it-
self. For example, recommending data that aligns with users’
interests (S4) may lead to ‘filter bubbles’ that isolate users
from diverse content [NHH*14]. Such challenges should be
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considered during the design of gaze-aware adaptations, but
describing them here is outside the scope of this paper. In-
stead, we warn against effectiveness issues specific to eye
tracking and which derive from two factors:
First, eye-tracking data and the inferences we can make
from it have a high level of uncertainty (B1, B3, B4, B5)
and systems that react too quickly and too often to po-
tentially erroneous inferences may seem erratic and unpre-
dictable [KGA*17]. Decisions of whether and how to adapt
an interface should be taken into consideration. For exam-
ple, erroneous adaptations should be easily reversible and not
disrupt the user’s flow, or adaptations should be gradual and
easily ignored if not useful. Recent work proposes design
guidelines for effective delivery of proactive computer inter-
ventions [KKR23, ZWG*22].
Second, users do not control their gaze in the same way they
do with manual interactions [Duc18]. Eye movements are of-
ten driven by the visual stimulus and the information require-
ments of high-level cognitive goals but not by an intent to
actuate (see S2). This impacts the types of adaptations a sys-
tem ought to implement and how it should deliver them to
maximise effectiveness.
Finally, a problem not unique to gaze adaptation but worth
drawing attention to is the ability of the system to produce re-
sponses sufficiently quickly to be helpful. Locating gaze, in-
ferring intent from it and deciding on an appropriate response
may take time, depending on the complexity of required com-
putations. This time should be balanced against the duration
of the supported activity. Support for short visual tasks (e. g.,
visual scanning, foveated rendering) will likely need to be
delivered within a split second to be perceived as real-time.
More complex interactive tasks, which themselves take mul-
tiple seconds, may tolerate support delivered within a second
or two, while lengthy analysis processes such as exploration
or complex data searches take even longer. The timing of in-
terventions is discussed by Cenada et al. [CAGM21].

6.5. Beware adoptability

B8 Agency: Users need to feel in control of the analysis pro-
cess rather than controlled by the system. This is not a prob-
lem unique to gaze-adaptive support and requires the right
balance between automation and interest steering. Adapta-
tion processes that are transparent may support a feeling of
agency [SSES17, SSV*18].

B9 Privacy and trust: Users need to trust the support indications
the system gives and the process that led to them. Unpre-
dictable, ineffective and obscure adaptations would under-
mine a user’s trust in the system. Users also need to trust
that their eye-tracking data remains private. Eye-tracking data
are a rich source of information about a user’s preferences,
interests, diseases and cognitive profiles [PPD*20, SSE*15,
SSV*18]. Moreover, gaze is largely involuntary. This means
eye-tracking data should be under stricter privacy provisions
than manual interaction data. This includes user consent but
also encryption of eye-tracking data for most, if not all, ap-
plications and regular security audits. The absence of such
provisions is likely to reduce adoption considerably.

6.6. Research catalysts

Designing adaptive visualisations: We showed above how eye-
tracking could enhance different visualisation workflows. While
grounded in established research, many possibilities we described
are conjectured and yet to be explored:

• What support flavours are possible in visualisation systems?
Ties with current efforts within the visualisation community to
build user-adaptive, mixed-initiative and multimodal systems—
especially with the advent of large language models (LLMs)—
should be strengthened, by providing an emphasis on how eye
tracking can uniquely contribute to them.

• Where and when the use of eye-tracking is beneficial? We show
in Section 7 that some visualisations allow more accurate inverse
mappings from gaze to data or inference of tasks, have a wider
range of workflows needing support, and can be used in more
gaze-amenable contexts than others. Such aspects need to be con-
sidered against eye-tracking particularities, especially those re-
lated to uncertainty and the ability to reveal visual behaviour that
other modalities cannot. Developing an empirical understanding
of when gaze can deliver gains is necessary.

• How support should be delivered? Given the breadth of possi-
ble support and uncertainties in eye-tracking data and inferences
from it, we need to look beyond designs based on notifications and
recommendation lists. We need support that is delivered in sub-
tle ways, that is helpful, transparent, unobtrusive and predictable.
This may include brief and subtle increases in the saliency of vi-
sual marks, attention guidance, gradual visual reconfiguration or
multimodal feedback. Different designs may also be more suited
for different supported activities. For example, small visual tasks
may require adaptations that are automatic, momentary, and un-
obtrusive, while recommendations for more disruptive actions,
such as suggestions for different visualisations, could be deliv-
ered as explicit, opt-in recommendations. Some of these ques-
tions have recently also been raised by Srinivasan et al. in their
call for AAV [SEB*24]. Ultimately, such research should lead
to an empirically derived and tested taxonomy of support de-
livery options. Recent work has started to recognise the impor-
tance of nuanced support delivery and can serve as a starting
point [CAGM21, KKR23, ZWG*22].

Seamless, multimodal human-computer communication:
Rapid advances in machine learning and natural language inter-
action prompt the need to ‘recalibrate the roles of humans and
machines as teammates’ [WFMD21]. This is recognised by recent
research spanning the visualisation domain [MGG*23, OGW19,
PMCEA*22, SJB*21] and beyond [NSA*19]. Li et al. recently
outlined a preliminary roadmap for LLMs as Visual Data Ana-
lysts [LAS24]. However, to support a symbiotic partnership, both
humans and computers need to establish and maintain awareness
of each other’s goals, intents, and workflows [OGW19, SJB*21].

This is facilitated by new tools that allow moving from the
granular control of WIMP interfaces to more natural interactions
that are high-throughput and effortless. Through rapid advances in
LLMs, natural language emerges as a modality that lets users artic-
ulate analytic goals in human-like ways and engage in a discourse
with the computer to facilitate transparent interaction [MNES22,
NSS20]. However, just like people rely on context and multiple
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Figure 5: Design framework in action: Using the framework as a checklist of opportunities and challenges structures the process of con-
sidering how a system can benefit from eye tracking. The image exemplifies the first step of this process (Measure) for Tableau, and lists the
remaining ones.

modalities to communicate with each other (e. g., using referential
gestures and gazes), research increasingly finds that combiningmul-
tiple natural modalities can lead to significantly superior computa-
tional inferences of user intent [CMH*20, HTSCH14, KDEB*22,
KNBV22, SS17, SLS20]. While combining natural language with
manual interactions and gestures has been explored, integrating
gaze input has received less attention from the visualisation com-
munity.

Evaluating gaze-aware visualisations to explore and demon-
strate their effectiveness is orthogonal to research listed above. Vi-
sualisation evaluation is difficult in general and is even harder for
adaptive systems. So far, evaluations of single components of the
adaptation pipeline (e. g., restricted task inference, single type of
adaptation) in highly controlled settings are prevalent. However,
these need to be augmented by holistic assessments of the benefits of
adaptation in real use. This is challenging because observed effects
depend on individual differences between users, context of use and
the interplay between the multiple parts of the larger adaptive sys-
tem. Ultimately, both theoretical work on evaluation methodologies
that can bridge between controlled, component-based vs. realistic,
holistic assessments, as well as practical work on actual evaluations,
is necessary.

Social context and adoption: Finally, before gaze-aware visu-
alisations are adopted widely we expect answers to questions such
as: How can we produce gaze-aware visualisations that actually are
adopted? Are users willing to accept such systems? How can we
build trust in such systems? In particular, how can we guarantee an
appropriate level of privacy protection, given that eye-tracking data
provides access to highly personal information related to cognitive
processes?Many such questions link to other disciplines and benefit
from collaboration with other fields.

7. Design Framework in Action: Usage Scenarios

We demonstrate how our framework can serve as a structured de-
sign checklist for researchers and practitioners who wish to develop
gaze-aware visualisation by using it to analyse how eye tracking
could help three concrete systems—Tableau [Tab19], Mobile VA
for Law Enforcement [RMA*14], and FiberClay [HRD*19].

To facilitate this analysis, we first operationalised our framework
into the worksheet exemplified in Figure 5. We did so by reframing
its key factors aspects into a checklist of short, concrete questions
grouped into six blocks that match the structure of the framework:
measure, infer data and display, infer use and intent, support inter-
action, reasoning and communication. Applying the worksheet to
inform the design of a gaze-aware visualisation then involves fol-
lowing the checklist step-by-step and considering how each ques-
tion applies to the visualisation’s context. Our framework and work-
sheet are not meant to provide strong prescriptive guidelines or def-
inite yes/no answers, but rather prompt thoughtful, nuanced con-
sideration of relevant aspects of gaze-adaption in the given con-
text. The framework itself and literature it cites should inform this
thought process, which can then be captured in the worksheet as a
series of descriptive ‘design rationales’ for each framework block
(see Figure 5).

We exemplify this process for our three chosen systems and
show how, for each one, it can result in concrete ideas about new
data that could be collected or inferred, the adaptions these could
afford, and a realistic assessment of their potential utility in the
face of likely challenges. In the interest of space, we only sum-
marise these analyses below. We provide the worksheets and com-
plete notes for all three systems as a persistent online resource at
https://doi.org/10.5281/zenodo.5665612.

© 2025 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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7.1. Tableau—business intelligence analytics

Tableau [Tab19] is an application for visualisation, data analysis and
business intelligence. It is intended for broad use by analysts with
diverse levels of expertise and domains. Tableau relies on a model
that integrates data tables tightly with varied visualisations (e. g.,
bar, pie and line charts, box and scatter plots, maps). Analysts can
interactively author visualisations by choosing how visual marks are
mapped to data items and attributes.

Eye-tracking data could be measured (M1) relatively accurately
with cheap add-on eye trackers (B1) because Tableau is typically
used in desktop environments with large screens and stable light-
ing (B2), and should be used in combination with data describing
manual interactions (M2). Tableau could identify analysts’ visual
marks, data dimensions and measures of interest (I2, I3). Tableau
uses relatively standard visualisations with minimal clutter and
overlap, which together with optimal tracking conditions, creates
the premise for robust inferences (B3, B5). Elements of Tableau’s
rich GUI (e. g., buttons, panels) could also be tracked (I1).

These measurements and inferences would provide insight into
analysts’ tasks (I4), which may be visual (e. g., scanning measures
along a dimension; following a leader-line to a visual element) or
operational (e. g., adding a column, using a formula to combine data
dimensions). The fact that Tableau implements standard visualisa-
tions with relatively well-understood uses and a consistent interac-
tion paradigm may allow this to be done robustly (B4, B5). They
would also add detail to broader goals and analytic processes (I5).
For example, they may help Tableau track analysts’ interests in
data (e. g., which data dimensions are foveated often?) and visual
patterns (e. g., are analysts typically foveating outliers, clusters?).
When combined with manual interaction data, this could better ex-
plain what analysts are trying to do (e. g., ‘find a set of dimensions
along which measures cluster’, ‘are there correlations between par-
ticular data dimensions?’). Finally, they would help Tableau estab-
lish an analyst’s profile (I6). This can include the evolution of their
data and visual interests over time, their cognitive profile (e. g., lo-
cus of control), and momentary states (e. g., flow vs. confusion).

Such inferences would pave the way for a range of support. First,
quick visual tasks could be supported momentarily when inferred,
for example, by increasing the saliency of their targets (S1). Vi-
sual displays could be optimised to match an analyst’s profile, for
example, by emphasising data or visual patterns of interest or rec-
ommending suitable visualisations (S1). Second, operational tasks
could be streamlined by providing proactive details on demand
about foveated visuals and offering auto-complete suggestions (S2).
Third, a better understanding of analysts’ broader goals and pref-
erences would allow Tableau to suggest more meaningful recom-
mendations for data subsets, visualisations or computations to sup-
port their analysis (S2,S5). Finally, adding gaze-based inferences to
provenance histories can tell richer visualisation stories [GLG*16]
and allow to revisit analyses to support recall (S6), scrutinize anal-
yses (S5) and communicate them to others (S7).

To be effective, support should account for inherent uncertainties
in eye tracking and inference should be delivered unobtrusively, as
well as keep the analyst in charge (B7, B9, B8). Support for low-
level tasks (e. g., visual, operational) could be delivered as momen-
tary adaptations (e. g., increased saliency, guided attention) that are

both sufficiently salient to help but also sufficiently subtle to be ig-
nored. More meaningful or disruptive adaptations, such as recom-
mending a new visualisation or computation, could be presented as
explicit opt-in recommendations.

The fact that Tableau analysts engage with the tool for extended
periods of time to conduct complex analyses makes tracking and
supporting the analysis process and user profile especially promis-
ing (B6, B7). While manual interactions are probably sufficient for
broadly capturing what analysts are doing (e. g., cycling through
different visualisations or combinations of dimensions), eye track-
ing can reveal more about the reasons behind their actions (e. g.,
looking for dimensions with outlier values, B6).

7.2. Mobile visual analytics for law enforcement

Razip et al. [RMA*14] developed a VA system to assist law enforce-
ment. Officers, crime analysts and detectives can use the system on
mobile devices in the field and on desktops in their offices. It in-
cludes a map with glyph overlays, a time-series chart, a heatmap, a
clock view and a GUI composed of a few buttons and sliders.

Desk-working analysts could benefit from support similar to that
described in the Tableau usage scenario (Section 7.1), with the dif-
ference that this system is significantly less complex. This makes
it easier to augment with eye tracking (e. g., fewer visualisations
to track; lower number of tasks to differentiate between), but also
relatively straightforward to use as is. The value that complex gaze-
adaptive support would add is uncertain (B6).

Mobile contexts are variable, leading to less accurate eye-tracking
data (B2) and a need for more elaborate tracking solutions (B1),
while tracking small screens (e. g., mobile phones) is likely to re-
veal only coarse information (B6). On the plus side, voice could be
collected too and context information (e. g., time, location, weather)
is likely to be valuable (M2, M3).

Reliably tracking individual visual elements an analyst looks at
(e. g., glyphs, heatmap cells, buttons) would be impossible, but we
could find out when analysts foveate entire visualisations or GUI
panels (I1, I2). From such coarse information, it would be difficult
to differentiate between granular tasks (I4). Furthermore, officers
on the ground would likely conduct predominantly short, query-
like tasks rather than engage in in-depth analyses (I5). As such, the
complex adaptations discussed for Tableau are unlikely to be both
possible and necessary here (B6, B7).

Instead, the main benefit from eye tracking may be to combine
gaze with voice commands and context information to support in-
teraction (S2) when an analyst’s hands are unavailable. Specifically,
eye-tracking data can reveal useful clues about what the analyst
refers to when issuing verbal commands. For example, the appli-
cation could interpret the sentence ‘When are these (gazed) crimes
happening here (device location)?’ as ‘When do burglaries occur at
the intersection of Universe Boulevard and Galaxy Drive?’

7.3. FiberClay—visual analytics in virtual reality

FiberClay is a VR application for the visualisation of trajec-
tories [HRD*19]. It uses an HMD and hand-held controllers

© 2025 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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[HRD*19]. Head posture orientates the scene camera, while the
controllers serve to move and scale the view. The same physical
controllers also generate virtual rays that analysts use to select en-
tire ranges or individual trajectories within the data.

Eye trackers could be integrated into the HMD and mea-
sure gaze (M1) accurately without interference from foreign light
sources (B2). This could provide input for foveated rendering (I2)
to improve performance and reduce simulator sickness (S1). Fiber-
Clay could use gaze rays to intersect with the shown data to infer
high interest (I3) or to detect the current analytical task (I4). It could
then recommend visualisation types that better fit the data (S4, S5).

Gaze rays from both eyes intersect within the visualised data,
providing an intuitive method for 3D pointing (I3). The application
could then adjust the rendering or move the viewpoint to avoid oc-
clusion of the target data (S4). This might be of special interest in
collaborative data analysis, to share the portion of data that is cur-
rently the topic of conversation (S7). Sharing the current gaze posi-
tion in real time might be confusing for the collaborators and would
need to be triggered via a button on the hand-held controllers to
avoid pitfalls related to effectiveness (B7, B9). Additionally, recent
research [ÖRB*20] indicates that the accuracy of 3D gaze track-
ing has to improve further before it can substitute hand-held con-
trollers (B1). However, using the head pose from the HMD’s devel-
oper framework could provide an intuitive means for an analyst to
specify the depth of data of interest or for selection (S2): they would
move their head forwards and backwards.

Knowledge of the foveated visual marks (I2) could also be com-
bined with adaptive optics. These would constantly adjust the focal
distance of viewed objects to avoid the vergence-accommodation
conflict. This could also be used with user profiles or automated de-
tection to correct refractive errors (I6) to effectively replace glasses
in the confined space of the VR headset (S1).

8. Conclusion

Following an analysis of eye-tracking literature pertinent to data vi-
sualisation ecosystems, we arrived at a design framework for gaze-
aware visualisation. The elements of this framework are organised
as measures that capture eye-tracking data, as inferring derived in-
formation for the data display and the user, and as support for im-
proved systems. These opportunities are accompanied by limiting
factors we have to beware of and avenues for future visualisation re-
search to alleviate them.We have showcased how the design consid-
erations can be used in practice via three usage scenarios. Overall,
we see great opportunity for the visualisation community to advance
gaze-aware visualisations by including real-time gaze information.
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