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Abstract

Our understanding of irrelevant perturbations of integrable quantum field theories has greatly
expanded over the last decade. In particular, we know that, from a scattering theory viewpoint
at least, their effect is realised as a modification the two-body scattering amplitudes by a CDD
factor. While this sounds like a relatively small change, this CDD factor incorporates a non-
trivial dependence on the perturbation parameter(s) and alters substantially the high-energy
physics of the model. This occurs through the introduction of a natural length scale and is
associated with phenomena such as the Hagedorn transition. In this paper we discuss how all
these features extend to boundary integrable quantum field theories and propose a construction
for the building blocks of matrix elements of local fields. We show that the same type of building
blocks are also found in the sinh-Gordon model with Dirichlet boundary conditions.
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1 Introduction

Given an integrable quantum field theory, it has been known since 2016 that a perturbation by TT
and higher spin versions thereof introduces a deformation of the two-body scattering matrix [1, 2].
If the theory is diagonal, that is there is no back-scattering, then the deformation takes the form

Sα
abpθq :“ SabpθqΦα

abpθq with log Φα
abpθq “ ´i

ÿ

sPS
ms

am
s
bαs sinhpsθq , (1)

where Sabpθq is the original S-matrix associated to the process a ` b ÞÑ a ` b, with a, b particle
quantum numbers. The masses of these particles are denoted by ma,mb and αs are couplings such
that the combinations ms

am
s
bαs are dimensionless. The values of s are drawn from the set S of

(integer) spins of local conserved quantities in the IQFT. The bold symbol α indicates the set of
parameters αs in the sum.

Starting from this S-matrix, various techniques commonly associated with integrable quantum
field theories (IQFTs) have been applied to TT-perturbed models. This includes the thermody-
namic Bethe ansatz (TBA) [3–8], and, most recently, the form factor program [9–13]. If we put our
focus on the scattering theory of these models, and on the traditional pathway to studying IQFTs,
it is natural to also consider the effect of a TT perturbation and its generalisations on IQFTs in the
presence of integrable boundaries. The study of this problem was initiated in [14] (see also the more
recent study [15]) as we discuss later. In the following, for brevity, we will use the denomination
“TT deformation” for both the original deformation of [2, 5] and for the generalised, higher-spin
versions, confident that the context-awareness of the reader will avoid potential confusions.

It has been know for a long time that in the presence of a boundary, a new set of functions
Rapθq come to play a prominent role in the formulation of the scattering theory of the model. The
S-matrix remains unchanged but scattering processes off the boundary now need to be accounted
for, while retaining integrability. In this context, the function Rapθq is the reflection amplitude off
the boundary. Unitarity and crossing relations lead to the constraints [16]:

RapθqRap´θq “ 1 and RapθqRāpθ ` iπq “ Saap2θq , (2)

where ā is the particle conjugate to a. As we can see, reflection amplitudes are related to the
scattering phase. Thus, when this changes, like in the presence of irrelevant perturbations, we
expect Rapθq to also change. In the presence of stable bound states [17, 18] there are additional
requirements for the functions Rapθq in the form of boundary bootstrap equations. These take the
form:

Rapθ ` iηbacqRbpθ ` iηabcqSabpθ ` iηabc ` iηbacq “ Rcpθq , (3)

where ηcab are values related to the position of the poles of the scattering matrix. If the S-matrix
Sabpθq has a pole at θ “ iucab corresponding to the formation of the bound state c in the process
a ` b ÞÑ c, then ηcab :“ π ´ ucab. Systematic solutions to these equations have been famously
constructed for affine Toda field theories [19–21].

This program can be further extended by considering the possibility of a “dynamical” boundary,
namely a boundary which can be excited to a different state by particle collision. This is associated
with a pole of the reflection amplitudes themselves. This possibility was first put forward in [22].
Notably, it is fully compatible with integrability. If we label the type of boundary by capital letters,
then we can see this as the process a`A ÞÑ B. In this case, boundary reflection amplitudes acquire
an extra index RA

a pθq and there are additional boundary bootstrap equations

RA
a pθq “ RB

a pθqSabpθ ` iηBaAqSabpθ ´ iηBaAq , (4)
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where θ “ iηBaA is a pole of the amplitude RA
a pθq. The solutions to these equations in Toda field

theories where studied in great detail in [23].
Once solutions to these equations have been found, they can be employed as input data in

the study of the thermodynamic properties of massive boundary IQFTs as done in [24, 25]. They
can also be employed in the context of computing correlation functions and their building blocks
(form factors). This may be done either by employing the boundary state as proposed in [16] or by
developing a form factor program for boundary IQFTs, as done in [26] and employed for example
in [27–33].

This paper is organised as follows: In Section 2 we review the construction of deformed reflection
amplitudes, starting from (1). This overlaps with the work [14] but is presented here in the more
restrictive setting of IQFT. In Section 3 we review the boundary form factor program, focusing
only on one-particle form factors, particularly the so-called minimal part. In Section 4 we introduce
the set of reflection amplitudes of the sinh-Gordon theory and discuss the special case of Dirichlet
boundary conditions. In Section 5 we show that the minimal form factor admits a representation
of the TT type. This representation is functionally similar to the results of [13]. In Section 6 we
discuss the extension of our construction to more general boundary conditions. We conclude in
Section 7.

2 Reflection Amplitudes and Irrelevant Perturbations

Consider for simplicity a theory with no bound states. Let Rapθq be a reflection amplitude which
preserves integrability and has no pole leading to excited boundary states. In this case the only
relevant equations for Rapθq are (2). We will now promote Rapθq to Rα

a pθq to denote the deformed
solution to equations (2) corresponding to the deformed S-matrix (1). We expect that

Rα
a pθq “ RapθqΛα

a pθq , (5)

for some function Λα
a pθq which satisfies

Λα
a pθqΛα

a p´θq “ 1 and Λα
a pθqΛα

a pθ ` iπq “ Φα
aap2θq . (6)

It is very easy to see that these equations are solved by

Λα
a pθq “

a

Φα
aap2θq . (7)

This is the standard type of solution, namely a 2πi periodic, odd function of 2θ and it agrees
with the boundary scattering factor found in [14]. This gives the universal change of the reflection
amplitudes in boundary IQFTs after a TT perturbation. The solutions for Λα

a pθq can however be
more general than this. While the factor

a

Φα
aap2θq needs to be there, any function of the type

sinhpkθq with k odd can be added to the exponent, providing a new solution to (2). In general we
have

Λα
a pθq “

a

Φα
aap2θq exp

«

´i
ÿ

kPZ
γkm

2p2k`1q sinhpp2k ` 1qθq

ff

. (8)

Therefore we obtain multiple possible deformations for the same reflection amplitude. The presence
of this type of ambiguities or CDD factors is also common when computing two-body scattering
amplitudes using the bootstrap program. This is because the S-matrix bootstrap equations gener-
ically have many distinct solutions. However, in most cases, the solution can be narrowed down by
utilising additional information about the theory, such as its semiclassical spectrum or UV limit.
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Typically, we can then identify a unique solution. In the context of TT-like deformations, the
S-matrix deformation can be uniquely defined for example by employing the JT -like gravity for-
mulation [3]. Once an S-matrix is fixed, multiple solutions for the reflection amplitudes are still
expected since, in general, there are several integrable boundary conditions allowed for one single
scattering amplitude1. Furthermore, as shown in [21] for affine Toda field theories, reflection am-
plitudes associated to the same S-matrix but distinct boundary conditions can be related to each
other by simple multiplication with hyperbolic function blocks, that is, once more CDD factors.
It is this property that the exponential in (8) represents. From here onwards, we will take the
simplest solution γi “ 0.

The question of how the reflection amplitudes are deformed under irrelevant perturbations
has already been discussed in the literature a few years ago [14] and then employed to develop
a generalised boundary thermodynamic Bethe ansatz. In their work, the ambiguity (8) is fixed
by construction. Here we proceed instead to discuss the form factor program in the presence of
boundaries.

3 Boundary Form Factor Program and Minimal Form Factor

The boundary form factor program was proposed in [26] and subsequently applied to several models
and fields [27–33]. The main idea of the program is to address the computation of correlation func-
tions in the presence of a boundary. There are two viewpoints we may take. If the boundary is lo-
cated at the origin of time it can be represented by a boundary state in the Ghoshal-Zamolodchikov
sense [35]. In this case matrix elements of local fields may be computed in terms of the matrix
elements obtained in the absence of a boundary, assuming these are known via the standard form
factor program [36,37]. This can be achieved by expanding the boundary state in terms of bilinears
of the Zamolodchikov-Fadeev algebra. It is also possible to think of the boundary as located in
space, say at the origin. In this case, one can derive a set of modified form factor equations for
the matrix elements of local fields which now must take into account scattering processes off the
boundary. These equations were presented in [26]. In this paper we focus mainly on the fun-
damental building blocks for higher particle form factors, that is the one- and two-particle form
factors of a local field O.

3.1 One-Particle Form Factors

The one-particle form factor equations are simply:

FO
a pθq “ RapθqFO

a p´θq and FO
a pθq “ Rapiπ ´ θqFO

a p2πi ´ θq , (9)

where
FO
a pθq :“ x0|Op0q|θya , (10)

with |θya an in-state containing a single particle of species a and |0y the vacuum state. Due
to breaking of translation invariance, the one-particle form factor is rapidity dependent, even for
spinless fields. Thus, it is the simplest non-trivial form factor that may be computed and a building
block for higher particle form factors.

Let us denote by rmin
a pθq a minimal solution to the equations (9). The solution procedure was

presented in [26] and follows the usual construction. Starting with an integral representation for

1Many interesting examples are known. The simplest cases are the Ising field theory, where a family of distinct
boundary conditions exist parametrised by the boundary magnetic field [16]. Similarly, the sinh-Gordon model admits
a two-parameter family of solutions, as found in [34]. We will discuss these two models in Sections 4-6.
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Rapθq, a corresponding integral representation of rmin
a pθq can be found. The minimal solution to

the equations, without poles in the physical strip, is entirely determined by Rapθq whereas the pole
structure of FO

a pθq is related to the operator O. In [26] it was shown that the full solution to the
form factor equations must take the form:

FO
a pθq “ rmin

a pθqQO
a pyq with y “ 2 cosh θ, (11)

with QO
a pyq and operator-dependent function.

Let rmin
a pθq be a minimal solution of (9). What would be its deformed version in the presence

of a generalised TT perturbation? Following [10–12] we observe that the equations (9) are linear
and factorised. Therefore, we expect that the modified minimal form factor to be of the form

rmin
a pθ;αq “ rmin

a pθqφα
a pθq , (12)

with
φα
a pθq “ Λα

a pθqφα
a p´θq and Λα

a pθqφα
a pθq “ φα

a p2πi ´ θq , (13)

which is solved by

logφα
a pθq “

2θ ´ iπ

2π
i log Λα

a pθq “
2θ ´ iπ

4π
i log Φα

aap2θq . (14)

However, there is a larger family of solutions. Indeed, the exponent above, can be modified by a
sum of coshpkθq functions with k P Z, and still satisfy all requirements. We therefore find that the
most general minimal solution to (9) is

rmin
a pθ;α,βq “ rmin

a pθqφα
a pθqCβ

a pθq , (15)

with φα
a pθq given by (14) and

logCβ
a pθq “

ÿ

sPS1

βsm
2s
a coshpsθq . (16)

Thus, the solution is parametrised by parameters α, which are determined by the deformation of
the S-matrix, and β which can in principle be freely chosen.

The presence of free parameters in the minimal form factor is an issue that we also encountered
when considering theories without boundaries [9–12] and whose meaning, for the time being, is
not fully understood. Traditionally, we would expect the minimal form factor to be entirely fixed
by analyticity and asymptotics requirements. Indeed, this is the case for standard IQFTs, as
we shall see in the next section. However, for models perturbed by a finite number of irrelevant
perturbations finding the natural choice of parameters β remains difficult. Progress in this direction
will be reported soon [38].

3.2 Two-Particle Form Factors

The boundary form factor equations for the two-particle form factors take the form:

FO
abpθ1, θ2q “ Sabpθ1 ´ θ2qFO

bapθ2, θ1q , FO
abpθ1, θ2q “ Rbpθ2qFO

abpθ1,´θ2q (17)

and
FO
abpiπ ` θ1, θ2q “ Rap´θ1qFO

abpπi ´ θ1, θ2q (18)
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where
FO
abpθ1, θ2q :“ x0|Op0q|θ1θ2yab , (19)

with |θ1θ2yab and in-state containing two particles of species a and b and rapidities θ1, θ2. Note
that, contrary to the bulk case, the two-particle form factor is no longer just a function of rapidity
differences. In [26] a strategy was presented to find a minimal solution to these three equations. It
was found that the two-particle form factor must generally have the form:

FO
abpθ1, θ2q “ rmin

a pθ1qrmin
b pθ2qfmin

ab pθ1 ´ θ2qfmin
ab pθ1 ` θ2qQO

abpy1, y2q , (20)

where fmin
ab pθq is the two-particle minimal form factor in the bulk, that is the minimal solution to

the equations
fmin
ab pθq “ Sabpθqfmin

ab p´θq “ fmin
ab p2πi ´ θq , (21)

and QO
abpy1, y2q is an operator-dependent function, which would includes any poles present in the

form factor and must be a function of the variables yi :“ 2 cosh θi. We can say that there is a
boundary two-particle minimal form factor which we can define as the universal part of (20)

rmin
ab pθ1, θ2q :“ rmin

a pθ1qrmin
b pθ2qfmin

ab pθ1 ´ θ2qfmin
ab pθ1 ` θ2q . (22)

In this work, we assume that the form factor equations remain unchanged in the presence of
irrelevant perturbations2. It follows then that for the deformed theory, the function above should
just be lifted to:

rmin
ab pθ1, θ2;α,β, β̂q :“ rmin

a pθ1;α,βqrmin
b pθ2;α,βqfmin

ab pθ1 ´ θ2;α, β̂qfmin
ab pθ1 ` θ2;α, β̂q , (23)

where the minimal one-particle form factors are those found above (15) and the deformed two-
particle minimal form factor in the bulk, was found in [9, 10]

fmin
ab pθ;α, β̂q “ fmin

ab pθqφα
abpθqCβ̂

abpθq , (24)

with fmin
ab pθq the underformed two-particle minimal form factor in the bulk, and

logpφα
abpθqq “

θ ´ iπ

2π
i logpΦα

abpθqq , and logpCβ̂
abpθqq “

ÿ

sPS1

β̂sm
s
am

s
b coshpsθq , (25)

where β̂ are arbitrary parameters.

3.3 Higher Particle Form Factors and Correlation Functions

The construction of subsections 3.1 and 3.2 can be continued to higher particle form factors by
starting with the natural ansatz that the solutions above suggest, namely

FO
a1...anpθ1, . . . , θnq “ QO

a1...anpy1, . . . , ynq

n
ź

j“1

rmin
ai pθq

ź

1ďiăjďn

fmin
aiaj pθ1 ` θ2qfmin

aiaj pθ1 ´ θ2q , (26)

once more, this can be easily extended to the TT perturbed case by introducing dependencies on the
parameters α, β and β̂. As discussed also in [26], in the unperturbed case, the QO

a1...anpy1, . . . , ynq

are rational functions which incorporate the pole structure, including both bulk and boundary

2Note that this is a non-trivial assumption which we have also made in our previous works [9, 10]. We plan to
investigate this point further in future works [38].
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kinematic poles. The latter give rise to denominators involving products of yi ` yj with i ă j
and/or products of just yj , respectively. We will leave the systematic study of the solutions to
these equations in the TT-perturbed case for future work.

We would like to end this section by making a general observation about correlation functions.
It is well known that the form factors are building blocks for correlation functions. The minimal
form factors presented above have a distinct feature that will play a key role in the asymptotics
of correlators. Consider for simplicity the case β “ β̂ “ 0 and one single non-vanishing αs, say
α :“ α1, the TT perturbation. We have that

|rmin
a pθ;α,0q|2 “ |rmin

a pθq|2|φα
a pθq|2 “ |rmin

a pθq|2e
2ms

ams
bα

π
θ sinhp2sθq , (27)

and, similarly,

|rmin
ab pθ1, θ2;α,0,0q|2 “ |rmin

a pθq|2|rmin
b pθq|2||fmin

ab pθ1 ´ θ2q|2|fmin
ab pθ1 ` θ2q|2

ˆ φα
a pθq|2|φα

b pθq|2|φα
abpθ1 ´ θ2q|2|φα

abpθ1 ` θ2q|2

“ |rmin
a pθq|2|rmin

b pθq|2||fmin
ab pθ1 ´ θ2q|2|fmin

ab pθ1 ` θ2q|2

ˆ exp

„

2α

π

´

m2s
a θ1 sinhp2sθ1q ` m2s

b θ2 sinhp2sθ2q

¯

`
αms

am
s
b

π

´

pθ1 ` θ2q sinhpspθ1 ` θ2qq ` pθ1 ´ θ2q sinhpspθ1 ´ θ2qq

¯

ȷ

.

(28)

These quantities will enter the form factor expansion of a typical two-point function in the ground
state. What is important is that these are functions that are rapidly increasing/decreasing in the
rapidity variables for α positive/negative. In the α ą 0 case this means that any form factor
expansion of the correlation function will be divergent, whereas for α ă 0 it will be very rapidly
convergent. Indeed, convergence is so strong for α ă 0 that higher particle form factors will provide
negligible contributions to the form factor expansion. This behaviour has also been found in the
bulk case [9, 10] and is consistent with the observation that there is a stark difference between the
regimes of positive and negative coupling, as found in the TBA analysis [5, 14]. This behaviour is
robust under the reintroduction of the β and β̂ parameters, as long as their number is finite. As
we shall see in the following section, when the number of such parameter is infinite, the asymptotic
properties of the minimal form factor can be radically different.

In the next two Sections we will focus our attention on a known integrable quantum field theory
(the sinh-Gordon model) and demonstrate that its boundary one-particle minimal form factors
admit a new representation which consists of blocks of the form (15). In this representation, the
“unperturbed” minimal form factor is the minimal form factor of the Ising field theory with specific
boundary conditions. The idea that the sinh-Gordon theory (with and without boundaries) may be
seen as a perturbation of the Ising field theory was also exploited in [13] to find a new representation
of the bulk form factor. This result is significant for two main reasons: it confirms that the structure
of the deformations in (15) is widespread in IQFT and it provides a more numerically efficient
representation for a function which plays a key role in evaluation of correlation functions.

4 The sinh-Gordon Model with Dirichlet Boundary Conditions

The sinh-Gordon model with Dirichlet boundary conditions was one of the examples considered
in [26] and later in [28]. This particular choice of boundary conditions has the advantage that
the minimal form factor rmin

a pθq coincides with the one-particle form factor, that is, there are no
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additional poles to be included, which makes calculations particularly simple. In this case non-
vanishing form factors associated with odd particle numbers can be identified as corresponding to
the operator Bxϕ, where ϕ is the sinh-Gordon field. More generally, as reported in [34], there is a
two-parameter family of solutions for the reflection amplitudes of the sinh-Gordon model. They
can be written in terms of fundamental blocks pxqθ, rxsθ as

Rpθ,E, F q “

ˆ

1

2

˙

θ

ˆ

2 ` B

4

˙

θ

ˆ

1 ´
B

4

˙

θ

„

E ´ 1

2

ȷ

θ

„

F ´ 1

2

ȷ

θ

, (29)

where3

pxqθ :“
sinh 1

2pθ ` iπxq

sinh 1
2pθ ´ iπxq

, rxsθ “ ´pxqθp1 ´ xqθ “
tanh 1

2pθ ` iπxq

tanh 1
2pθ ´ iπxq

. (30)

The sinh-Gordon two-body scattering matrix is simply

Spθq “

„

´
B

2

ȷ

θ

“
sinh θ ´ i sin πB

2

sinh θ ` i sin πB
2

, (31)

with B P r0, 2s a coupling constant [39–41]. The simplest version of (29) is obtained by removing
the F -dependent factor and by setting E “ 0, while introducing an overall minus sign (this is due
to the particular definition of our rxsθ symbol, as explained in footnote 2). This corresponds to
Dirichlet boundary conditions that fix the boundary field to 0. In that special case, the amplitude
(29) reduces to

Rpθq “ ´

ˆ

´
1

2

˙

θ

ˆ

2 ` B

4

˙

θ

ˆ

1 ´
B

4

˙

θ

. (32)

This choice also cancels out the pole of the reflection amplitude at θ “ iπ
2 that is present in (29)

due to the block p12qθ. A special property of this amplitude is that for B “ 0 it reduces to Rpθq “ 1
which corresponds to a free boson solution (the sinh-Gordon S-matrix reduces to 1 for B “ 0).
The minimal form factor solution corresponding to this free boson case is proportional to sinh θ.
In [26], the minimal form factor solution corresponding to (32) was given as

rminpθq “
sinh θ

i ` sinh θ
upϑ,Bq , (33)

with

upϑ,Bq “ exp

»

–´2

8
ż

0

dx

x

ˆ

cos
ϑx

π
´ 1

˙

cosh x
2

sinh2 x

ˆ

sinh
xB

4
` sinh

ˆ

1 ´
B

2

˙

x

2
` sinh

x

2

˙

fi

fl , (34)

where ϑ “ iπ
2 ´ θ. The normalisation is chosen so that up0, Bq “ 1. We have that

upϑ, 0q “ exp

»

–´2

8
ż

0

dx

x

ˆ

cos
ϑx

π
´ 1

˙

cosh x
2

sinh2 x

´

2 sinh
x

2

¯

fi

fl “ ´
i

2
pi ` sinh θq , (35)

so that for B “ 0 we recover the free boson solution rminpθq “ ´ i
2 sinh θ. For our purposes however,

it is interesting to emphasise the connection with free fermions instead. The sinh-Gordon model is

3Note that there is a minus sign difference between the definitions of rxsθ in [26] and [13]. Here we are using the
same definitions as in [13]. Compared to [34] the blocks pxqθ differ by a factor 1{2 in the definition of x.
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a fermionic theory, in the sense that Spθ “ 0q “ ´1 and if we factor out this ´1 from the S-matrix
r´B{2sθ what remains can be seen as a CDD factor. This means that the sinh-Gordon S-matrix
is of the type (1) with a CDD factor given by a sum over all odd integers and coefficients m2sαs

which are functions of B. The precise formulae were discussed in [13]. Hence, according to our
derivation in Section 3, the minimal form factor (34) should also admit a representation of the type
(15) with (14). We will now show that this is indeed the case.

5 A New Minimal Form Factor Representation

Let
ωpϑ,Bq :“ log upϑ,Bq . (36)

then, the derivative w.r.t. ϑ is,

ω1pϑ,Bq “ hpϑ,Bq ` hpϑ, 2 ´ Bq ` gpϑq , (37)

with

hpϑ,Bq “
2

π

8
ż

0

dx
sin ϑx

π cosh x
2 sinh

xB
4

sinh2 x
and gpϑq “

1

π

8
ż

0

dx
sin ϑx

π

sinhx
. (38)

We have that gpϑq can be easily integrated to gpϑq “ 1
2 tanh

ϑ
2 , while hpϑ,Bq can be computed

using contour integration, along the same lines of the computations presented in [13]. For example,
we have the integral

Ipa, bq “

8
ż

´8

dx
epb`iaqx

sinh2 x
“ iπpb ` iaq

1 ` eiπpb`iaq

1 ´ eiπpb`iaq
, (39)

from where it follows

hpϑ,Bq “
1

8πi

„

Ip
ϑ

π
,
2 ` B

4
q ` Ip

ϑ

π
,

´2 ` B

4
q ´ Ip

ϑ

π
,
2 ´ B

4
q ´ Ip

ϑ

π
,´

2 ` B

4
q

´ Ip´
ϑ

π
,
2 ` B

4
q ´ Ip´

ϑ

π
,

´2 ` B

4
q ` Ip´

ϑ

π
,
2 ´ B

4
q ` Ip´

ϑ

π
,´

2 ` B

4
q

ȷ

“

“
4ϑ sin πB

2 ´ 4π sin πB
4 sinhϑ ` πB sinhp2ϑq

4πpcoshp2ϑq ` cos πB
2 q

. (40)

Integrating gives

ωpϑ,Bq “ log apBq ` log cosh
ϑ

2
´

iϑ

2π
log

«

sin Bπ
2 ` i sinhp2ϑq

sin Bπ
2 ´ i sinhp2ϑq

ff

`
1

2
log

„

cos
Bπ

4
` coshϑ

ȷ

`
1

4
log

«

coshϑ ` sin Bπ
4

coshϑ ´ sin Bπ
4

ff

´
B

8
log

«

coshp2ϑq ´ cos πB
4

coshp2ϑq ` cos πB
4

ff

`
i

4π

´

Li2p´ie´ϑ´ iπB
4 q ` Li2pie´ϑ´ iπB

4 q ´ Li2p´ie´ϑ` iπB
4 q ´ Li2pie´ϑ` iπB

4 q ` ϑ ÞÑ ´ϑ
¯

´
i

4π

´

Li2p´e´ϑ´ iπB
4 q ` Li2pe´ϑ´ iπB

4 q ´ Li2p´e´ϑ` iπB
4 q ´ Li2pe´ϑ` iπB

4 q ` ϑ ÞÑ ´ϑ
¯

. (41)
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Here log apBq is an integration constant which can be fixed by asymptotic requirements. Requiring
that ωp0, Bq “ 0 and after some simplifications, we obtain

log apBq “ ´
1

2
log

˜

sin πp2`Bq

8

sin πp2´Bq

8

¸

´ log

ˆ

2 cos
Bπ

8

˙

`
B

4
log tan

Bπ

4

`
i

2π

´

Li2p´e
iπB
2 q ´ Li2pe

iπB
2 q

¯

´
iπpB ´ 1q

8
. (42)

It is interesting to consider the various contributions to (41):

• The contribution

log cosh
ϑ

2
“ log cos

1

2

ˆ

iπ

2
´ θ

˙

, (43)

is such that when taking exponential of ωpϑ,Bq it gives a factor cosh 1
2

`

iπ
2 ´ θ

˘

in the minimal

form factor that combines with the prefactor sinh θ
sinh θ`i in (33) to give

rfixedpθq “ ´
i

2

sinh θ

cosh 1
2

`

iπ
2 ´ θ

˘ , (44)

which is the minimal form factor corresponding to the Ising model with reflection amplitude

R0pθq “

ˆ

´
1

2

˙

θ

. (45)

This is known as the fixed boundary condition of the Ising model, and corresponds to the
limit of infinite boundary magnetic field, as discussed in [16,26] (see also Section 6 for further
discussion).

• The contribution

´
iϑ

2π
log

«

sin Bπ
2 ` i sinhp2ϑq

sin Bπ
2 ´ i sinhp2ϑq

ff

“
2θ ´ iπ

4π
i logp´Sp2θqq “

2θ ´ iπ

4π
i log ΦshGp2θq , (46)

where ΦshGpθq is minus the scattering matrix of the sinh-Gordon model, which can be seen
as a CDD factor. Hence, sinh-Gordon emerges as a perturbation of the Ising field theory.

• The remaining terms in (41) add up to an even function of θ which admits a formal expansion
as a sum of coshpsθq functions with s integer, both odd and even. This is similar to the
computations presented in the Appendix of [13].

In summary, the minimal form factor rminpθq introduced in (33) can be rewritten as

rminpθq “ apBqrfixedpθqe
2θ´iπ

4π
i logp´Sp2θqqCβpθq , (47)

with rfixedpθq given by (44), Spθq the sinh-Gordon S-matrix and Cβpθq given by

logCβpθq

“
1

2
log

„

cos
Bπ

4
` coshϑ

ȷ

`
1

4
log

«

coshϑ ` sin Bπ
4

coshϑ ´ sin Bπ
4

ff

´
B

8
log

«

coshp2ϑq ´ cos πB
4

coshp2ϑq ` cos πB
4

ff

`
i

4π

´

Li2p´ie´ϑ´ iπB
4 q ` Li2pie´ϑ´ iπB

4 q ´ Li2p´ie´ϑ` iπB
4 q ´ Li2pie´ϑ` iπB

4 q ` ϑ ÞÑ ´ϑ
¯

´
i

4π

´

Li2p´e´ϑ´ iπB
4 q ` Li2pe´ϑ´ iπB

4 q ´ Li2p´e´ϑ` iπB
4 q ´ Li2pe´ϑ` iπB

4 q ` ϑ ÞÑ ´ϑ
¯

, (48)
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Figure 1: The absolute value squared of the function ûpθ,Bq :“ upϑ,Bq

i`sinh θ with upϑ,Bq “ expωpϑ,Bq

evaluated numerically from (41). The colours correspond to different values of B: B “ 1 (red),
B “ 0.7 (blue), B “ 0.5 (green) and B “ 0.2 (black).

with ϑ “ iπ
2 ´ θ as before. As indicated by (16), this function admits a formal expansion in terms

of coshpℓθq functions. We can show that

logCβpθq “ ´
1

2
log 2 ´

8
ÿ

ℓ“1

1

ℓ
cos

ˆ

B

4
ℓπ

˙

coshpℓθq

´

8
ÿ

ℓ“0

p´1qℓ

2ℓ ` 1
sin

ˆ

B

4
p2ℓ ` 1qπ

˙

coshpp2ℓ ` 1qθq

`
B

2

8
ÿ

ℓ“0

1

2ℓ ` 1
cos

ˆ

B

4
p2ℓ ` 1qπ

˙

coshp2p2ℓ ` 1qθq

´

8
ÿ

ℓ“0

1

πp2ℓ ` 1q2
sin

ˆ

B

2
p2ℓ ` 1qπ

˙

coshp2p2ℓ ` 1qθq .

(49)

Comparing to (16) we identify the coefficients (we take the mass scale m “ 1)

β0 “ ´
1

2
logp2q ,

β2ℓ`1 “ ´
cos

`

B
4 p2ℓ ` 1qπ

˘

` p´1qℓ sin
`

B
4 p2ℓ ` 1qπ

˘

2ℓ ` 1
,

β4ℓ “ ´
cospBℓπq

4ℓ
,

β4ℓ`2 “ ´
cos

`

B
2 p2ℓ ` 1qπ

˘

` B cos
`

B
4 p2ℓ ` 1qπ

˘

2p2ℓ ` 1q
´

1

πp2ℓ ` 1q2
sin

ˆ

B

2
p2ℓ ` 1qπ

˙

.

(50)

We note that the representation (41) is completely explicit and involves only elementary functions
and a small number of special functions (dilogarithms). These are nonetheless functions that are
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efficiently implemented in all mathematical packages and therefore it is extremely easy and quick
to evaluate (41) numerically with very high precision. We expect that this property will make our
representation useful in the numerical evaluation of correlation functions and form factors.

6 More General Boundary Conditions

We have just seen that the simplest boundary condition/reflection amplitude (32) in the sinh-
Gordon theory admits a new interpretation. In can be seen, at the level of the minimal form factor
at least, as resulting from irrelevantly perturbing the boundary Ising model with fixed bound-
ary conditions. The fixed boundary condition corresponds to taking the magnetic field h, which
parametrizes all Ising boundary conditions, to infinity. Indeed, the most general reflection ampli-
tude in the Ising model can be written as [16]

Rxpθq “ ´rxsθ

ˆ

´
1

2

˙

θ

, (51)

where x is related to the magnetic field h as sinpπxq “ 1 ´ h2

2m2 . There are two simple boundary
conditions known as “free” an “fixed”. They correspond to

• h “ 0 (x “ 1
2) with reflection amplitude

R 1
2
pθq “

ˆ

1

2

˙

θ

, (52)

This is the free boundary condition. As in the general case, this reflection amplitude has a
pole at θ “ iπ

2 . This pole is dynamical, i.e. it changes position when changing the value of h.

• h Ñ 8 (x Ñ i8 ´ π
2 ), with reflection amplitude

Ri8´π
2

pθq “

ˆ

´
1

2

˙

θ

(53)

this is called fixed boundary condition and it is the simplest configuration. It corresponds to
moving the pole away from the physical strip. Notice that in this case the factor ´rxsθ Ñ 1
while in the free case it is non trivial.

It is not difficult to generalise the construction of the minimal form factor (47) to the case of generic
reflection amplitudes (29). One viewpoint is to consider the Ising field theory with generic boundary
conditions itself as a “perturbation” of the Ising field theory with fixed boundary conditions. Again,
this is meant in the sense of how we compute the minimal form factor. This viewpoint allows us to
both generalise the Ising and the sinh-Gordon results, to more general boundary conditions. We
discuss this below.

6.1 A TT Picture of the Boundary Ising Model with Generic Boundaries

Let rxpθq be the minimal form factor of the Ising field theory with generic boundary conditions,
corresponding to the reflection amplitude (51). The minimal form factor should be a modified
version of the solution for fixed boundary conditions such that

rxpθq “ rfixedpθqφxpθq, (54)
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which implies
φxpθq “ ´rxsθφxp´θq , ´rxsθφxpθq “ φxp2πi ´ θq . (55)

The task is now to compute the new function φxpθq. Employing the standard integral representa-
tions that can be found in many places, such as [26], we have that

´rxsθ “ pxqθp1 ´ xqθ “ exp

$

&

%

2

8
ż

0

dt

t

sinh tθ
iπ

sinh2 t
psinh tx ` sinh tp1 ´ xqq

,

.

-

(56)

so we can write

φxpϑq “ exp

$

&

%

2

8
ż

0

dt

t

psinh tx ` sinh tp1 ´ xqq cosh t
2

sinh2 t

ˆ

1 ´ cos
tϑ

π

˙

,

.

-

(57)

where we again use the variable ϑ “ iπ
2 ´ θ. As before we take the logarithmic derivative

d

dϑ
logφxpϑq “

2

π

8
ż

0

dt

t

psinh tx ` sinh tp1 ´ xqq cosh t
2

sinh2 t
sin

tϑ

iπ

“ hpϑ, 4xq ` hpϑ, 4 ´ 4xq , (58)

where hpϑ, xq is the same function defined earlier in (38). We can therefore use the same formula
(40) to write

hpϑ, 4xq “
ϑ sin 2πx ´ π sinπx sinhϑ ` πx sinhp2ϑq

πpcoshp2ϑq ` cos 2πxq
. (59)

Until now everything is pretty much the same as in previous sections. However, the sum (58)
simplifies greatly, so that after integration, we have simply

logφxpϑq “

ż

dϑrhpϑ, 4xq ` hpϑ, 4 ´ 4xqs “ log pcoshϑ ` sinπxq ` c . (60)

The constant is easily fixed to c “ ´ log p1 ` sinπxq so as to ensure that logφxp0q “ 0. Therefore,
writing everything back in terms of θ we get

φxpϑq “
sinπx ´ i sinh θ

1 ` sinπx
“

sinπx ´ i sinh θ

sinπx ` i sinh θ

sinπx ` i sinh θ

1 ` sinπx
, (61)

or
logφxpϑq “ logp´rxsθq ` log psinπx ` i sinh θq ´ log p1 ` sinπxq . (62)

This gives the generic factor that has to be added any time the boundary condition is changed.
In particular, for x “ 1

2 we can obtain the modification of the minimal form factor with fixed
boundary conditions that corresponds to free boundary conditions in the Ising case. Since the
factor φxpϑq accounts for the contribution to the minimal form factor of a generic square block
´rxsθ in the reflection amplitude, it can also be adapted to deal with the blocks rF´1

2 sθ and rE´1
2 sθ

in the sinh-Gordon amplitude (29).
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7 Conclusion and Outlook

In this paper we have studied boundary IQFTs perturbed by TT and higher spin irrelevant oper-
ators. We discussed how the deformation of the two-body scattering matrix (1) propagates to a
deformation of the reflection amplitudes off the boundary (5)-(8) and how these give rise to a defor-
mation of the one-particle minimal form factor (12)-(16). While the deformation of the reflection
amplitudes had already been discussed in [14, 15], this work initiates the study of form factors of
irrelevantly perturbed boundary theories.

We find that the form factor deformation is very similar to the bulk case. A further analogy is
that this deformation suggests a factorised minimal form factor structure that is also reproduced
for more standard boundary IQFTs. We show this to be the case for the sinh-Gordon model
with Dirichlet boundary conditions, which we discuss in detail here. Through a computation
which is analogous to that presented in [13] we show that the boundary one-particle minimal form
factor admits a new representation which forgoes integrals or infinite products, is very explicit
and numerically efficient. In this representation, the boundary sinh-Gordon model with Dirichlet
boundary condition can be interpreted as the Ising field theory with fixed boundary conditions in
the presence of infinitely many irrelevant perturbations with specific coupling constants which are
functions of the sinh-Gordon coupling B. The effect of adding irrelevant boundary operators in the
Ising and sine-Gordon models was studied in [42]. Indeed, similar to our case and to the results
of [14, 15], it was shown that such perturbations induce deformations of the reflection amplitudes
which modify the UV properties of the theory. A similar conclusion has also been reached in the
context of gravity, where it has been shown that TT deformation of 2D conformal field theory can
be seen as coming from a modification of the boundary conditions in a 3D (Chern-Simons) gravity
theory [43,44].

Our construction easily generalises to other models and boundary conditions. More importantly,
it should now be possible to progress to constructing non-minimal form factor solutions, as done
for the bulk case in [9, 10]. We hope to return to this problem in the near future.

Acknowledgement: Fabio Sailis is funded through a PhD studentship from the School of Science
and Technology of City St George’s, University of London, which he gratefully acknowledges.
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