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EXAGGERATED RISK: PROSPECT THEORY AND PROBABILITY

WEIGHTING IN RISKY CHOICE

Abstract

In five experiments we studied precautionary deaisiwhere participants decided
whether or not to buy insurance with specified @gginst an undesirable event with
specified probability and cost. We compared thiesrtaken for precautionary
decisions with those taken for equivalent monegaybles. Fitting these data to
Tversky and Kahneman'’s (1992) prospect theory ne tihat the weighting function
required to model precautionary decisions diffeosnf that required for monetary
gambles. This result indicates a failure of thecdpsive invariance axiom of
expected utility theory. For precautionary decisipeople overweighted small,
medium-sized and moderately large probabilitidseytexaggerated risks. This effect
is not anticipated by prospect theory or experidraged decision research (Hertwig,
Weber, Erev & Barron, 2004). We find evidence #redggerated risk is caused by
the accessibility of events in memory: the weightimnction varies as a function of
the accessibility of events. This suggests thaplgeoexperiences of events “leak”
into decisions even when risk information is exflgprovided. Our findings
highlight a need to investigate how variation icide®on content produces variation in

preferences for risk.

Keywords: probability, accessibility, risk exaggéva, frequency, precautionary

decisions
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A virtue of good theory is that it is general; thes that predict a wide range of
events have obvious merit. Several prominent tieemf decision-making achieve
this objective by proposing that all decisions barmodeled with the same generic
representation. So it is that the leading norneafezg., von Neumann &
Morgenstern, 1947) and descriptive psychologicabties (e.g., Kahneman &
Tversky, 1979; Tversky & Kahneman, 1992) of decismaking share a common
representational assumption: people’s risk prefagemnd decisions under risk and
uncertainty are task-independent. For examplegettie=ories assume that all
decisions under risk or uncertainty can be reptesess gambles with monetary
amounts representing the outcomes. Although tha@alf the content area being
contemplated (e.g., decisions about health or mongybs) may influence
judgments of the degree of risk and benefit (abvie, 1987) most prominent
decision theories assume that, once the basic ugbues for likelihoods and costs are
determined, decision-making with risky prospectsasinfluenced by any factors
associated with this content and is independetiteotiecision-task. For example, the
decision whether or not to insure my luggage w8880 for a cost of £5 where the
risk of loss is 1% is identical to the decisiorpty £5 or take a gamble where | have
a 1% chance of losing £500.

Here, we investigate the validity of this assumptiy studying the factors that
affect people’s reactions to presented probalsliledescribed real-world decision
prospects. Research studying people’s decisionsruigk using choices between
gambles implies that decision-makers weight théaldity of risky events in
characteristic ways that deviate from normativeeexgd utility theory (axiomatized

by von Neumann & Morgenstern, 1947). Specificalifien making risky decisions,
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people overweight small probabilities and undenleigoderate and large
probabilities; breaching rational agents’ rulexypde’s decisions weight probabilities
non-linearly (Kahneman & Tversky, 1979; Tversky &hheman, 1992 - see also
Abdellaoui, 2000; Gonzalez & Wu, 1999; Prelec, 1,988rsky & Wakker, 1995;
Wakker, 2003).

The nonlinear impact of probability on decisionexemplified by the fourfold
pattern of risk preferences predicted by Cumulgbraspect theory (Tversky &
Kahneman, 1992). Thus, because people overweigdlt probabilities, both low
probability gains and low probability losses locange relative to certain payoffs
with the same expected value. This results ingesking for gains and risk aversion
for losses at low probability - for example, peoate tempted to buy lottery tickets
(seeking unlikely gains) and insurance (attemptmgvoid unlikely losses). Also, as
people underweight moderate and large probabilitiesy show a contrasting risk
aversion for high probability gains and risk segkior high probability losses
compared to certain payoffs with the same expecahce.

Risky Decision-Making and Precautions

Tversky & Kahneman'’s (1992) studies reporting unded over-weighting of
probability measured respondents’ binary choicéaden monetary gambles.
However, there is some reason to believe that p&ophoices about monetary
gambles may not correspond with their preponderéoraesk in situations where
they need to consider decisions regarding othatskaf risks. Several studies have
reported increased attractiveness of decision paispvhen framed as insurance
decisions; specifically, there is evidence for atest effect in which prospects
presented in an insurance context are judged weatgr risk aversion than

mathematically identical choices presented as astangimbles (Connor, 1996;
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Hershey & Schoemaker, 1980; Schoemaker & Kunreufl®at9; Slovic, Fischhoff,
Lichtenstein, Corrigan & Combs, 1977). This findimgs prompted the suggestion
that people have a relatively favorable attitudeals insurance because, unlike
gambling, insurance is viewed as an investmentedlsas a means of risk reduction
(Slovic, Fischhoff & Lichtenstein, 1987).

Given the suggestion that there may be differentesople’s decision behavior
as a function of the type of risks they may be eomilating, we propose that there is
a need to be sensitive to possibly different pshadioal types of risky decision.
Accordingly, we identify and defingrecautionarydecisions and behavior as those
occasions where people aim to minimize or avokkrtsy taking protective actions
and where the benefits of taking precautions exdgymk-averse behavior (Baron et
al., 2000; Hershey & Schoemaker, 1980). Protedieleavior and decisions in the
face of risk have been the subject of a numbetusfiss (e.g., Baron, Hershey &
Kunreuther, 2000; Huber & Huber, 2008; Johnsonshiey, Meszaros & Kunreuther,
1993; Kunreuther, 2001; Slovic et al., 1987; WakRdéraler & Tversky, 1997) and
yet, to our knowledge, no study has attempted $esathe probability-weighting
function for precautionary decisions in the samg ashas been done for choices
with monetary gambles.

In this paper we present evidence for a dissintyldretween the pattern of risk
preferences with precautionary decisions and niskepences with monetary gambles
indicating that the process of decision-makinghia tiwo cases may be very different.
Apart from the empirical evidence there aeepriori - strong reasons to expect that
there might be differences in the way people evalaahoice between two monetary
gambles and the way that they might consider adgtrecautions against risks,

such as whether to buy earthquake insurance. V@hiloice between monetary
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gambles may present a real dilemma, the gamblesstlees typically do not have
any features that have any meaning for the decrsiaker - other than their essential
structural properties (probability of winning/logiand amount to win/lose). By
contrast, hazards that one might insure againg hlvsorts of other aspects
associated with them other than the probabilitwimining/losing and the amount to
win/lose. Decisions associated with insurance amdlding can be seen as
gualitatively different from each other. For examgbr insurance decisions - but not
for monetary gambles - factors such as individugkeence of real-world frequency
(e.g., decisions made by analogy to previously entsyed problems Gilboa &
Schmeidler, 2001; Stewart, Chater & Brown, 2006¢easibility to particular
information in memory (Koriat, 1993, 1995; TulvidgPearlstone, 1966) and past
subjective experience with anxiety or fear (Kunheut 2001; Viscusi & Chesson,
1999), arguably all result in support for precandy action. Relevant to our
concerns here, we suggest that the accessibilitffamimation influences the decision
to purchase or not purchase a particular insurpraguct. We see no evidence that
the same factor applies to decisions about mongtmbles. The issue is of
considerable importance because, to the extenté@wsions made with monetary
gambles differ from those made for insurance, ted gf studying monetary
(gamble) decisions as a basis for explaining aleti@s of human decisions is called
into question.
Experiment 1

We assume that, because they are relatively ahstnacetary gamble tasks do not
prompt the same history of experience and rangssdciations as typical real-world
protective tasks (e.g., precautionary decisions)).iistance, according to the

normative theory, a set of simple binary gambleadsof the form  chance ok,
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otherwisey” should evoke the same preference order acrofselit decision
domains. Accordingly, a 1% chance of losing £30@ eure loss of £60 and al%
chance of an insurable event of losing £300 ormEagi60 for insurance are
equivalent prospects. However, we believe thakethee grounds to suspect that
behavior in monetary gamble situations may notespond with precautionary risk
behavior. In particular, we suspect that peoplehtiog more risk averse when
contemplating the probabilities and losses assatmaith options in precautionary
decision-making. Accordingly, Experiment 1 was dasid to compare the pattern of
people’s risk preferences in protective (insurameeision-making with the pattern
exhibited for monetary gambles and also to segsifirance decision-making can be
modeled within the classic framework of Tversky &ahneman’s prospect theory
(Kahneman & Tversky, 1979) and cumulative prospieedry (Tversky &
Kahneman, 1992; Tversky & Fox, 1995).

Method

Participants.

Participants were 60 students (33 female, 27 nfiadg) the University of
Warwick. Mean age was 28D = 2.43). They took part individually and received
payment of £5.

Stimuli and Equipment.

An interactive computer program for binary decisioaking was used. Four types
of binary decision-making situation (scenario),leacrresponding with one of four
experimental conditions, were included: gamble gaianetary gamble with a sure
gain versus a gain with a given probability), gagnbks (monetary gamble with a
sure loss versus a loss with a given probabilibgurance gain (a sure rebate -i.e. a

refund on an insurance premium - versus a rebdteangiven probability) and
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insurance loss (insurance against loss of luggagaus a loss of luggage with a given
probability).

In a first session, participants had to indicapeederence between a probabilistic
outcome and a sure outcome in a series of 308.tiialk trials were created by
combining 4 monetary amounts (£50, £100, £200, E#fiGhe probabilistic
outcomes with 11 probabilities (.01, .05, .10, .29, .50, .60, .75, .90, .95, .99) and
each of these combinations was presented with briemmnetary amounts for the
sure outcome (logarithmically spaced between £1tlamdmount of the probabilistic
outcome), producing>l1x7 = 308 combinations. Using a method similar ta tha
used by Tversky and Kahneman (1992), binary-chgiospects (a choice between a
probabilistic and a sure outcome) were presentied.fdllowing algorithm was used
for each participant: (1) randomly select one effibur monetary amounts; (2) for
this monetary amount randomly select a probabliel; (3) randomly present each
of the seven sure monetary amounts; (4) go ba¢X)tonless all probability levels
have been sampled in which case go back to (1jepeht until all prospects have
been presented.

As in Tversky and Kahneman (1992), participantstaiety equivalent (CE)
estimates were based on the sure outcomes chotientesk: the midpoint between
the lowest accepted value and the highest rejectle in the prospects. To obtain a
more refined estimate of the CE, in a second sesgalues of people’s preferences
were linearly spaced between a value 25% higher tthelowest amount accepted in
the first set (session) and a value 25% lower tharhighest amount rejected. The CE
of a prospect was estimated as the midpoint betwezlowest accepted value of the

sure outcome and the highest rejected value isg¢bend set of choices.
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Design and Procedure.

Previous research (Tversky & Kahneman, 1992) usegeated measures design
with loss and gain scenarios mixed in a singleesgigimultaneous within subjects
design, Keppel, 1991). Results obtained under tbesditions could be an artifact of
the design. Specifically @ontrast effectay result (Keppel 1991), that is either an
effect becomes more pronounced compared to anendent measures design, or a
spurious effect could occur, which would not ocatith an independent measures
design. In order to avoid this pitfall, we used<@ between-subjects design, with the
following independent variables: decision-makingktéggamble, insurance) and
decision-making domain (gain, loss). There wer@dficipants in each experimental
condition.

At the start of the program, task instructions #reh an example scenario with
illustrative choices were presented. On each pmtfticipants were asked to consider
a presented scenario and choose one of two opfamexample:

Insurance Loss Scenario:

A. 1% chance of losing your luggage which is wd4®0

or

B. Buying insurance at a cost of £20 to insureragahe loss of your luggage;

Gamble Loss Scenario

A. 1% chance of losing £400

or

B. A sure loss of £20;

Insurance Gain Scenario

A. 1% chance of winning a insurance rebate of £400

or
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B. A guaranteed insurance rebate of £20;

Gamble Gain Scenario

A. 1% chance of winning £400

or

B. A sure gain of £20

Participants completed a series of 308 trials p&ty decisions with one of the
four types of scenario within each of two sessions.
Results and Discussion

The results section is organized as follows: fistpresent an analysis of the risk
preferences of the respondents. Next we presehtsamaf the CE measures and
finally we present the result of our attempts tdlfe observed decisions to the
Prospect theory probability weighting function. Athtistical tests reported in this
paper used a significance level of .05 unless atdit otherwise.

Risk Preference

In both the insurance and gamble gain scenaritess d risk-seeking choices
(where CE exceeds expected value) decreased frout 80% to about 10% as the
probability of the risky prospect increased (sebl@d and Figure 2). All participants
in the gain conditions were predominantly risk aeeA two-way ANOVA
confirmed this result for gain scenarios, withgngicant effect of probability range
(=.01,<.1 anc= .5) on risk preferencé, (2, 56) = 149.39 < .001, very large effect
sizeg? = .77, but the effect of task (gamble, insurarare) the interaction effect of
range and task were not significant, bBtk 1.In the insurance-loss condition there
were fewer risk-seeking choices - ranging from @%4Q@% - across the different

probabilities of prospects compared to the gamiss-tondition - where the
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proportion of risk-seeking choices ranged from 10%83% (see Table 2 and Figure
2).

In the two loss scenarios, rates of risk-aversécelsadecreased with increasing
probability of risky prospects, but more so for gamble-loss scenario - from 90% to
17% - than for the insurance-loss scenario - fr@@24 to 60% (see Table 2 and
Figure 2). A two-way ANOVA confirmed this resulbi@re were significant effects on
risk preference of both main effects of rang€2, 56) = 82.12p < .001, very large
effect sizee? = .62, and task (1, 28) = 24.39p < .001, medium effect sizé = .05,
as well as an interaction effe€t(2, 56) = 6.60p < .001, medium effect siz& = .05,
significant. Simple effect tests showed that tHeatfof range was significant for the
gamble scenarid; (2, 56) = 91.74p < .001, very large effect sizé = .82, and for
the insurance scenariB,(2, 56) = 15.73p < .001, very large effect sizé = .48.

Certainty Equivalent

The average CE estimation was based on responaieaisions between sure
outcomes and probabilistic outcomes. Seven suemés logarithmically spaced
between 1 and the amount of the probabilistic cue¢E50, £100, £200, £400), each
presented with 11 probabilities (.01, .05, .10, .28, .50, .60, .75, .90, .95, .99), were
paired with 1 probabilistic outcome (£50, £100, @20 £400). For the gain scenarios
a trend of increasing CE with amount is discerniblEigure 3. In addition, CE is
substantially higher for the insurance loss coadifabout 0.6) than for the other
three conditions (less than 0.4). These obseraimare confirmed by the results of
statistical tests. Ax2x(4) ANOVA with independent variables task (insuranc
gamble), type of decision domain (loss, gain), prababilistic amount (£50, £100,
£200, £400), showed that the following main- antéraction effects were significant:

task,F (1, 56) = 12.46, medium effect sige= .05,p < .001; domainf (1, 56) =
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23.20, medium to large effect sige= .10,p < .001; probabilistic amourf, (3, 168)
= 6.04, small to medium effect size= .04; task by domairf; (1, 56) = 12.11,
medium effect size? = .05,p <.001; amount by domaift, (3, 168) = 2.64, small
effect sizee? = .02; and amount by task by domd(3, 168) = 3.64, small to
medium effect size? = .03 (see also Figure 3). The interaction effettveen
amount and task < 1, was not significant. The three-way interatwecluded
interpretation of main effects and two-way interaics therefore, 2 ANOVAS with
independent variables task (insurance, gambleyanion domain (loss, gain) were
conducted as simple effect tests for each prolsticimount (£50, £100, £200,
£400). The effects of task, domain and the intevacffect were large and
significant, with the largest effect size for thmeadlest probabilistic amount and the
smallest effect size for the largest probabiliaficount (see Table 3 and Figure 3).
These results demonstrate relatively high CE inrtkarance loss condition,
consistent with the notion that people are pardidylrisk averse for insurance losses.
The CE analysis mirrors the analysis of peoplesk preferences: more risk-averse
precautionary decisions than gambling decisionshagioer precautionary CE than
gambling CE. These results provide evidence fareatgr propensity for
precautionary action with insurance risks than wddé inferred from responses to
equivalent monetary gambles - what we terpnaective effect

Probability-Weighting Function

Numerous studies investigating preferences for taopgrospects (e.g., Camerer
& Ho, 1994; Fox & Tversky, 1998; Gonzalez & Wu, 99 versky & Kahneman,
1992; Tversky & Fox, 1995) report evidence in fagboverweighting of small
probabilities and underweighting of moderate amgdarobabilities - resulting in an

inverse S-shaped probability-weighting functionwéweer, there is reason to believe
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that people’s risky decisions across differentssoftdecision are not consistent. For
instance, a person may prefer to bet on sportiegtswather than on the outcomes of
political elections, even when the chance of wignsheld constant (Heath &
Tversky, 1991).

Using a non-linear regression procedure, judgetighiities were modeled using
a variation (with no constant parameters) of Gagzahd Wu's (1999) two-
parameter probability-weighting function (1)

op°

opf +(1-pf

and a power utility function with one free parametethe form U (x) = x%.

W (p) = )

In the two parameter probability weighting functi@mepresents the decision
weight given to probabilityp, wheref3 representgrobability discriminability
(curvature of the function) arrepresentsattractivenesgelevation of the function).

Probability-weighting functions were fitted for dmparticipant in all four
experimental conditions, replicating the methodmead by Tversky and Kahneman
(1992). As indicated above, respondents’ CEs wdszried from their choices
between sure outcomes and probabilistic outcomds m@&sented at various levels of
probability. In the modeling procedure we expréssactual CEs as a function of
probability, amount, and the model parameters.r/Azrévious research (Tversky &
Kahneman, 1992), for the gamble gain, gamble lodsrasurance gain scenarios
small probabilities were overweighted and mediurediand large probabilities were
underweighted. This was confirmed by the modeltsregtions of the probability
weighting function (see Figures 1a, 1b, 1c). Howgfgg the insurance-loss scenario,
small, medium-sized and moderately large probadslivere overweighted and large

probabilities were slightly underweighted (see Fegid).



EXAGGERATED RISK 14

We fitted the functions for each participant anentlanalyzed the effect of the
independent variables on the model parametershenertor - in each case,
minimizing the summed squared error between a€&al and predicted CEs. Mean
values ED) of model parameters were < 1 for probability dremability ([3)

[gamble gain: 0.60 (0.24); gamble loss: 0.72 (Q.@®&urance gain: 0.63 (0.13)], < 1
for attractivenessdj [gamble gain: 0.49 (0.35); gamble loss: 0.79&R.#hsurance
gain: 0.63 (0.26)] and (almost) equal to 1 for uliéty function parametes [gamble
gain: 1.02 (0.06); gamble loss: 1.03 (0.13); insaeagain: 1.00 (0.03)]. By contrast,
for insurance losses mean valug®) for 3, d anda were 0.69 (0.23), 1.60 (0.64) and
1.00 (0.02) respectively and the model reprodubedélationship between actual
and weighted probabilities shown in Figure 1d.

A two-way ANOVA showed no significant effect of ka@nsurance, gamble), type
of the decision domain (loss, gain) and their eat&on on error, or the utility
function parameteu, or probability discriminability(3). However, there were
significant effects of taslE (1, 56) = 16.34, large effect sigk=.14,p < .001,
domain,F (1, 56) = 28.56, very large effect siZe= .25,p < .001, and an interaction
effect,F (1, 56) = 8.11, medium effect sige= .07,p < .01, on attractivenes8)(
Multiple-comparison tests with Bonferroni correctidemonstrated that in the
domain of loss the effect of task on attractiver(®ssvas significant, t (28) = 3.94,
large effect size = .60,p < .001, but in the domain of gain the effect agktavas not
significant,t (28) = 1.24p > .05. Furthermore, planned comparison tests with
Bonferroni correction showed that attractivené@gddr the insurance loss condition
was significantly different from that for each betother three conditions, al{56) =
7.06, large effect size= .59,p <.001. The finding of a greater value for

attractiveness in the insurance loss conditioncetgis that respondents overweighted
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small and medium probabilities to a greater exitetihiat condition and is consistent
with the notion that respondents show a proteaffect for precautionary decisions.

Our results demonstrate that the independent Wasdaask and domain did not
affect the error of the model in predicting CEflue utility function parameter, or
probability discriminability(3). Best fitting utility functions were approximayel
linear in each condition, witlh = 1. Thus the observed differences across conditions
in the probability-weighting function are not compated by any corresponding
changes in the utility function across conditions.

The results of Experiment 1 demonstrated a diffgpattern of over- and
underweighting of probabilities in the insuranced@ondition compared to the other
conditions. A protective effect - exaggerated plolitst weights for insurance-loss
decisions was observed. Existing normative andrg#se theories cannot account
for the phenomenon found in Experiment 1, which loamodeled as a function of
two psychologically autonomous properties of thebability-weighting function (cf.
Gonzalez & Wu, 1999) (the curvature) signifying probability discriminity and
0 - attractiveness (the elevation). This findinggegs a need for models which
differentiate between precautionary behavior amerotypes of decision-making
under risk and uncertainty.

Cumulative prospect theory predicts a fourfold grattof risk preferences (see
Table 4) across gain and loss scenarios: peoplerad@minantly risk seeking for
low probability gains and high probability losseglgpredominantly risk averse for
high probability gains and low probability lossekwever, protective decision-
making with described real-world prospects, asesgmted in Figure 1d, highly
overweights small, moderate and even large praliabiand underweights only the

most extreme high-probability options, in contri@sthe function we (and Tversky
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and Kahneman) observed for gambles and that i®nsgge for the fourfold pattern
of risk preferences. All of Tversky and Kahnemgi1'892) participants (25), were
predominantly risk averse for gains and risk segkom losses (see Table 4); we
replicated this observation in respondents contatimgg monetary gambles (see
Tables 1 and 2). In contrast our insurance respaagdalthough predominantly risk
averse for gains (see Table 1), were also predartiynask averse for losses (see
Table 2).

As we noted earlier, prominent decision theoriakhough differing in their
approach - assume that all decisions can be regsgsas gambles with monetary
amounts representing the outcomes. The presemd@snduggests that, counter to this
assumption, decision-making with risky prospecisfisienced by the nature of the
issue being decided and is not independent of¢besidn-task.

Experiment 2

The protective effect (exaggerated probability wésy found in Experiment 1, if
confirmed, creates difficulties for current destitip theories of decision-
making. This is why it is important to demonstrite stability of the risk preferences
found in Experiment 1. Accordingly, in Experimeniv2 sought to replicate the
effect with the same participants, but leaving timallow their memory of the
specific trials of the experiment to decay (in Expent 3 we again sought to
replicate the effect using a different sample spandents).

In Experiment 2 the stability over time of the @ciive effect (exaggerated
probability weights) found in Experiment 1 was assel. This experiment further
explored people’s precautionary preferences andigmeficance of the probability
function’s overweighting for protective loss, faNng Tversky and Kahneman

(1992) and Tversky and Fox’s (1995) theoreticaikeavork.
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Method

Ninety days after Experiment 1, the same 15 paditis who were in the
insurance loss condition in Experiment 1 took pgdin in the same experimental
condition for a payment of £5. Materials and apperavere the same as in
Experiment 1.

Results and Discussion.

We fitted the two parameter-probability weightinopé€tion for each participant as
in the previous experiment. Mean valug®l were 0.67 (0.23) for probability
discriminability (8), 1.43 (0.77) for attractivenesy) @nd 1.00 (0.03) for the utility
function parametex. The model produced the relationship between hath
weighted probabilities shown in Figure 1e; as casden, the shape of the function is
very similar to that observed for insurance lossdsxperiment 1 (cf. Figure 1d). In
terms of the two-parameter model, decision-makiag wonsistent within
participants from Experiment 1 to Experiment 2 hwittra-class correlatioh$/CC)
of .71 forB, F (14, 14) = 3.56p = .001, and .87 fod, F (14, 14) = 14.31p < .001.

The pattern of risk-seeking preferences (propostioitotal GD) = .00 (.00), .11
(0.21) and .46 (0.29), for p = .01, .01 <pl and p> .5 respectively) was very
similar to that in the insurance loss conditiorEkperiment 1 (see Figure 2). This
pattern was identical for the probability of .0Jdaronsistent for probabilities .01 < p
<.10,ICC = .47,F (14, 14) = 2.77p < .05, and for probabilities .50,ICC = .91,F
(14, 14) = 20.26p < .001. In conclusion, the stability of the prdiee effect
identified in Experiment 1 was confirmed in Expegimt 2.

Experiment 3
The protective effect found in Experiment 1 protedbe stable over time

(Experiment 2). Experiment 3 investigated the galwability of this effect under
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different circumstances: (a) a different type aftpctive (insurance) scenario (home
insurance), (b) a different monetary amount forgtiee outcome and accordingly (c)
a different set of monetary amounts for the prolstln outcome were used,
furthermore (d) participants took part in only aession.

Method

Participants.

One hundred and twenty-eight students (99 fem&len&e) from the University
of Teesside participated individually as part @itltourse requirement, their mean
age was 223D = 6.49).

Stimuli and Equipment.

An interactive computer program for binary decisioaking was employed. Four
types of binary decision-making situation (scenamach corresponding with one of
four experimental conditions, were included: gangde (monetary gamble with a
sure gain versus a gain with a given probabilityF 33), gamble loss (monetary
gamble with a sure loss versus a loss with a gorebability) f = 34), insurance
gain (a sure rebate on an insurance premium vearseisate with a given probability)
(n=30) and insurance loss (insurance against byrgkrsus loss of belongings as a
result of burglary with a given probability) € 31).

Participants were required to indicate a preferdrateveen a probabilistic outcome
and a sure outcome in a series of 231 trials. Usingethod similar to that used by
Tversky and Kahneman (1992) the trials were crelayecbmbining 1 monetary
amount for the probabilistic outcome (£600) witlcleaf 11 probabilities (.01, .05,
.10, .25, .40, .50, .60, .75, .90, .95, .99), amcheof these combinations was
presented with one of 21 monetary amounts represgtite sure outcomes (linearly

spaced between £1 and £600), producktl¥21 = 231. The 231 decisions were
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presented in random order. The CE of a prospecest@sated as the midpoint
between the lowest accepted value and the higeested value.

Design and Procedure.

A 2x2 between-subjects design was used, with indepéndeables task (gamble,
insurance) and domain (gain, loss). At the stathefsession, task instructions and
then an example scenario with illustrative choiwwese presented. On each trial,
participants were asked to consider a presentethsoeand choose one of two
options, for example:

Insurance Loss Scenario:

A. A 10% chance of losing your belongings whichameth £600

or
B. Buying insurance at a cost of £90 to insureragahe loss of your belongings.

Participants completed a series of 231 trials ofty decisions with one of the
four types of scenario.

Results and Discussion

Risk Preference

In both loss scenarios, rates of risk-seeking @wmiocreased as the probability of
the risky prospect increased (see Table 5 and E&igyrbut with more risk seeking in
the gamble-loss scenario - ranging from 35% to 928&n in the insurance-loss
scenario - ranging from 10% to 46%, confirming plagtern of risk preferences found
in Experiments 1 and 2. A two-way ANOVA investigggithe effects of domain
(gain, loss) and probability of risky prospect @skmpreferences confirmed this result
for the loss scenarios, with significant effectpofbability (= .01< .1 and> .5),F
(2, 126) = 39.30p < .001, large effect size%(= .20), and task (gamble, insurande),

(1, 63) = 39.96p <.001, large effect size= .17), but the interaction effect of
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probability and task was not significaft(2, 126) = 1.80p > .05. In the gain
scenarios risk seeking decreased with probabditg, gamble and insurance
scenarios did not seem to differ (see Figure 5furfer two-way ANOVA
investigating the effects of domain (gain, loss) arobability of risky prospect on
risk preferences for the gain scenarios showedrafmiant effect of probability (=
.01,<.1ancz.5),F (2, 122) = 189.66 < .001, very large effect size?(= .58), but
the effect of task (gamble, insuran€e(l, 61) = 2.01p = .16 and the interaction
effect of probability and task < 1, were not significant.

Certainty Equivalent

The average CE estimation was based on 21 sureres; each presented
together with 11 probabilistic outcomes. As in BExpent 1, the average CE was
higher for the insurance loss scenario (abovetfds) for the other scenarios (below
0.4) (See Figure 6). AX2 analysis of variance (ANOVA) with independentightes
task (insurance, gamble) and domain (loss, gaiowet that the main effects of
domain,F (1, 124) = 68.28, very large effect siZe= .29,p < .001, and of taslE (1,
124) = 26.95, large effect sizé=.11,p < .001, as well as the interaction effée(1,
124) = 15.76, medium effect size= .06,p < .001, were significant (see also Figure
6). Simple effect tests with Bonferroni correctsimowed that the effect of domain
was significant both in the gamble task65) = 3.07, medium effect size= .36,p <
.01, and in the insurance tasgs9) = 8.59, very large effect size= .75,p < .001.
The difference between the effect sizes was siamfias wellz = 3.26,p < .001.
Further simple effect tests with Bonferroni corr@stshowed that the effect of task
was significant in the domain of losses, t (63). %76 large effect size= .65,p <
.001, but not in the domain of gainss 1, r = .11. The difference between the effect

sizes was significang = 3.69,p < .001. These results demonstrate higher CE
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judgments for the prospects within the insuranse mndition, in agreement with the
results of risk preferences found in Experimengsnd 2.

Probability-Weighting Function

Judged probabilities in the insurance loss scenegi®@ modeled as in Experiment
1. The results from Experiment 3 confirmed our bésiding that with precautionary
decisions people exaggerate risk. There were diffags in the shape of the
probability-weighting function in the different tas(gambles and precautionary
decisions); specifically probability weights wepeaggerated in precautionary
decisions in the domain of loss (Figure 4).

We fitted the function for all participants (segies 4a, 4b, 4c), minimizing the
summed squared error between actual CEs and prddicEs of all participants, and
values of model parameters were < 1 for probakdlisgriminability () (gamble
gain: 0.48; gamble loss: 0.67; insurance gain:)0$8. for attractivenes®) (gamble
gain: 0.37; gamble loss: 0.98; insurance gain: )0 &td (almost) equal to 1 for the
utility function parametea (gamble gain: 0.98; gamble loss: 0.95; insurarae: g
0.98).In the insurance-loss scenario, small, medium-saa@moderately large
probabilities were overweighted and large probaédiwere slightly underweighted
and values foB, d anda were 0.55, 1.86 and 0.99 respectively.

One possible reason for the difference between tand precautionary
decisions in the domain of loss is that, for préiceary decisions, experienced real-
world risk frequencies are likely to influence de#on-making about described
recognizable prospects. We hypothesize that thieatility-weighting function is
affected by the accessibility of real-world eveniisstances of some described real-
world precautionary prospects may be more accessildur memory than any (less

likely) corresponding traces that may exist for it@any gambles.
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As in previous research, participants in the ganglhli@ and insurance-gain
conditions, overweighted very small probabilitiesl ainderweighted medium-sized
and large probabilitiegsee Figures 4a, 4c). Similarly in the gamble-lomsdition
small to medium-sized probabilities were overwesghéind the remaining
probabilities underweighted. However, in the insgealoss condition, small to
medium-sized probabilities were massively overwgdhmedium-sized to high
probabilities somewhat overweighted and only veghIprobabilities underweighted
(see Figures 4b and 4d). The results of ExperirBeadnfirmed the distinctiveness of
people’s precautionary decisions, in particulaifieent pattern of over- and
underweighting of probabilities compared to the gntondition. Participants
exaggerated (overweighted) the described proteasieand demonstrated a lack of
risk-seeking preferences in protective decisionimgkompared to the monetary
(gamble) condition, where risk-seeking preferergreslominated (see Table 5).

Experiment 4

As discussed earlier, prior research has reponteased attractiveness of risk-
averse options when presented in the context afamge decisions (Hershey &
Schoemaker, 1980; Schoemaker & Kunreuther, 19ti&Sét al., 1977). When
evaluating risks for insurance people do not uguade statistical evidence about the
probability of risky events. Instead people may nmmly rely on inferences based
on what they remember hearing or observing abgatrécular risk (Hertwig, Pachur
& Kurzenhauser, 2005; Slovic, Fischhoff & Lichtegist 1979; Tversky &
Kahneman, 1973). According to the accessibilityneavork (Kahneman, 2003;
Koriat, 1993, 1995; Tulving & Pearlstone, 1966)opke’s judgments are based on
the amount and intensity of the information acceéssehe course of a particular task.

Many instances of insurable events are encounterederyday life more frequently
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than others not only from personal experience laatda TV, newspapers,
advertisements and conversations. Reliance onsugaices may have some validity
(cf. Hertwig, Pachur & Kurzenh&user, 2005) but nreduce erroneous feelings that
some sorts of risk are more frequent than othegs, (eichtenstein, Slovic, Fischhoff,
Layman & Combs, 1978). For instance, thmiliarity biasreported by Fox and
Levav (2000) showed that peoptgpically judged more familiar events to be more
probable than less familiar events, more often thagy judged theomplemenof the
same less familiar event to be more probable thawdmplement of the more
familiar events. Thus when MBA students were agkgddge the comparative future
performance of two investment funds, the proportidro judged that a familiar fund
was more likely than an unfamiliar fund to perforrall was greater than the
proportion who judged that the unfamiliar fund vmagre likely than the familiar fund
to perform poorly. Such results are assumed torqeauly because it is easier to
recruit evidence supporting familiar events thafaamliar events. Accordingly we
hypothesized that more accessible events (e.d;fhegiluency events) would be
viewed with an increased perceived likelihood, wlasrless accessible events (e.g.,
low-frequency events and monetary gambles) woutdao

In their studies, Koriat (1995) and Koriat and Levgdot (2001) rated the
accessibility of questions as high or low on thsidaf the percentage of participants
who provided an answer to each question regardflesbether the answers were
correct or incorrect. We adapted this method fergresent study where participants
were first asked to recall any instances of theneefevents and then rate their
frequency (high- or low-frequency risks). We detirtbe accessibility of events in
memory in terms of these subjective ratings ofrtireguency (high- or low-

frequency risks). We then investigated whetheiirtlaence of accessibility would
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be strong enough to have a measurable impact amsityedecisions that respondents
made in the decision-making phase of the experindadordingly, Experiment 4
examined the hypothesis that accessibility (meashyeated frequency) affects
choice and risk preferences for risky decisionsre/ee explicitly supplied - and
independently varied - the precise probabilityhsdf tisk. In particular, we predicted
greater risk-averse behavior for more accessibksriwe also hypothesized that the
certainty equivalents inferable from people’s imswe decisions would reflect an
apparent exaggeration of the supplied probabitityjddged high-frequency risks
compared to low-frequency risks. Given our arguntieat monetary gambles provide
few accessible features, risk aversion for monegambles should be less than, or, at
most, at the same level as for the judged low-feegy risks.

In order to meet a possible criticism of the eadieperiments that they involved
respondents repeatedly evaluating the same rigkyasio (albeit with varying
probabilities and amounts of loss), Experimentespnts a wide range of different
risky scenarios to each respondent. All decisieqsiired respondents to consider the
risk of loss.

Method

Development of Materials.

A norming procedure was designed to produce twodatisk and to allow the
selection of high- and low-frequency risks to bedusr Experiment 4. Eighty-four
City University undergraduate and postgraduateestted(52 female, 32 male) were
recruited for a brief norming procedure. The pgyaats were paid £3 and took part
individually. Mean age was 19.13[D=2.26). On the basis of our intuitive
judgments, 24 risks with similar actuarial low pabdity were presented - 12

presumed to be perceived as low- and 12 presumieel perceived as high-frequency
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risks were included. Respondents rated each rigbrding to its frequency
(participants were asked to refer to any instantesch risk that came to mind from
any source of information) on a 10-point Likertlsganging frormot frequento

very frequentin order to help respondents to focus on frequamdependent of
riskiness, respondents also rated the riskinetsese risks on a 10-point Likert scale
from not riskyto very risky Participants were encouraged to use the fullearighe
scale (see Appendix).

At the start of the procedure, task instructiond #ren all 24 risks were presented
before any of the ratings were elicited. Partictpdinst had to judge the frequency of
each of the presented risks and then - in a sepseaies - their riskiness.

Our intuitions were broadly confirmed; those itemesselected as high frequency
were rated significantly higher than those seletbe@present low frequency. As
expected, the estimated frequency of the avera@s rated as high frequency (mean
= 6.09, Chs(mean) = [5.83; 6.355D = 1.19) was higher than that of the average
risks rated as low frequency (mean = 4.27gs(Dhean) = [4.03; 4.505D= 1.08),

t (83) = 14.16p <.001,r = .84, with high-frequency risks estimated 43%hleigthan
low-frequency risks. The estimated frequency dgisorrelated with the perceived
riskiness of risks; = .64,p <. 001. The nine risks with the highest estimated
frequency and the nine risks with the lowest edahdrequency were selected for
inclusion in Experiment 4 (see Appendix). Acrosspandents, the mean judged
frequency of the high-frequency risks was alwaysatgr than 5, whereas the mean

judged frequency of the low-frequency risks wasagisvless than 5.
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Participants.

Ninety City University undergraduate and postgraestudents (36 male and 54
female) were recruited for a decision-making experit. They were paid £5 and
took part individually. Mean age was 19.50(= 2.26).

Stimuli and Equipment.

As before, a computer-based experiment for binagysibn-making was
employed. On the basis of the results from the mgmrocedure, we constructed
three types of binary decision-making situatiore(erio), each corresponding with
one of three experimental conditions: high-frequenmsk (insurance against risks
with a given probability that received a high estiad frequency in the norming
procedure), low-frequency risk (insurance agaiisgsrwith a given probability that
received a low estimated frequency) and monetanybdmrisk (monetary gamble
with a sure loss versus a loss with a given prdibgbiThirty participants were
assigned to each experimental condition.

Participants in each condition were required toosledbetween a probabilistic
outcome and a sure outcome in a series of 162:tnaleach trial the fixed monetary
amount for the probabilistic outcome (£680) wasqzhivith one of 9 probabilities
(.01, .05, .10, .25, .50, .75, .90, .95, .99) witle of the risks (judged as either high or
low frequency in the norming procedure) or a moryegamble and each of these
combinations was presented with one of 18 amowntthé sure outcomes (linearly
spaced between £1 and £680), produck@x18 = 162 trials. The probability levels
were presented in random order. As before, the {GEpoospect was estimated as the

midpoint between the lowest accepted value andiititeest rejected value.
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Design and Procedure.

A 3 task (monetary-gamble risk, high-frequency masge risk, low-frequency
insurance riskx 9 probability levels (.01, .05, .10, .25, .50,,.2®, .95, .99) design
was used. Task was a between-groups factor analpitityp was a within-groups
factor. All nine probabilities were used in eaclild three task conditions. However,
in order to maximize any effect of accessibilityrtsk aversion, in the high-
frequency insurance risk condition we attachechigbest-probability levels to those
risks judged as more frequent in the norming pracednd, for the low-frequency
insurance risk condition, we attached the highesbability levels to those risks
judged as less frequent in the norming procedwe Appendix).

At the start of the computer-controlled experimeséssion, task instructions and
then an example scenario with illustrative choiwwese presented. On each trial,
participants were asked to consider a presentethsoeand choose one of two
prospects, for example:

A. A 10% chance of theft of your laptop computenrthcE680

or
B. Buying insurance at a cost of £40 to insure raggathe theft of your laptop
computer.

Participants completed a series of 162 trials eamtsisting of binary decisions
with one of the three types of scenario.

Results and Discussion

Risk Preference

A plausible account for the difference between ntanyegambles and
precautionary decisions observed in our earlieegrpents is that precautionary

decisions invite respondents to refer to their eepee and knowledge of the events
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referred to while gambles do not. The results féxperiment 4 are consistent with
this interpretation and moreover confirm our hygsik regarding the differential
accessibility of familiar and unfamiliar (judgedyhi and judged low-frequency) risks
- risk aversion is greatest for the high-frequedegisions (59% overall), smaller for
the low-frequency decisions (40% overall) and |éaisthe monetary gambles (32%
overall, see Table 6).

As in Experiments 1, 2 and 3, participants’ choicethe monetary-gamble risk
and low-frequency risk conditions revealed a prel@oance of risk-averse behavior
for prospects with small probabilities (see Tabla®d risk-seeking preferences for
prospects with medium and large probabilities. Bieais in the high-frequency
condition were more risk averse for small and medarobabilities and, unlike the
low frequency and monetary gamble conditions, veen predominantly risk averse
for probabilities as high as 50% (see Table 6allithree conditions, rates of risk-
seeking choices increased with probability of ripkgspects, but with even more risk
seeking in the monetary-gamble and low-frequensisrscenarios than in the high-
frequency risks scenarios, confirming the pattémss preferences found in
Experiments 1 and 3. A 3 (high-frequency risk; lreguency risk; monetary
gamble)x 9 (probability level) ANOVA confirmed these resilthe main effects of
risk scenarioF (8, 696) = 44.40p < .001,¢? = .27, and probability level,

F (2, 87) = 20.62p < .001,¢* = .06, were significant. The interaction effectswent
significant,F < 1. Multiple comparison tests with Bonferroni i@ation confirmed
that risk-seeking preferences were significantlydofor high-frequency risks than
for low-frequency risks and monetary-gamble ridbstiip < .001), but there was no
significant difference between low-frequency- anohetary gamble riskp@ .05).

Certainty Equivalent
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As in Experiment 3 we analyzed the average leveboficipants’ CE in order to
investigate the need for theory to differentiatetective decision-making from other
types of decision-making. For each respondentvikeage CE estimation was based
on 18 sure outcomes, each presented together yprtbb@bilistic outcomes.
Consistent with the results for risk-preferencesk scenario had an effect on CE;
participants’ CE for high-frequency risks were ragloverall 0.46) than these for
low-frequency risks (overall 0.39) and monetary gbes (overall 0.40), indicating a
greater propensity for precautionary decisionshigh-frequency risks.
Unsurprisingly, CE increased with probability fdktaree types of risk (see Table 7).
A 3 (high-frequency risk; low-frequency risk; moagt gamble)X 9 (probability
level) ANOVA confirmed the significant main effea$risk scenario,

F (8, 696) = 267.0Q) < .001,¢ = .68, and probability leveF (2, 87) = 4.64p < .05,
¢? = .01, but the interaction effect was not sigmifit ¢ < 1). Multiple comparison
tests with Bonferroni corrections confirmed that @&s significantly higher for high-
frequency risks than for low-frequency risks<.05) and the difference between
high-frequency risks and monetary-gamble risks elase to significance

(.05 <.p<.10), but there was no significant differencenA®szn low-frequency- and
monetary gamble riskg ¢ .05).

Although there is no scope for any generic thednysty choice to anticipate any
difference between the responses given to low-agit-frequency risks where the
supplied probabilities are matched, we do obsediference: high-risk events
evoke choices with higher CE than low-risk evemtse most plausible basis for this
discrepancy is the encoded frequency of these swemnéspondents’ memory.

Inspection of Table 7 also indicates that the d#ifee between the certainty

equivalents for the low- and high-frequency rigksreases as the probability of the
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risky prospect increases. Recall that, in the ehtask for the high-frequency
insurance risk condition, we attached the highesbgbility levels to those risks
judged as more frequent in the norming proceduesever, for the low-frequency
insurance risk condition, we attached the highesbgbility levels to those risks
judged as less frequent in the norming proceduceoAlingly, the increasing
difference between the CEs for high- and low-fretpyeevents can be attributed to
the influence of the accessibility of memory repréations for these events - also
responsible for the increasing difference in thagpd frequency of those events.
Consistent with this interpretation, the correlatietween the difference in judged
frequency for high- and low-frequency events areldbrresponding difference in CE
Is positive and significant & .88,p = .002).

Probability-Weighting Function

We attempted to obtain fits of the probability-wkigg function for individual
participants but, presumably due to noise in respsnwere unable to obtain good
fits. To reduce noise we attempted to fit the pholdg weighting function for triples
of participants; respondent triples were formecdetdasn the similarity of participants’
CEs. Ten triples were created for each of the thoeelitions. We fitted the functions
for each triple and then analyzed the effect ofitldependent variables on the model
parameters - in each case, minimizing the summedred error between actual CEs
and predicted CEs. As in the previous experiméhésmodel parameters are
estimated based on actual CEs, probabilities antetaoy amounts of the certain
options. We fitted the probability-weighting furai successfully for eight of the ten
triples in each of the high- and low-frequency dtods (the other four triples

showed an inconsistent pattern of CE across prbtydevels, i.e. CE was not a
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strictly increasing monotonic function of probatyilievel) and for all participants in
the monetary gamble condition.

For monetary gambles and low-frequency insurarste the mean valueSD) of
attractivenessdj were < 1: for monetary gambl&s0.77 (0.39) and for low-
frequency insurance risk=0.71 (0.68). By contrast, for the high-frequentgurance
risks condition mean valueSD) for d was 1.47 (0.70). The finding of a greater value
for attractiveness in the high-frequency insuracaadition indicates that respondents
overweighted probabilities to a greater extenhat tondition and is consistent with
the notion that respondents show a protective eftedi.e. exaggerate risk for)
decisions about more accessible risks.

ANOVA conformed that the effect of task on attraetiess §) was significantF
(2, 23) = 4.11, very large effect sige= .23,p < .05. Planned comparison tests with
Bonferroni corrections showed that attractivendgsaf the insurance loss condition
with high-frequency risk was significantly largéan that for each of the other two
conditions:t (23) = 2.46, large effect size= .46,p <.05 for gamble loss, and23) =
2.54, large effect size= .47,p <.05 for insurance with low-frequency risk. The
model therefore exhibits a similar relationshipwesn actual and weighted
probabilities - exaggerated risk - to that showixperiments 1, 2 and 3.

Parameter values for the other variables (proliglgiscriminability 3] and utility
[a]) were more similar across tasks: for high-frequyensks3=0.80 (0.29)x=0.98
(0.03); for low-frequency insurance riBk0.59 (0.36)p=1.06 (0.16); and for
monetary gamble=0.67 (0.26)p=0.99 (0.03). As in the previous experiments, the
independent variabldaskanddomaindid not affect the utility function parameter

(o), or probability discriminability{3); ANOVA showed no significant effect of task,
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on the utility function parametes; F (2, 23) = 3.14p > .05, or probability
discriminability (B), F (2, 23) = 1.04p > .05.

Together, the results from Experiment 4 suggestghdicipants’ risky choices are
influenced by the accessibility of events in memewvgn when these events are
explicitly presented with probability informatiométhe values of the possible
outcomes. As with Experiments 1, 2 and 3, our tesiémonstrate the specificity of
people’s precautionary decisions: contemplatinfeceht referents of the risky choice
“p chance ok, otherwisey” leads to different preferences, which, given ehserved
pattern, we attribute to respondents’ familiarityhathe particular events being
considered.

The similar CE and pattern of risk aversion for {mequency risks and monetary
gambles and their differentiation from the highgiuency risks corroborate our view
that the differences observed between monetary lggnaind insurance risks in the
earlier experiments were caused by differencelaratcessibility of these prospects.

Experiment 5

The memory-based account presented in this papemas that the frequency of
encounters with risky events in everyday life afégmarticipants’ preferences in
characteristic ways not anticipated by most theonbkich assume that all risky
choices are equivalent to monetary gambles. Owwetamplies that, when making
risky decisions, human preferences are affectetdkloision content - specifically the
accessibility of events in memory - even after oate values and probabilities are
known. We hypothesize that decisions about evetésiras high-frequency differ
from decisions about events rated as low-frequancymonetary gambles because

the first cues accessible features in memory vihddatter two do not.
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Experiment 5 was designed to explore this issubdutby investigating whether
risky choices for the same events would vary syateally across respondents who
had different perceptions of the frequency of theaents. Studies have established
that people in different countries have differeigins as to the riskiness of various
events (e.g., Teigen, Brun & Slovic, 1988). We artwinvestigate if accessibility
(measured by judged frequency) has a measurabkectrop participants’ risky
preferences when we compare the risky choices tmadlK participants and
participants recruited in Japan who we expectfferdsomewhat in their perceived
frequency of some of the risky events. In partigulge predict an association
between differences in accessibility and resuldifgrences in the patterns of risky
preferences across the two participant populations.

Method

Materials and apparatus were the same as in Exgetifnthough all stimuli and
instructions were translated into Japan&sesed on the norming procedure in
Experiment 4, respondents were asked to rate éschacording to its frequency
(participants were asked to refer to any instantesch risk that came to mind from
any source of information) on a 10-point Likertlsganging frormot frequento
very frequentParticipants first judged the frequency of eatcthe presented risks
and then they were randomly assigned to one dhttee experimental risky choice
conditions. For the risky choices, monetary amowsase in Japanese yen (¥) and
equivalent in value to those used in Experiment 4.

Participants

Seventy-five University of Tokyo undergraduate aodtgraduate students (49
male and 26 female) were recruited for a decisi@hking experiment. They were

paid ¥700 and took part individually. Mean age #@$7 6D= 3.11).
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Results and Discussion

As we expected, the Japanese respondents judgé&eédiency of the risky events
somewhat differently to how the UK respondentssxperiment 4) judged the same
events - in some cases the differences were quitked (see Appendix). As we
predicted, across events, the differences betwaggemése and UK (Experiment 4)
respondents’ mean judged frequency for each ofiskg events corresponds to
differences in their willingness to buy insuranoethose events as measured by the
CE measures used previously=(.62,p = .006). A noteworthy aspect of this finding
is that, unlike Experiment 4 which compared reaito different high and low-
frequency risks, it shows a difference in willingseo take risks for the same events
as a function of differences in their perceivedaténtial frequency. Consequently,
the observed difference here cannot be attribweshy qualitative differences
between the types of events.

As with the UK respondents in Experiment 4, foralsgse respondents the
correlation (across nine levels of probability)vee¢n the difference in judged
frequency for high- and low-frequency events areldbrresponding difference in CE
is positive and significant & .78,p < .05). This result replicates the finding that th
frequency of events affects risky choices and &rrupports our claim that the
accessibility of memory representations of eveffexts risky choices for these
events.

Risk Preference

For both low-frequency insurance risks and monegarpbles more risk-seeking
preferences were evident than for high-frequensynance risks across most of the
range of probabilities (see Table 8). The judgedudency of the four risks rated as

highly frequent (above the midpoint of the scalgpbth UK and Japanese
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participants in Experiments 4 and 5 (high-highs)sknd their four counterparts rated
as low frequency (below the midpoint of the scalepoth UK and Japanese
participants (low-low risk) were analyzed for Jagsa participants. A 3 (task: low-
frequency insurance task, high-frequency insuréasie and monetary gambbey}
(probability level: .05, .25, .50, and .99) ANOVAmved that the main effects of
task,F (2, 72) = 13.94p < .001,¢% = .07, and probability leveF (3, 216) = 58.01,

p < .001,¢? = .33, on risk preference were significant. Theraction effect was not
significant,F (3, 216) = 1.06p >.05. Multiple comparison tests with Bonferroni
corrections confirmed that risk-seeking prefereneere significantly lower for high-
frequency risks than for low-frequency risks.001) and monetary-gamble risks
(p <.001), but there was no significant differeneénween low-frequency- and
monetary gamble riskg & .05).

The effects of both judged risk frequency and sigpigbrobability on risky
preferences (& risk-seeking, E risk-averse) in the insurance conditions were
investigated over all presented risky events ahprabability levels using
hierarchical logistic regression analysis. Indegegndariables were judged event
frequency (per participant) and supplied probab{l®1, .05, .10, .25, .50, .75, .90,
.95, and .99), while controlling for the effectprticipant (using criterion scaling,
Pedhazur, 1997). The effects of judged frequegtyl) = 31.88, odds ratio = 3.58,

p <.001, and probabilityx? (1) = 23.11, odds ratio = 0.00p.< .001, and the
interaction effecty® (1) = 3.84, odds ratio = 0.5®,= .05, were all statistically
significant. The effects of judged frequency anobability confirm that both factors
affect risky choice. Inspection of the interactgirowed that judged frequency had a
greater influence on decisions with lower probébksi resulting in more risk aversion

than for higher probabilities though this may be tlua ceiling effect; for high
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probabilities participants were risk seeking clts&00% of the time. Further testing
showed that the effect of judged frequency wasifsogmt for both probabilities
below the median value (.57 (1) = 23.45, odds ratio = 3.1p,< .001, and for
probabilities above the median valyé(1) = 30.42, odds ratio = 2.15,< .001.

Certainty Equivalent

The judged frequency of the four risks rated asllyifrequent in both
Experiments 4 and 5 (high-high risks) and theirmterparts (low-low risks) were
analyzed. Analysis of the high-frequency insuramsles showed a higher CE than
monetary gambles and low-frequency risksoss the range of probabilities (see
Table 9). A 3 (task: low-frequency insurance risigh-frequency insurance risk, and
monetary gamble} 4 (probability level: .05, .25, .50, and .99) AN@¥onfirmed
the main effects of task, (2, 72) = 21.98p < .001,e* = .03, and probability level,
F (3, 216) = 493.3( < .001,¢? = .80, were significant. The interaction effectswa
not significantF (3, 216) = 1.30p > .05. Multiple comparison tests with Bonferroni
correction confirmed that CE was significantly heglior high-frequency risks than
for low-frequency risks and monetary-gamble ridkastiip < .001), but there was no
significant difference between low-frequency- anohetary gamble riskp¢ .05).

The effects of both judged risk frequency and sepigbrobability on CE was
investigated over all presented risks in the insceaconditions and all probability
levels using hierarchical multiple regression asislyindependent variables were
judged risk frequency and probability (.01, .0%),.25, .50, .75, .09, .95, and .99),
while controlling for the effect of participant {ag criterion scaling - Pedhazur,
1997). The effects of judged frequent{896)= 16.32,sr* = .06,p < .001, and
probability,t (396) = 60.63,sr* = .86,p < .001, and the interaction effect (judged

frequency by probability), (396)= 3.34,sr” < .01,p < .001, were significant.
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Inspection of the interaction showed that, as w#hk preferences, judged frequency
had a greater influence on decisions with highebabilities resulting in even higher
CEs than for lower probabilities. Further testihgwed that the effect of judged
frequency was significant for both probabilitieddye the median value (.50),

t (197)= 6.31,s” = .20,p < .001, and for probabilities above the median value,
t(197)= 10.10,sr* = .35,p < .001.

The effect of judged frequency from the norminggedure on CE and pattern of
risk aversion are consistent with our view thatdieerences observed between
monetary gambles and insurance risks in the eakperiments were caused by
differences in the accessibility of these prospects

In summary, the results from Experiment 5 corrot®oaur earlier findings that
decisions about subjectively more frequent evergsidgferent from those observed
for equivalent choices between monetary gamblegudged low-frequency events.
Japanese patrticipants’ risky judgments and corredipg preferences were different
from those observed in the UK sample, but nonesiseleaintained the same
relationship to each other and thereby confirmedhgpothesis regarding the impact
of differential accessibility of risks on choice.

General Discussion

Our research demonstrates that risky decisionsaseyfunction of the events
being considered even after all required probasliand outcome values have been
specified. In five experiments we found and conédhaprotectiveeffect -
exemplified by exaggerated probability weights gneater risk aversion for
precautionary decisions about more accessible frégluency) events compared to
less accessible (low frequency) events and mongtanples. These findings

establish that, contrary to the assumptions of atisa theory and numerous
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descriptive theories of decision making under asll uncertainty (e.g., Birnbaum,
2008; Brandstatter, Gigerenzer & Hertwig, 2006; Kexinan & Tversky, 1979;
Tversky & Kahneman, 1992; von Neumann & Morgenst&847), people’s risk
preferences and decisions under risk and uncertarehot independent of problem
content after all probabilities and outcome valaesdefined.

From the point of view of those theorists who assdinat all risky decisions can
be represented as monetary gambles the resultsecarwed as a demonstration of
the failure ofdescriptive invariance one of the axioms of expected utility theory
(Kahneman & Tversky, 1984). The descriptive invac@axiom states that
equivalent formulations of a choice problem shayilek rise to the same preference
order. However we found that varying referent eseavith the same decision-making
prospects leads to different preference patterns.

Our result implies that the assumption that alisiens under risk or uncertainty
can be effectively represented by monetary gamlaesiires some revision.
Precautionary decisions can still, in a generassebe viewed as gambles - but with
the critical proviso that decision makers makeeaddht decisions when contemplating
precautions than when contemplating gambles wehtidal values.

The finding that people’s risk preferences canmoatcurately specified from
studies of their reactions to monetary gamble®sai®oth practical and theoretical
questions. To the extent that there is no genesgdlyle set of risk attitudes then
reliable predictions of risky decision making wilbt be possible across different
decision-making domains. The experiments reporézd found discrepancies
between the risk attitudes for gambles and thosddoisions regarding insurance
against hazards - perhaps the most obvious prhappé#ication of risky decision-

making.
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We found that the probability-weighting functionhéts properties for
precautionary decisions different to those obsefgegutatively identical choices
between gambles. People’s protective willingr(gseater risk aversion for
precautionary decisions under risk) is indicatednzyeases in the probability-
weighting estimates for low, moderate and high philities of hazardous events.
Overweighting of probability for precautionary daons for moderate and high
probabilities is a finding not anticipated by presptheory or cumulative prospect
theory - the most prominent descriptive theorigsifecisions under risk.

Our findings of exaggerated risk for small probiiles are also not anticipated by
proponents of so-calleekperience based decision makwmigo have argued that
people underweight rather than overweight smalbabilities when making
decisions based on their experience of risky evetiter than summary descriptions
of their likelihoods (Hertwig, Weber, Erev, & Barro2004). In particular,
experienced-based decision-making research firadgptople’s decisions about
sequentially experienced events underweight lovbgindity events (cf. Fox &
Hadar, 2006; Jessup, Bishara & Busemeyer, 2008 eNl&\Rakow, 2007;
Ungemach, Chater & Stewart, 2009). Of course, apeements were not
specifically designed to investigate decisions dameexperienced small probability
events (we always supplied descriptions of liketith@f events). Nonetheless, when
decisions involved real-world events that coul@teko and draw on our participants’
experience, overweighting of probability (or riskeasion for negative events) was
observed for small probabilities - even for thogergs participants rated as low
frequency experiences (Experiments 4 & 5).

The pattern of people’s risk preferences found engconsistent with those of

previous descriptive studies. Early studies oftytdommonly assumed that people’s
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risk preferences are predominantly risk-averset{Pr864). However, risk seeking is
also predictable under certain conditions. Accaydmthe well known fourfold
pattern of risk attitudes established with gamllaersky & Kahneman, 1992;
Tversky & Fox, 1995people show risk aversion for gains and risk segfonlosses
at high probability, and risk seeking for gains ais#t aversion for losses at low
probability. A similar prediction is made by Braté@lser et al. (2006) with their
proposedoriority heuristic- which produces a pattern of risk-averse andsesking
preferences based on rules (priority, stoppingdauilsion rules) consistent with the
fourfold pattern found by Tversky and Kahneman @)99%ee also Stewatrt et al.
(2006).

By contrast, we demonstrate that people’s riskgoegfces can be risk averse for
precautionary decisions about high-frequency eviemtalmost the whole range of
probability, and yet with monetary gambles in tloencin of loss and for
precautionary decisions involving low-frequency meegpeople are predominantly
risk seeking. We find that, in precautionary demsmaking, more accessible events
in memory have a greater influence on decisions kbss accessible events (e.g.,
monetary gambles and less familiar real-world es)eiiixperiments 4 and 5 produced
evidence that the accessibility of hazardous evafifiest people’s decisions: instances
of some protectable risks are judged to occur rfrequently in everyday life than
others and the former risks produced a greateegtige effect. The results of all five
experiments demonstrated that people exaggeratelokss real-world risky
prospects consistent with the assumption that ptesaary decisions are dependent
on the accessibilitgf hazardous events in memory.

The idea presented in this paper that people’saptemary decisions might be

affected by the accessibility of frequencies in mgms also supported by case-based
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decision theory (Gilboa & Schmeidler, 2001), whadsumes that decisions under
uncertainty are made by analogy to previously-entared problems. The theory
postulates a similarity function over decision peohs and a utility function on
outcomes, such that acts are evaluated by a sitydlaeighted sum of the utility they
yielded in past cases in which they were chosen.

The finding of Experiment 5 that Japanese decisiakers, who differed from UK
participants in their perception of the relativequency of risky events and altered
their choices accordingly, strongly suggests thaeanory-based assessment of
events informs risky decisions. The strong positiogelation between the
differences in rated frequencies and the differsmceisky choices for the same set
of events is a clear indication that memorial repregations of the frequency of
events affected decisions made about them.

Such ideas could possibly account for our finditigg people’s risk preferences
vary across specific decision-task domains, whashye have argued, can be linked
to the differential accessibility of the events andonsideration. In contemplating
most real-world risks, people suffer from a laclkndwledge about the probabilities
of hazardous events (e.g., natural disaster, haatlrsafety risk). Where accessibility
is a valid cue for likelihood then it should proéueasonably good decisions.
However, problems will arise when people have imiation about likelihood that is
corrupted via the accessibility of events “altetittge impact of the probability
information. One could view this as akin to theo8jpr effect (Stroop, 1935) where
information in memory that conflicts with informati present in the stimulus can
disrupt decisions.

Other research has also shown differences in dskysions as a function of

decision content. Heath and Tversky (1991) fourad decision makers under risk
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were sensitive to aspects of content independenrtodiiability and utility

information. In their studies respondents exhibaqateference for betting on
decisions about events on which they were knowlablgerather than matched
monetary gambles or events on which they werekieswledgeable. Although Heath
and Tversky interpret their result in terms ofihtitions for credit and blame, it could
also be interpreted in terms of accessibility. Ragtreich and Hsee (2001) also found
evidence for effects of decision content on riskgice. They report that the
probability-weighting function may be influenced &fyective reactions associated
with potential outcomes of a risky prospect. Assthauthors point out, if the weight
attached to an outcome depends on the naturetadih@me then it is not possible
to specify separate functions to describe the et@in of outcomes and the
evaluation of probabilities.

Huber and Huber (2008) have argued that gamblesairgood models for many
real life risky decisions because in real lifejéitision makers realize that an
otherwise attractive alternative may produce a tnegautcome, they search for a
risk-defusing operator (RDO) to eliminate or redtleerisk involved. In everyday
risky decision situations, they claim that RDOs guée common. For example,
people having to decide whether or not to trave tegion where infectious disease
are prevalent, will inquire whether there is a \nae@gainst that disease instead of
passively contemplating probabilities. A person twanto buy a new car but
uncertain whether she can meet the monthly instatinenay take out consumer
credit repayment insurance. Huber (2007) claimsithenany real life decisions - but
not monetary gambles - many decision makers arsteststed in probability
information and instead actively search for RDOsgdénce for the search for RDOs

has been found in insurance decision making (Wilan, Ranyard & Cuthbert,
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2000). However it is not clear how RDOs could eiptaur finding that people are
more risk averse for insurance than for gamblesoAting to Huber (2008) if a
decision maker finds an RDO or an RDO is availaieor she chooses the risky
alternative in question much more often than witifowling an RDO. While RDOs
might be discovered in insurance scenarios, incgsoamong gambles (according to
Huber) besides choosing one alternative, the detisiaker cannot exert any control
at all. Moreover, it is clear that our respondamtsinfluenced by probabilities.

One possible objection to the claims made hefeaisthe risky insurance loss is in
fact objectively worse than the risky monetary Jdsscause the insurance loss
involves an additional hassle factor (e.g., beiagrived of possession's one likes,
needing to go out and buy replacements). To thenexthat the risky insurance losses
are indeed more negative than the correspondikyg n®netary losses, one might
argue that it is not surprising that participants more risk averse in the insurance
domain.

In our view, for both conceptual and empirical @&s the notion that the
insurance loss is objectively worse than the risionetary loss cannot account for
our results. For respondents in the insurance siceaiay envisaged “additional
hassle factor” should not influence the insurareasion. Whether one is insured or
not, loss of the luggage implies that one has tieisbeing deprived of possessions
one likes and the inconvenience of having to goamat buy replacements - if one has
the money to be able to afford to go and buy reptamnts, as, assuredly (literally), in
the insurance case one does. The point is thdteimsurance scenario, the option to
buy insurance does not magic away any hassle orredeice the likelihood of
experiencing hassle (cf. Tykocinski, 20@8)d hence does not justify greater risk

aversion, indeed, one might even argue that theghtrbe greater hassle in the



EXAGGERATED RISK 44

insurance casié one buys insurancas here one has the additional hassle of making
an insurance claim.

In any event the idea that the insurance lossjectiely worse than the risky
monetary loss was not a view held by our resporsdenthey were not, in terms of
their willingness to suffer monetary losses to cengate them for loss of their
luggage, risk averse for every level of probabitifyoss. As is shown in every
experiment (e.g., see Figure 1d) respondents imgwgance loss condition were risk
seeking at the highest level of probability of tdsad they valued loss of their
luggage as worse than the loss of its corresporeipgessed monetary value this
would not have happened.

Moreover, the possibility that risky insurance Igssbjectively worse than the
risky monetary loss is also excluded by anotheeetspf the results of Experiments 4
and 5. In both of these experiments we report thilaile risk-seeking preferences
were significantly lower for high-frequency insucarrisks than for low-frequency
insurance risks and monetary gamble risks, thesengasignificant difference
between low-frequency-insurance risks and monegamble risks; decisions were
predominantly risk seeking for both sorts of risks-predicted by cumulative
prospect theory. Nevertheless the low-frequenayrarsce risks would still entail
“hassles” of the sort envisaged by this argumedtyaat this does not appear to have
been a factor for our respondents when consideucy risks as “Damage to
accommodation by burst pipes”, “Damage to laptapmaters by fire (caused by a
technical problem)” or “Damage to gardens by fallirees”. Although these hazards
will undoubtedly involve “hassle” for a victim ofiése misfortunes, as we have

explained, the hassle will present regardless efsotlecision to insure.
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The effects we attribute to the accessibility ekyi events should be tested further
in future studies. For instance, one obvious neyi & to see whether the effects can
be measured when the accessibility of probabitifgrmation is manipulated
independently of subjective frequency beliefs. @assible way to achieve this,
suggested to us by an anonymous reviewer of timsrpavould be to develop a
priming paradigm.

In sum, the evidence presented in this paper cabsquestion the assumption that
decisions made with monetary gambles can be usadrethodology for evaluating
domain-independent risk preferences. We suggeisthisan turn should prompt
further exploration of how what it is that peopte deciding about produces variation
in the risks people are prepared to take.

Over the years several authors have commentedegoréeminence of monetary
gambles in studies of risky choice. For examptgds (1983) commented that: “The
simple static lottery or gamble is as indispenséblesearch on risk as is the fruitfly
to genetics” (p.173). Goldstein and Weber (199&imilar comparative vein argued
that: “Simple gambles are as prevalent in decisgsearch as nonsense syllables ever
were in memory research” (p. 92).

It is understandable why researchers have founcetapngambles an attractive
research vehicle. As Goldstein and Weber (1997)encéghr it seems “...a poor trade
to exchange familiar content free taxonomies ofsie problems (e.g. decision
making under risk, uncertainty and certainty) forexplosion of content-specific
categories of decisions (e.g. career decisionssihguecisions; animal, mineral and
vegetable decisions etc.), each of which may recuidifferent theory” (p. 84). As
these authors argue one can also be tempted &véehat in studying reactions to

monetary gambles one is studying risky decisioningaln its most “essential” form
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permitting the widest possible generalizabilitythlugh some take it as a basic
premise that “Most decisions in life are gamblds3X & See, 2003, p. 273) our

research indicates that for some decisions thiactitte metaphor may be misleading.
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Appendix
Judged frequencyudged riskines Judged frequencirobability presented
of evenf(UK) of evenf(UK) of event (Japan) with even®®
Events Mean SD Mean SD Mean SD Percentage
Accidents using public transport (High) 6.70 2.39 5.89 237 6.04 2.06 99
Credit-card fraud (identity fraud) (High) 6.42 2.227.05 2.26 2.79 151 95
Theft of laptop computers (High) 6.30 210 5.52 82.32.39 1.23 90
Home burglaries (High) 6.17 234 6.74 207 252 913 75
Loss of income as a result of
redundancy (High) 6.08 261 642 2.09 5.00 1.52 50
Loss of luggage and personal
belongings (High) 5.94 246 527 221 571 2.44 25
Accidents during football games (High) 5.85 2406%. 226 4.11 1.70 10
Accidents using home appliances
(Low)? 5.76 258 590 219 6.04 2.16 5
Theft of personal belongings inside cars
(High) 5.67 229 561 191 281 1.36 1
Accidents during leisure time (Low) 4.57 216 5.701.88 5.91 1.77
Malicious damage to motorbikes (Low) 4.54 2.33 44.4 215 3.12 1.56 5
Damage to cars by storms (Low) 4.52 2.18 4.49 2.1987 1.19 10
Damage to accommodation by burst
pipes (Low) 4.44 232 495 230 3.24 1.61 25

Damage to laptop computers by fire
(caused by a technical problem) (Low) 4.37 228 451 232 3.67 1.80 50

Damage to gardens by flood (Low) 4.35 245 348 32.12.63 1.67 75
Damage to gardens by falling trees

(Low) 4.10 233 348 190 257 1.32 90
Accidents during golf games (Low) 3.88 219 3.19 911. 4.63 1.70 95
Damage to property by aircraft or things

falling from aircraft (Low) 3.63 222 399 243 212 1.14 99

®Norming procedur@Experiment 4° Experiment 5Risk chosen as high-
accessibility stimulus for inclusion in the normipgpcedure(UKfRisk chosen as

low-accessibility for inclusion in the norming pemsture (UK)
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Footnotes
! The intra-class correlation co-efficient is a meaf similarity taking into
account both profile shape and profile elevatioor(L.1983) and expresses the

between-subjects variability relative to other segrof variability (Howell, 1997).
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Table 1

Percentage of risk preferences with gain (Experinign

Gamble gain Insurance gain
Risk preferences p=.01 .01<pl p>.5 p=01 .0l<p<.l p=5
Risk seeking 78% 59% 11% 77% 57% 9%
Risk averse 22% 41% 89% 23% 43% 91%

Note.Similarity between gain and insurance in risk segkvith gain. Percentages
are mean values.
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Table 2

Percentage of risk preferences with loss (Expertritgn

Gamble loss Insurance loss
Risk preferences p=.01 .01<pl p>.5 p=01 0l1<p<.1 p=5
Risk seeking 10% 27% 83% 0% 7% 40%
Risk averse 90% 73% 17% 100% 93% 60%

Note. Inconsistency of risk seeking preferences with Ibesveen gamble and

insurance. Percentages are mean values.



Table 3

Summary of analysis of variance results for cetiairequivalent preferences

(Experiment 1)
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2z

Probabilistic amount Source F € p
£50 Task 8.13 0.08 0.024
Domain 8.31 0.09 0.022
Taskx domain 11.58 0.13 0.005
£100 Task 7.22 0.06 0.038
Domain 29.77 0.27 0.000
taskx domain 13.30 0.12 0.002
£200 Task 14.76 0.11 0.008
Domain 35.19 0.13 0.004
Taskx domain 27.82 0.09 0.020
£400 Task 10.06 0.10 0.010
Domain 21.40 0.23 0.000
Taskx domain 2.21 0.01 0.571

Notes df = 1, 56 for alF ratios. Bonferroni correction applied to pivalues.
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Table 4

Percentage of risk preferences (Tversky & Kahnerh@a2)

Gamble gain Gamble loss
Risk preferences .1 p=>.5 p<.1 p>.5
Risk seeking 78% 10% 20% 87%
Risk averse 10% 88% 80% 6%

Note.Values that correspond to the fourfold patternefSity & Kahneman, 1992).

Percentages are mean values.
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Table 5

Percentage of risk preferences with loss (Expertr3gn

Gamble loss Insurance loss
Risk preferences p=.01 .01<pl p>.5 p=01 .0l<p<.l p=5
Risk seeking 35% 56% 92% 10% 17% 46%
Risk averse 65% 44% 8% 90% 83% 54%

Note. Inconsistency of risk seeking preferences with Ibesveen gamble and

insurance prospects. Percentages are mean values.



Table 6
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Mean proportion of risk-averse and risk-seekingf@rences (Experiment 4)

High-frequency risk

Low-frequency risk

Monetary-gamble risk

Probability Risk seekin Risk averse Risk seekiny Risk averse Risk seeking Risk averse

p =.99

Overall

0%

17%

23%

34%

33%

57%

63%

63%

7%

41%

100%

83%

7%

76%

67%

43%

37%

37%

23%

59%

17%

23%

43%

47%

60%

87%

83%

87%

90%

60%

83%

7%

57%

53%

40%

13%

17%

13%

10%

40%

20%

43%

53%

43%

80%

93%

93%

90%

100%

68%

80%

57%

47%

57%

20%

7%

7%

10%

0%

32%

4% of responses where CE > EV[% of responses where CE < EV]
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Table 7

Means and Standard Deviationsagfrtainty equivalent@Experiment 4)

Probability of risky prospect

Task 1% 5% 10% 25% 50% 75% 90% 95% 99% Averay

Monetary-gamble risk  .043(.06) .082 (.09) .132 (.09) .243 (.13) .382 (.16) .596 (.26) .637 (.16) .709 (.14) .812 (.07) .403 (.043)
High-frequency risk .088(.06) .121 (.16) .154 (.10) .303 (.23) .522 (.23) .637 (.25) .709 (.25) .757 (.16) .869 (.07) .462 (.088)
Low-frequency risk 059 (.05) .096 (.73) .122 (.14) .251 (.22) .432 (.26) .549 (.34) .581 (.33) .651 (.31) .749 (.14) .388 (.059)

Overall 063 (.06) .100 (.20) .137 (.12) .266 (.20) .446 (.22) .594 (.29) .641 (.26) .706 (.22) .810 (.10) .418 (.063)

Note.Range is a proportion of £680. Values are meatis (8D)



EXAGGERATED RISK 63

Table 8

Mean proportion of risk-averse and risk-seekingf@rences (Experiment 5)

High-frequency risk Low-frequency risk Monetary-gamble risk

Probability Risk seeking Risk avers& Risk seekin§ Risk avers& Risk seeking Risk aversé

p =01 0% 100% 0% 100% 0% 100%
p =.05 16% 84% 28% 72% 40% 60%
p =.10 24% 76% 40% 60% 44% 56%
p =.25 4% 96% 28% 72% 32% 68%
p =.50 14% 86% 60% 40% 54% 44%
p =75 88% 12% 80% 20% 88% 12%
p =.90 96% 4% 84% 16% 88% 12%
p =95 100% 0% 44% 56% 96% 4%

p =.99 80% 20% 100% 0% 100% 0%

Overall 47% 53% 52% 48% 60% 40%

a5stimuli identified as High and Low in Experimeni{% of responses where CE > EV]

9% of responses where CE < EV]
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Table 9

Means and Standard Deviationsagfrtainty equivalent@Experiment 5)

Probability of risky prospect

Task 1% 5% 10% 25% 50% 75% 90% 95% 99% Averay

Monetary-gamble risk  .042(.04) .070 (.04) .141 (.10) .288 (.17) .449 (.19) .667 (.14) .747 (.18) .771 (.17) .845 (.11) .447 (.127)
High-frequency risk ~ .053 (.04) .184 (.14) .202 (.12) .386 (.12) .624 (.16) .599 (.19) .633 (.14) .734 (.10) .898 (.10) .479 (.126)
Low-frequency risk ~ .092 (.09) .086 (.05) .137 (.07) .289 (.08) .486 (.12) .661 (.12) .769 (.11) .916 (.09) .786 (.11) .469 (.093)

Overall 062 (.05) .113 (.08) .160 (.10) .321 (.12) .520 (.16) .642 (.15) .717 (.14) .807 (.12) .843 (.11) .465 (.115)

Note.Range is a proportion of ¥136000. Values are megths(SD)*"Stimuli identified as High and Low in Experiment 4
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Figure Captions

Figure 1. Two-parameter probability-weighting functions béi®® mean estimates of
probability discriminability(B) and attractivenes®)in equation (1) (Experiments 1
and 2).

Figure 2. Distribution of risk-seeking choices by probalyil{Experiment 1). Mean
values are proportions. Error bars represent 958tdence interval of mean

Figure 3. Certainty equivalent proportions by monetary anto(Experiment 1).
Mean values are proportions. Error bars represe#t €@nfidence interval of mean
Figure 4. Two-parameter probability-weighting functions bdem average estimates
of participants’ CE (Experiment 3).

Figure 5. Distribution of risk-seeking choices by probalyil{Experiment 3). Mean
values are proportions. Error bars represent 958tidemnce interval of mean.

Figure 6.Certainty equivalent proportions by experimentaidibon (Experiment 3)
Mean values are proportions. A certainty equivalehtl.0 corresponds with an

amount of £600. Error bars represent 95% confiderteeval of mean.
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