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We study electric dipole effects for massive Dirac fermions in graphene and related materials. The dipole
potential accommodates towers of infinitely many bound states exhibiting a universal Efimov-like scaling
hierarchy. The dipole moment determines the number of towers, but there is always at least one tower. The
corresponding eigenstates show a characteristic angular asymmetry, observable in tunnel spectroscopy.
However, charge transport properties inferred from scattering states are highly isotropic.
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Introduction.—Close to the neutrality point, the quasi-
particle excitations in a graphene monolayer are two-
dimensional (2D) Dirac fermions [1], where a gap Δ can
be opened, e.g., by strain engineering [2], spin-orbit
coupling [3], strong electron-electron interactions [4],
substrate-induced superlattices [5,6], or in a ribbon geom-
etry [1]. Graphene, thus, provides experimental access to
relativistic quantum effects such as supercriticality, where
a Coulomb impurity of charge Q ¼ Ze accommodates
bound states that "dive" into the filled Dirac sea for Z > Zc
[4,7–14]. While Zc ≈ 170 is normally prohibitively large
[15,16], the smaller value Zc ≈ 1 in graphene has revealed
supercriticality in tunneling spectroscopy [13,14], where
the impurity was created by pushing together charged Co
[12] or Ca [14] adatoms with a STM tip. The charge Q of
the resulting cluster can be tuned by a local gate voltage.
Arranging suitably charged clusters (“nuclei”) on graphene,
one may then design “molecules” in an ultrarelativistic
regime otherwise unreachable.
Here, we predict universal quantum effects, different

from supercriticality, for Dirac fermions in the 1=r2 dipole
potential of two oppositely charged (�Q) nuclei at distance
d, with an electric dipole moment p ¼ Qd. Surprisingly,
the Dirac dipole problem has not been discussed so far,
presumably because of the lack of heavy antinuclei
preventing its realization in atomic physics. However, it
could be directly studied using STM spectroscopy in
graphene [12–14]. A similar 1=r2 potential also describes
conical singularities [17]. Our main results are as follows,
cf. Fig. 1. (i) The spectrum is particle-hole symmetric.
Bound states inside the gap, E ¼ �ðΔ − εÞ with binding
energy ε ≪ Δ, come in (j, κ) towers of definite “angular”
quantum number, j ¼ 0; 1; 2;…, and parity κ ¼ � (with
jþ κ ≥ 0). The (j, κ) tower is only present if the dipole
moment exceeds a critical value, p > pj;κ, but then con-
tains infinitely many bound states. Since p0;þ ¼ 0, there is
at least one such tower. The lowest-lying finite pj;κ are
listed in Table I, with excellent agreement between two

different derivations. (ii) Bound states in the same tower
obey the scaling hierarchy

εnþ1

εn
¼ e−2π=sj;κ ; n ¼ 1; 2;…; (1)

where, for p close to (but above) pj;κ,

sj;κðpÞ≃
� ffiffiffi

2
p

pΔ; ðj; κÞ ¼ ð0;þÞ;
α

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðp − pj;κÞΔ
p

; j > 0;
(2)

with α ≈ 0.956. As n → ∞, all bound states approach one
of the gap edges as an accumulation point. Equation (1)
agrees with the universal Efimov law for the binding
energies of three identical bosons with short-ranged particle
interactions [18–20]. (iii) Numerical diagonalization of the
Dirac equation in a finite disc geometry indicates that as p

FIG. 1 (color online). Sketch of the spectrum vs dipole moment
p for Dirac fermions with gap Δ in a dipole potential. For
jEj > Δ, we have scattering states [Eq. (18)]. Bound states inside
the gap are arranged in (j, κ ¼ �) towers. Such a tower exists
only when p > pj;κ , with p0;þ ¼ 0 and pj>0;κ in Table I. Bound
states satisfy the Efimov scaling law [Eq. (1)], where both gap
edges are accumulation points. The background shows the
schematic setup.
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increases, the bound states approach E ¼ 0 without ever
reaching it. The absence of zero modes is also shown
analytically. (iv) The scattering state for jEj ≫ Δ implies an
isotropic transport cross section, such that charge transport
is independent of the angle between current flow and dipole
direction.
Model.—We study 2D Dirac fermions with a mass

gap Δ. With ℏ ¼ e ¼ 1 and Fermi velocity v ¼ 1, the
Hamiltonian is

H ¼ ð−i∂xÞσx þ ð−i∂yÞσy þ Δσz þ V: (3)

In graphene, the two components of the spinor,
Ψ ¼ ðϕ; χÞT , correspond to the two sublattices, where
the Pauli matrices σx;y;z act in this space, and we consider
a single K point and fixed spin projection [1]. Equation (3)
also describes “molecular graphene” with CO molecules
deposited on a copper surface [21], and the surface states
of topological insulators like Bi2Se3 or Bi2Te3 [22].
Assuming two oppositely charged nuclei at x ¼ �d=2,
the potential reads

Vðx;yÞ ¼ p=dffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxþd=2Þ2þ y2

p −
p=dffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx−d=2Þ2þ y2
p ; (4)

where p ¼ Qd is the dipole moment [23]. For equal
charges in the two-center potential (4), similar physics
as for a single impurity is found [24]. In polar coordinates
the Dirac equation reads

0
BBB@

VþΔ−E e−iθ
�
−i∂r− 1

r∂θ

�

eiθ
�
−i∂rþ 1

r∂θ

�
V−Δ−E

1
CCCA
�
ϕ

χ

�
¼0: (5)

Far away from the nuclei, r ≫ d, Eq. (4) is well
approximated by the pointlike dipole form

Vdðr; θÞ ¼ −
p cos θ
r2

: (6)

The r → 0 singularity implies that Eq. (5) for V ¼ Vd
requires regularization to avoid the usual fall-to-the-center

problem [25]. To that end, one may resort to V in Eq. (4),
but simpler regularization schemes are also possible, see
below. For nonrelativistic Schrödinger fermions, the dipole
captures bound states only above a finite critical dipole
moment in three dimensions (3D) [26–30]. However, a
dipole binds states for arbitrarily small p in the 2D
Schrödinger case [29].
Particle-hole transformation.—The Hamiltonian (3)

with V in Eq. (4) is mapped to UHU† ¼ −H by the
unitary transformation U ¼ σxRx, with Rx the reflection
x → −x. An eigenstate ΨEðx; yÞ at energy E is mapped to
another eigenstate at energy −E

Ψ−Eðx; yÞ ¼ UΨEðx; yÞ ¼ σxΨEð−x; yÞ: (7)

Hence, all solutions to Eq (5) come in �E pairs. It is, then,
sufficient to study E > 0 only, with the −E partner state
following from Eq. (7). The dipole moment sign is also
irrelevant, and p > 0 below.
Near the band edges.—We first consider Eq. (5) for

energies close to the band edge, E ¼ −Δþ ε with
jεj ≪ Δ, where ε > 0 corresponds to bound states inside
the gap and ε < 0 to continuum states. For p ≪ d2Δ, the
upper spinor component always stays “small,”
ϕ≃ ð1=2ΔÞe−iθði∂r þ 1

r ∂θÞχ, and Eq. (5) leads to an effec-
tive Schrödinger equation for the lower spinor component

�
−

1

2Δ
∇2 − V þ ε

�
χ ¼ 0; (8)

with the 2D Laplacian ∇2. We proceed with the potential
V ¼ Vd in Eq. (6), where Eq. (8) is solved by the ansatz
χðr; θÞ ¼ RðrÞYðθÞ. With separation constant γ, the angular
function satisfies an ε-independent Mathieu equation

�
d2

dθ2
þ γ − 2pΔ cos θ

�
YðθÞ ¼ 0; (9)

which admits 2π-periodic solutions only for characteristic
values γ ¼ γj;κðpÞ, where κ ¼ � is the parity, i.e.,
Yj;κð−θÞ ¼ κYj;κðθÞ, and due to the anisotropy, j ¼
0; 1; 2;…; differs from conventional angular momentum,
with jþ κ ≥ 0. Using standard notation [31,32], the sol-
utions to Eq. (9) are expressed in terms ofMathieu functions
ce2j and se2j, with eigenvalues a2j and b2j, respectively,

Yj;þðθÞ ¼ ce2j

�
θ

2
; 4pΔ

�
; γj;þ ¼ 1

4
a2jð4pΔÞ;

Yj;−ðθÞ ¼ se2j

�
θ

2
; 4pΔ

�
; γj;− ¼ 1

4
b2jð4pΔÞ: (10)

The characteristic values are ordered as
γ0;þ < γ1;− < γ1;þ < γ2;− < …, for given p. With
γ ¼ γj;κðpÞ, the radial equation reads

TABLE I. The lowest few finite critical dipole moments, where
pM
j;κ follows from the Mathieu eigenvalues, Eq. (12), and pAK

j;κ
from solving the two-center problem, Eq. (16).

(j, κ) pM
j;κΔ pAK

j;κ Δ

ð1;−Þ 1.894 92 1.888 05
ð1;þÞ 5.324 66 5.325 65
ð2;−Þ 10.4819 10.4820
ð2;þÞ 17.3571 17.3572
ð3;−Þ 25.9511 25.9512
ð3;þÞ 36.2639 36.2640
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�
d2

dr2
þ 1

r
d
dr

−
γ

r2
− 2Δε

�
RðrÞ ¼ 0: (11)

To regularize the fall-to-the-center singularity,we impose the
Dirichlet conditionRðr0Þ ¼ 0at a short-distance scaler0 ≈ d
[33]. We show below that this regularization does not affect
universal spectral properties such as the Efimov law (1).
Efimov scaling.—Let us now look for bound states,

ε > 0. The solution of Eq. (11) decaying for r → ∞
is the Macdonald function K ffiffi

γ
p ð ffiffiffiffiffiffiffiffi

2Δε
p

rÞ [31], and
Rðr0Þ ¼ 0 then yields an energy quantization condition
within each (j, κ) tower. Thereby, the binding energies,
εn;j;κ ¼ z2n=ð2Δr20Þ, are expressed in terms of the positive
zeroes, z1 > z2 > … > 0, of K ffiffiffiffiffi

γj;κ
p ðzÞ. Since only KisðzÞ

(with imaginary order) has zeroes [31], bound states require
γj;κðpÞ < 0. This condition is satisfied for p > pj;κ with

γj;κðpj;κÞ ¼ 0: (12)

The lowest few pj>0;κ resulting from Eq. (12) are listed in
Table I. With increasing dipole moment, each time that p
hits a critical value pj;κ, a new infinite tower of bound states
emerges from the continuum. Since γ0;þðpÞ < 0 for all p
[32], we find p0;þ ¼ 0: at least one tower is always present.
Explicit binding energies follow from the small-z expan-
sion of KisðzÞ [31]. With the positive numbers sj;κðpÞ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−γj;κðpÞ

p
for p > pj;κ, see Eq. (2), we obtain

εn;j;κ ¼
2

Δr20
eφðsj;κÞe−2πn=sj;κ ; (13)

where φðsÞ ¼ ð2=sÞargΓð1þ isÞ. This becomes more and
more accurate as n increases. For n → ∞, using particle-
hole symmetry, the energies accumulate near both edges,
εn → 0. Importantly, Eq. (13) implies the Efimov scaling
law announced in Eq. (1). This relation has its origin in the
large-distance behavior of the dipole potential, and is, thus,
expected to be independent of short-distance regularization
issues. A similar behavior has been predicted for the
quasistationary resonances of a supercritical Coulomb
impurity in graphene [9,10], and for 3D Schrödinger
fermions [26,30].
Tunneling density of states.—The above solution also

yields the probability density jΨðr; θÞj2, which is probed by
the local tunneling density of states when the energy
matches the respective bound state energy, and can be
measured in STM spectroscopy experiments [12–14].
Figure 2 shows typical results for the two lowest holelike
radial bound states (n ¼ 1; 2) in the ð0;þÞ and ð1;−Þ
towers, respectively. The pronounced asymmetry along the
x direction is due to the Mathieu functions in Eq. (10) and is
a characteristic feature to look for in experiments. The
reflected (x → −x) profile is found for the electronlike
partner at energy þjEj. The radial distribution comes from
the Macdonald function (with n − 1 nodes at r > r0),

which explains the sharp drop from a finite value to almost
zero when going outwards from the origin. Finally, because
of the proliferation of bound states near the gap edges, the
total density of states, νðEÞ, becomes singular as jEj
approaches Δ from below

νðEÞ≃ 1

Δ − jEj
X
j;κ

Θðp − pj;κÞ
sj;κ
2π

; (14)

with the Heaviside step function Θ. Every (j, κ) tower with
p > pj;κ here contributes to the prefactor through the
Efimov exponent sj;κ in Eq. (2).
Two-center potential.—Let us now briefly address the

two-center potential V in Eq. (4), again for p ≪ d2Δ and
ε ≪ Δ, where the 2D Schrödinger equation (8) applies.
Using elliptic coordinates ξ ≥ 1 and −1 ≤ η ≤ 1 [31],
where Vðξ; ηÞ ¼ 4pη=½ðξ2 − η2Þd2�, the problem separates
with the ansatz χðξ; ηÞ ¼ ðYðηÞ=ð1 − η2Þ1=4ÞðRðξÞ=
ðξ2 − 1Þ1=4Þ. With the separation constant A ¼ −γ þ 1=4,
the “angular” and “radial” equations, respectively,

�
d2

dη2
þ 2pΔη − A

1 − η2
þ 3=4
ð1 − η2Þ2 −

εΔd2

2

�
YðηÞ ¼ 0;

�
d2

dξ2
þ A
ξ2 − 1

þ 3=4
ðξ2 − 1Þ2 −

εΔd2

2

�
RðξÞ ¼ 0; (15)

coincide with the Abramov-Komarov equations for the 3D
Schrödinger problem [26]. Adapting their analysis for
pΔ ≫ 1, we find γ < 0 for p > pAK

j;κ with

FIG. 2 (color online). Color-scale plot of jΨðx; yÞj2, in the x-y
plane, where x and y are in units of r0 ¼ d=2, for several bound
states with pΔ ¼ 5. For r < r0, the density vanishes due to the
Dirichlet condition. The upper part shows the n ¼ 1 (left) and the
n ¼ 2 (right) radial states in the ð0;þÞ tower. The lower part
shows the same but for the ð1;−Þ tower.
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pAK
j;κ Δ ¼ Γ4ð1=4Þ

64π

��
2jþ κ

2

�
2

−
1

6π

�
; (16)

where j and κ take the same values as above. By
construction, Eq. (16) is highly accurate for pΔ ≫ 1, but
Table I demonstrates that it works very well even for
pΔ ≈ 1.9. Not surprisingly, the exact result p0;þ ¼ 0 is not
captured by this approach, pAK

0;þΔ≃ 0.17. However, p0;þ ¼
0 follows from an exact calculation for the two-center
potential [29]. Interestingly, Eq. (16) also provides an
analytical approximation for the zeroes of the Mathieu
characteristic values. Solving Eq. (15) as in Ref. [26], we
recover the spectrum in Eq. (13) with sj;κ in Eq. (2), where
α ¼ 4π=Γ2ð1=4Þ and r0 → d=4. While apart from the
ð0;þÞ tower, bound state energies are obtained in accurate
analytical form, jΨðx; yÞj2 is given only implicitly and,
thus, is difficult to extract. Finally, the excellent agreement
with the point dipole result confirms that short-distance
regularization issues are irrelevant.
Numerical diagonalization.—Since finite-size effects

can be important in practice, we have studied the bound-
state spectrum for a circular graphene flake of radius
Rfl ≫ d, using the full Dirac equation (5) for the point
dipole in Eq. (6) [34]. We impose infinite-mass boundary
conditions [35] at r ¼ Rfl, which is consistent with the
particle-hole symmetry [Eq. (7)] and allows us to compute
the spectrum by exact diagonalization, see Fig. 3. For the
value of Rfl chosen in Fig. 3, Efimov scaling is not yet fully
developed, but the observed spectrum shows the emergence
of new bound state towers as the dipole moment increases.
Figure 3 also clarifies the fate of bound states upon
increasing the dipole moment. First, we find that bound
states do not dive into the continuum. This agrees with our
analytical results, which are exact close to the gap edges,
and indicates that supercriticality is unlikely to occur.

Second, with increasing p, bound state energies tend to
approach (without ever reaching) zero energy. In fact, the
absence of midgap (E ¼ 0) states can be explained as
follows: Equation (7) implies that a putative zero mode
must be of the formΨE¼0ðr; θÞ ¼ ½ψðr; θÞ;�ψðr; π − θÞ�T ,
with a function ψðr; θÞ. Choosing the þ sign (the same
follows with the − sign) and Δ → 0, the Dirac equation (5)
reduces to

p cos θ
r2

ψðr; π − θÞ þ eiθ
�
i∂r −

1

r
∂θ

�
ψðr; θÞ ¼ 0: (17)

The radial dependence is solved by ψ ∼ eiðp=rÞyðθÞ, with an
angular function yðθÞ ¼ yðπ − θÞ. However, the resulting
equation for yðθÞ does not admit a solution. We conclude
that zero modes, given their absence for Δ → 0, are
unlikely to exist for finite Δ [36].
Scattering states.—Finally, we turn to continuum

solutions of the Dirac equation with V in Eq. (4). For
simplicity, we consider jEj ≫ Δ, where the Born approxi-
mation [7,37] is applicable. For an incoming plane wave
with momentum k and σ ¼ sgnðEÞ ¼ �, the asymptotic
scattering state is [7]

Ψk;σðr; θÞ≃ eik·rUk;σ þ fðθ;ϕkÞ
eikrffiffiffiffiffiffiffi
−ir

p Uk0;σ; (18)

with k0 ¼ kr̂, ϕk the angle between k and the dipole (x)
axis, and

Uk;σ ¼ ð1=
ffiffiffi
2

p
Þ
�

e−iϕk=2

σeiϕk=2

�
:

For long wavelengths, kd ≪ 1, the scattering amplitude is

fðθ;ϕkÞ≃ ip
ffiffiffiffiffiffiffiffi
2πk

p
cos½ðθ − ϕkÞ=2� sin½ðθ þ ϕkÞ=2�:

(19)

The transport and total cross sections, Λtr ¼
R
dθ½1 −

cosðθ − ϕkÞ�jfðθÞj2 and Λ ¼ R
dθjfðθÞj2 [7], respectively,

are then given by Λtr ¼ ðπ2=2Þp2k and Λ ¼ ð1þ
2 sin2 ϕkÞΛtr. Remarkably, Λtr is independent of ϕk, with
the dipole-induced angular dependence precisely compen-
sated by the cos½ðθ − ϕkÞ=2� factor in Eq. (19). This factor
is specific for Dirac fermions and causes the well-known
“absence of backscattering” by short-ranged impurities [1].
We then expect the electrical conductivity of a graphene
sample containing oriented dipoles to be isotropic.
Conclusions.—The electric dipole problem for 2D Dirac

fermions exhibits rich physics that could be probed by STM
spectroscopy in graphene. The Efimov-like scaling of the
bound state energies, with the gap edges as accumulation
points, suggests that electrons can be captured (and, thus,
confined) by a dipole potential. This scaling property,
formally identical to the scaling of the three-body levels

0 2 4 6 8
p∆

E/∆

-1

-0.5

0

0.5

1

FIG. 3. Bound state spectrum vs dipole moment for a circular
graphene flake with radius Rfl ¼ 75r0, where r0 ¼ d=2, from
exact diagonalization of Eq. (5) with infinite-mass boundary
conditions at r ¼ Rfl.
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of identical bosons, here emerges in a different physical
setting and can be traced to the 1=r2 dependence of the
dipole potential. While we have disregarded electron-
electron interactions beyond a Fermi velocity renormaliza-
tion [4], Δ tends to suppress charge fluctuations and no
profound changes are expected for weak interactions.
Future work should clarify whether multielectron bound
states are possible in such a setting.
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