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Abstract—Generally surnames (family name) or forenames
are evolved over generations which can be used to understand
population origins, migration, identity, social norms and cultural
customs. These forenames or surnames may have hidden struc-
ture associated with them called communities. Each community
might have strong correlation among several forenames and sur-
names. In addition, the correlation might be across communities
of forenames or surnames. Popular statistical generative modle
such as Latent Dirichlet Allocation (LDA) has been developed
to find topics in a corpus of documents. However, the LDA
model can be proposed to identify hidden communities in names
data set. This paper proposes several variants of latent Dirichlet
allocation models to capture correlation between surnames and
forenames within the communities and across the communities
over a set of names collected at different locations. Initially, we
propose surname correlated LDA model and forename correlated
LDA model. These models identify communities in surnames or
forenames and extract corresponding correlated forenames or
surnames in each community respectively. Later, we propose
surname community correlated LDA model and forename com-
munity correlated LDA model. These models estimate correlation
among each surname community to the communities of forenames
and vice versa respectively. We experiment fofndia and United
Kingdom names data sets and conclusions are drawn.

Keywords—Latent Dirichlet Allocation; Communities; Proba-
bilistic Generative Models; Bayesian Statistics; Correlation;

I. INTRODUCTION

al. [26] [25] recently applied statistical methods such asmect
space model and latent semantic indexing (LSI) in names data
set. Further, email address categorization has been pextor
based on semantics of surnames. The generative prohabilist
model can be applied to identify hidden communities in a
names data set.

Generative probabilistic model such as Latent Dirichlet
Allocation (LDA) becomes attractive and powerful in natura
language processing for topic modelling [12]. It works on
discrete data of words in a corpus of documents and overcomes
the limitations of LSI and probabilistic LSI (pLSI). It asses
document contains“bag-of-words” which means the order of
words in the document can be neglected and also assume that
the order of documents can be neglected [12]. This is called
exchangeabilityassumption in the language of probability. de
Finette [3] established a classic theorem that states digceo
tion of exchangeableandom variables has a representation as
a mixture distribution. Hence, LDA model estimates staiadt
inferences of topics via mixing distribution in a collectiof
documents.

A names data set contains a set of names collected at
several locations in a country which does not depend on order
of names collected at each location or order of locationfén t
data set. The assumption@fchangeabilityn a names data set
is obvious since the order of names in each location and the or
der of locations can be neglected. Hence, LDA can be applied

Due to rapid growth of digital data, knowledge discov- on names data set that identifies hidden structure assodate
ery and data mining have great potential which would turnjt cajled communitiesHowever, name consists faifrenameand
data into useful information and knowledge. Text miningsyrame It is possible that several surnames highly correlate

(sometimes called ‘mining from text documents’) is to egtra

to several forenames. For example, surngdneithis highly

knowledge from a set of text documents [16]. Names analysigoyrelated to forenam®avid in British community. Hence

is popular in geography [15] which relay on the fact that figmi

communities can be estimated eithersomname®r forenames

names (surnames) or names represent ethnic, geographic, Cind corresponding correlated forenames or surnames can be
tural and genetic structures in human populations. Howevegyiracted respectively.

these methods in geography use elementary statistical ap-

proaches to analyse names data set. Many advanced sthtistic

methods have limited applications in names analysis.

Knowledge discovery in nhames data set involves iden
tifying relationship among group of people (surnames) o
identifying communities in names data set. It is a well known
fact that people migrate from one location to other du

to job prospects, economic prosperity, political unrest. e

However, the surnames of migrants retain semantic sinyilari

to surnames of the people at their original locations. Ireotd
address this issue of identifying semantic surnames, Wedtir

r

[S)

Indeed, several forenames correlate across communities of
surnames and viceversa. For examflasahandJohncorrelate
across many surname communitiesUnited Kingdom The

challenge is to find correlation across communities of sues

or forenames. For example, especially with cross cultural
marriages, it may be possible that a community of forenames
share high likely with certain communities of surnames and
less likely with some other communities of surnames.

This paper proposes several variants of LDA models to
address above issues. InitiaByrname correlated LDAnodel



andforename correlated LDAnodel are proposed. These two such as topic modelling beyond bag-of-words [28], finding
models find communities in surnames and forename respescientific topics [27], entity resolution [4] [17] [1], comumity
tively and extracts corresponding correlated forenamea$ anidentification in social networks [14], dynamic models for
surnames in each community respectively. Later, we proposkime series [31], and tag recommendation [23]. Howevesghe
surname community correlated LDAodel andforename variants of LDA models cannot be applied directly to identif
community correlated LDAnodel. Thesurname community communities and their correlation in hame data set which is
correlated LDAfinds communities in surnames and extractsdescribed in the following section.

correlated forename communities for each surname commu-

nlty Slmllarly, t_hefor_ename Community correlated LOWodel 111. CORRELATED COMMUNITY ESTIMATION MODELS
finds communities in forenames and extracts correlated sur- ) ) )

data set. Initially, subsection IlI-A describes LDA model t
This paper is organized as follows. Section Il sets out thesstimate communities in either forenames or surnames. Sub-
related work. Section Ill describes proposed models caled  section I1I-B and 11I-C proposeommunity correlated estima-
related community estimation mode®ection IV presents the tion modelsand community-community correlated estimation
experimental results and finally Section V presents cofaus modelsrespectively.
and future work of the paper.

A. Community Estimation Model

Il RELATED WORK This subsection describes the use of LDA for community

This section describes related work for surname analysi€stimation.
Many surname analysis techniques have been developed in consider the location space of a region or a country
geography such as identifying spatial concentration of sUrconsisting of a set of locations where each location has a bag
names [5], migrant surname analysis [19], uncertainty & th of names. Let a name can be represented ag(i), s(i) >
analysis of ethnicity classification [22], and ethnicitydgiopu-  \yhere f(i) be forename and(i) be surname of name Let
lation structure analysis [21]. However, statistical gs@ that  tnere pel, — {l1,1,...,1,} locations and let be a location

measures the degree of similarity between surname mixes hggs N names. LetV, and W, be set of unique surnames and
been developed by comparing relative frequencies of SLesam fqrenames respectively.

at different locations such asonymy[18] and Lasker dis-
tance[24]. These measures are complementary measures such LDA is a generative probabilistic model that can be ap-
that the inverse natural logarithm of tenymycreates a more  plied to estimate communities over a set of names where
intuitive measure calletlasker distanceThese are applicable names could be either surnames or forenames. Without loss
to study inbreeding between marital partners or socialggpu Of generality, let us formulate community estimation moidel
but do not explicitly address the semantic similarity besmwe Surnames. Consider a community characterized by a distribu
surnames. Hence, an advanced statistical analysis mettsod Hion over surnames and a location contains a random mixtures
been developed for email address categorization based &f communities. Let¢("=) or ¢(Ws) denotes multinomial
semantics of surnames [26]. distributions of communities over the set of surnarfiésor a
) o ) set of forenames$V; respectively. Le®~) denotes a random

E-mail address categorization based on semantics of SUpixtures of communities over a set of locations. In statisti

names has two phase [26]. In the first phase, the semantiggeory, if a location contains surnames as a random mixtures

of surnames are identified by representing a set of names g{er jatent’ communities then the probability ¢f* surname
each location using a vector space model followed by laten, i a given location as

semantic analysis. Further, clustering of surnames is done

using average-link clustering method. In the second phase, ) K ) ) )

suffix tree is constructed for an e-mail address which has bee P(s(i)) = P(s(i)|zs(i) = ) P(zs(s) = 5) 1)
used to identify if any surname present in the email address j=1

as substring. If surname is present as subjstring in the eméWherezS(i) denotes community assignment for surnasté,
address then the email address is categorize into the mlustp(s(i)‘zs(i) = j) is the probability the surname(i) given

of surname. However, LDA and variants of LDA models haveC mmunity j, and P(z 0 = 4) is the probability of choosing
been proposed in text analysis which have not been deVEIOp‘%{?communityj in the current location. Henc®(s(i)| z(;) = )
in names analysis. is @ and Pz, = ) is 0!
, o j Zs(i) =J Jr
Several varlargjts of I]:DA hgve'been de\{elopeddwh|ch """ Each community estimation model using LDA works as
corporates meta-data information in generative modelsaitea . X C o "
e follows. Location contains a distribution over commurstie
classified intodownstreammodels andjpstreamm.odells [8]' . that can be modelled using a Dirichlet distributiétf’) with
Downstreammodels use standard document-topic d'smbuuonhyper-paramete(m Surnames in each locatignare generated
and incorporates metadata-topic distribution in paratelhe by picking commlmityj from distribution&“i)/ and picking a

standard topic-word distribution [6], [13], [29], [30], ]9 o . .
However,upstreanmodels replace document-topic distribution surnarge(:j)i)from the community; according toP(s(i)|zs(i) =
with metadata-topic distribution which incorporate aidial ~ J) = ¢; ~ generated from a Dirichlet distribution with hyper-
information and use standard topic-word distribution with  parametefs. Herea andg specify the priori ord(%) andg("Vs)
any change [2], [20], [8], [7], [10], [11]. Several other iamnts  respectively. Each hyper parameter has single value which i
of LDA models have been developed for several applicationgssumed to be symmetric Dirichlet prior.



The complete LDA model for community estimation over summing out tod”) and ¢("+) using standard Dirichlet

surnames data set is given by Integrals as given in (5).
5(i)|25(2), 6+~ Discretdg(*®)) , , n 48 nl +a
(Ws) - P(Zs(z) = ]‘Zs(—i)a 5(71)) S( ) s(l )
@ ~ Dirichlet(g) ne g W |ﬁ n_;y+Ka
2|0~ Discretdg()) (5)
9(X) ~ Dirichlet(a) Note thatns( ) indicates the count that does not include the

N I W . N current aSS|gnment ofy(;). That ISn((_). N = nf(.)) —1.
Now, estimatingd™) and ¢("+) establishes distributions of 05 J

communities over a set of locatioh and distributions of It can be observed from the posterior probability in (5) is
communities over surnameB/,. The goal is to estimate proportionate to multiplication of the probability of same
6L and ¢("Ws) by maximizing posterior distribution over s(i) which belongs to community and the probability of
community assignments to surnames using Bayesian statisticommunityj in location/;. Hence, the distributiong(*) and
as given by (2) »"W+) can be estimated as given in equations (6) and (7)

. respectively.
p AN P(S(’L)|Zs(i)>.P(Zs(i)) 2 s(li) +a
(2s5()|s(2)) = P(s(i Y Pl2. 2 js(ls) _ ()
Zzs(i) (S(Z)|ZS(L)) (Zs(z)) 0’ s(l ) LK (6)
(0%
where (") and () are multinomial Dirichlet distributions
with priori « and g are given by (3) and (4) respectively nf(;‘) 1B
i = )
. L(W,18)\ Hamf( '+ 8) Tl wLB
P(S(l)|zs(i)) =\ T H ) )
(B (Y 4 |Ws|ﬁ) . : oo .
1 @) Similarly, community estimation model using LDA can be
RIS ( ) performed over a set of forenames. However, these models do
P(z,) = ['(Ka) L @) @) not estimate correlation between forenames or surnambswit
s L)) 5 e ) + Ka) communities or across communities.

Here n(sj(;) is number of times surnams(i) belongs to com- B Community Correlated Estimation Models

munity 7, j(') is number of times all surnames belong to  This subsection proposes community correlated LDA mod-
community j, n (z) is number of times any surname from eI§ Fhat jointly |dent'|fy correlated surnames and forename

' within each community. For examplsyrname correlated LDA
location I; belongs to communityj, and n‘;()li’) is number of modelproposes to find communities in surnames and extracts
times all surnames present in locatién Also, I'(.) is the  corresponding correlated forenames.

gamma function and| is the size of the set. If a location contains a random mixtures & commu-

nities then the probability oft” correlated forename ™ (i)
L K corresponding to the surnaméi) in a given location as

O< ZP |Zs( _.])P(Zs(i) = ]) (8)

LD e

Zs(i or Zf(i)

OO0

a 6@ N s(i) or fli

~
~

where P(f*(i)|zsy = j) is the probability of correlated
forename f*(i) corresponding to community assignment of
surnamez,(;) from which surnames(i) was drawn. Hence,

a new distributionq& (Ws) can be obtained which represents

The graphical representation of community estimation.,mnities in forenames that correlate W|th surnames unde
model using LDA is given in Figure 1. Each node is a rando

\ J - . ! ( andoMe communityj. HenceP(f =j)is
variable which is labelled according to its role in the geige unity;. (Fr@lzse) =) 1 ¢
process. Slashed nodes are observed variables. The ng@letang ~ The completesurname correlated LDA modé given by
plate” denotes replication. s(z‘)|zs(i)7¢>(zs<i>> ~  Discretdgz©))

Fig. 1. The Graphical representation of community estimationeho

Unfortunately, the distribution given in (2) cannot be W)~ Dirichlet(8)
computed directly since the sum in the denominator does ) . ()
not factorize. In this paper, we follow [27] and apply Gibbs zs(s)|0"  ~ Discretgd"’)
sampling to estimate the distribution in (2). 9(5) ~ Dirichlet(a)

Gibbs sampling applies Markov chain Monte Carlo Fr(@)|zs(s), 9*5@) ~  Discretdg(*/o))
(MCMC) in which the next state is reached by sequentially ¢~  Dirichlet(s;)

sampling all variables from their distribution when coiwtied
on the current values of all other variables and data. Hencd,he posterior distribution Oms(z the distributions ofg(%),
it converges to the posterior distribution ong) or zy and the distributions op(""+) are given by equations (2), (4),



7 ]
ég@) L Q(L)ﬁ) L
e, .

N N N N

$ (W, (;5 (Wy)

ptsg

Vs ¢ (Wy) K
O

OO ge
ﬂ!) o 51!) ok

Fig. 2. The graphical representation of surname Correlad inodel Fig. 3. The graphical representation of forename CorrelabA Model

and (3) respectively. The new distribution(™s) can be The surname community correlated LDA modgiooses
obtained as given in (9) which is a multinomial Dirichlet proportions of several forename communities that corelat
distribution with a symmetric priors; that corresponds to with each surname community whereas earlier models choose
distribution of communities over correlated forenames. proportions of communities in a location. Hence the@name
community correlated LDA modehn find forename commu-
nities such that the distribution of forenames in each fanes
F(IWf|.51))K K Hf(i)F(n{j(;) +51) community is based on correlation of forename community to

NG

H several surname communities.

e NI 1) . o .
J=1 (n(a) Wil ﬁ1()9) The surname community correlated estimation magshg

LDA works as follows. Surname communities correlate with
several forename communities. If a surname community cor-

communityy, nf(') is number of times all forenames belong to relate with a random mixture ok; forename communities

community j. However, the estimation ap(We) corresponds  then the probability of!" forenamef (i) that correlates with

to probability given in (9) can be obtained by (10) a surname community as

P ()]age) = (

Here n{j()i) is number of times forenam¢ (i) belongs to

1)
nyy A

J .
nlS 4+ Wyl

K1
(10) P(f(i)|zs) = D P(f()lzp) = 5P (z50) = dl2s(0))
j=1
(11)

Similarly forename correlated LDA mode&n be estimated wherezy(;) ‘?'f;TOteS latent forename-community assignment
from which i** forenamef (i) was drawn,P(f(i)|z¢uy = Jj)

which gives correlated surnames for each community of fore: - :
names. However, these models do not infer correlation kEtwe is the probability the correlated forenamgi) under the

communities of forenames and communities of surnamedCréname-community, and P(zy;) = jlzy:) is the prob-
The following subsection proposes themmunity-community 20iity of choosing forename-communigythat correlates to a
correlated estimation models surname-community, ;). The idea behind this model is that

the forenames that correlated with each surname-community
_ _ o are generated by picking the forename-communitfrom
C. Community-Community Correlated Estimation models  distribution A%) and picking a forename from the forename-

This subsection proposes community-community Corre_commumtyy according toP(f(1)|zy) = j)- Hence a new

lated estimation models. We propose two models which argultinomial distribution %) with a Dirichlet prior  rep-

surname community correlated LDA modeldforename com- resents proportions of _?ever?alﬁac/)fr)eréamet-commun||tt_|eseglhlar
munity correlated LDA model over surname-communities ard" /) denotes a multinomia

distribution of communities over a set of forenames with a
The surname community correlated LDA modaitially Dirichlet prior ;. Note thaty and 8, are symmetric Dirichlet

estimates communities over surnames as explained in supriori can take scalar values.

section lllI-A. Let K be number of communities obtained in ,

surnames. It can be seen that there might be many common |N€ completesurname community correlated LDA model

correlated forenames across several surname communides aS 9iven by

thus can form hidden communities in the correlated forersame . ) Di )

For example, forenameSarahand Paul shared across many s(0)2s(i), ~ Discretd¢ )

surname communities ibnited Kingdom ¢Ms)  ~ Dirichlet(s)
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Fig. 4. Surname Community Correlated LDA model Fig. 5. Forename Community Correlated LDA Model
2|0~ Discretdg)) We will use Gibbs sampling to find the posterior distribu-
9() ~ Dirichlet(a) tion on z;, which integrating out toA*) and ¢(s) using

, (zr (1)) . (z5ey) standard Dirichlet Integrals as given in equation (15).
f(@)|zfay, /@)~  Discretdp'* )

f(z f(k )
¢W5) . Dirichlet(5:) Pl = il fi)) o i ¥ b i) t
zpi)|A" ~  Discretg A\) i) +|Wf|51 s, )+(K1)7
Az . ~ Dirichlet 15
|2 @ ) Note thatnf( |nd|cates the count that does not include the

The posterior distribution oms(z the distributions off™),  current ass|gnment ofy(;y. That lSn(ig_j) = n{]()) - L
and the distributions o) are given by equations (2), (4) ’

and (3) respectively. However, the community-community It can be observed from the posterior probability in (15) is
correlated estimation model can be performed to estimat roportionate to multiplication of the probability of forame

A and ¢W5) by maximizing community assignments to (7) which belongs to communlty_ and the probablllty_of
forenames using (12) forename-community correlates with surname-community

Hence, the distributiond (%) and ¢("+) can be estimated as

B( ) P(f(i)lzpa) P20y |25()) 12) given in equations (16) and (17) respectively.
Zf(i 1 = .
7o 2z PU@)z50)-P(2r) | 2s(3)) o nf )
AL = L (16)
J ki
where¢(™s) and A%) are multinomial Dirichlet distributions {( )) + K1y
with priori 5; and~ are given by (13) and (14) respectively O 8
Afls i, 1
Ki K0 11 (! 4 By o1 = f(g# (17)
PO 210)) = ( (IWflﬂl)) II rat gy + A nlU o+ Wyl
W .
L)W ) 25 Tl + wyl.61) o _ _
(13) Similarly forename community correlated LDA modstki-
IL,T(n Fk) ) mates communities in forenames and introduces an additiona
(zrenlzate)) = F(KW) H ") v (14) multinomial distribution that captures correlation amarogn-
Fas L) 2 r(n{(f D4 K1) munities in surnames over communities of forenames. The
o ' graphical

Here n{j()” is number of times forenam¢ (i) belongs to
community j, njf(') is number of times all forenames belong ) ) ) )

L F(ke) . _ This section describes experimental results. We have two
to community j, n;y* is number of times forenamethal ., ries names data set, vilnited Kingdom(UK) and In-
correlate?kv;nth surname-community belongs to community  gjia_ United Kingdom corpus has 0.924 million names collected
J, and n() is number of times all forenames that correlategver 115 locations in United Kingdom. India corpus has 17.4
with surname-community;. Also, T'(.) is the standard gamma million names collected over 277 locations which covered
function and|.| is the size of the set. 28 provinces and 6 union territories. Names in 100 random

IV. EXPERIMENTAL RESULTS



TABLE I. SURNAME CORRELATED ESTIMATION MODEL FOR UNITED KINGDOM DATA SET

Community 5 Community 10 Community 24 Community 25
Surname PROB. Surname PROB. Surname PROB. Surname PROB.
matos 0.000436 patel 0.02416 derrick 0.000951 smith 0.008004
duff 0.000374 khan 0.01912 luo 0.000840 wilson 0.007720
neves 0.000374 ali 0.01254 zhao 0.000784 brown 0.007701
fevrier 0.000374 ahmed 0.01200 trott 0.000562 stewart 0.006923
molina 0.000374 hussain 0.00935| jhon 0.000562 campbell 0.006895
wallace 0.000313 singh 0.00909 billy 0.000562 anderson 0.006639
roos 0.000313 shah 0.00860 rosa 0.000562 robertson 0.006354
springham 0.000313 begum 0.00738 venn 0.000562 thomson 0.005842
asare 0.000313 kaur 0.00415 skuse 0.000562 murray 0.005691
decarvalho  0.000313 rahman 0.00321 whyet 0.000562 scott 0.004998
Forename PROB. Forename PROB. Forename PROB. Forename PROB.
john 0.005376 john 0.00591 david 0.006408 john 0.021779
michael 0.003553 mohammed  0.00589 paul 0.005975 david 0.018649
anna 0.003553 david 0.00528 susan 0.005802 james 0.016307
maria 0.003351 michael 0.00396 sarah 0.005629 robert 0.010693
paul 0.003148 richard 0.00375 helen 0.005543 margaret 0.010663
david 0.003047 paul 0.00345 john 0.005111 paul 0.009936
peter 0.002946 sarah 0.00340 emma 0.004332 william 0.009744
james 0.002541 muhammad  0.00314 karen 0.004332 andrew 0.009088
andrew 0.002338 ali 0.00308 xheng 0.003554 michael 0.008694
sarah 0.002136 susan 0.00294 cheng 0.003467 elizabeth 0.008310

TABLE II. FORNAME CORRELATEDESTIMATION MODEL FOR UNITED KINGDOM DATA SET

Community 4 Community 7 Community 20 Community 25
Forename PROB. Forename PROB. Forename PROB. Forename PROB.
james 0.027032 mohammed  0.021833 mandeep 0.004284 eugen 0.002144]
john 0.026830 imran 0.006522 gurpreet 0.002254 rice 0.001576
william 0.021617 abdul 0.004561 jas 0.002040 dren 0.001434
margaret 0.020741 muhammad  0.003928 hardeep 0.002040 yu 0.001292
david 0.015551 mohammad  0.003739 harjinder 0.002040 hil 0.001292
elizabeth 0.014764 salma 0.003485 kamaljit 0.002040 smith 0.001150
robert 0.013438 shabana 0.003485 amandeep 0.00172( feng 0.001150
mary 0.012764 usman 0.002790 manjit 0.001613 robin 0.001150
fiona 0.012068 asif 0.002726 sandeep 0.001504 srun 0.001008
thomas 0.010315 saima 0.002600 harpreet 0.001506 hai 0.000866
Surnames PROB. Surname PROB. Surname PROB. Surname PROB.
smith 0.009057 khan 0.017968 singh 0.008697 jones 0.002907
brown 0.006248 hussain 0.015627| kaur 0.004890 smith 0.002164
campbell 0.005285 ali 0.012250 khan 0.002543 brown 0.001941
wilson 0.004873 ahmed 0.010584] patel 0.002353 li 0.001792
stewart 0.004834 patel 0.009909 hussain 0.002036 luo 0.001271
robertson 0.004421 akhtar 0.005047 ali 0.001782 david 0.001197
thomson 0.004362 mahmood 0.004551] ahmed 0.001782] dong 0.001048
anderson 0.004347 begum 0.004461 begum 0.001528 liu 0.000899
murray 0.004166 igbal 0.003831 gill 0.001401 zhao 0.000825
scott 0.003832 singh 0.003066 sandhu 0.001211 ma 0.000751

locations chosen as train data set and names in 15 remainipgesent estimated communities in forenames and correlated
locations chosen as test data set for United Kingdom. Silpila surnames in each forename communities.

names in 250 random locations chosen as train data set and

names in 27 random locations chosen as test data set for India 1) UK names data sefTable | shows the results sfirname
Test data set consists of held-out names from several tomati correlated LDA modelCommunities 5, 10, 24, and 25 have

that evaluates the estimated model from training set. top 10 most likely surnames and their correlated top 10 most
likely forenames for UK. Surnames belong to community 5

Experiments are carried out using Gibbs sampler to esand 25 areBritish or Europeanand the correlated forenames
timate communities and their correlations in UK and Indiaare alsoBritish or European Surnames in community 10
names data set. The number of communities are chosen frosgem to bendian or Pakistanisurnames and forenameaso-
{15,20,25,39. The hyper-parameters such as 3, 1, and hamad, muhammad, and aie seem to be correlatéddian
~ are symmetric Dirichlet priori and each hyper parameter ior Pakistani forenames and also with some other correlated
chosen single value which is 0.1. Gibbs sampling runs oveBritish forenames. Similarly, surnames in community 24 seem
1000 iterations. to be Chinesalong with some correlate@hinesand British

forenames. SomeBritish forenames appear across many
surname communities.

A. Community Correlated Estimation Models
Table Il shows the result oforename correlated LDA

This subsection presents the resultsofname correlated model Communities 4, 7, 20, and 25 have top 10 most likely
LDA modeland forename correlated LDA modeThe results forenames and their correlated top 10 most likely surnames
of surname correlated LDA modekesent estimated commu- for UK. Forenames in community 4, 7, 20, and 25 Brdish,
nities in surnames and correlated forenames in each surnar®akistanj Indian, and Chines and correlated surnames seem
communities. The results dbrename correlated LDA model to be from same communities and however, there are some



TABLE Ill. SURNAME CORRELATED ESTIMATION MODEL FOR INDIA DATA SET

Community 8 Community 10 Community 12 Community 25
Surname PROB. Surname PROB. Surname PROB. Surname PROB.
das 0.047381 sahoo 0.030447 patil 0.032645 g0ogoi 0.002211
ghosh 0.036121 mohanty 0.026827 kulkarni 0.021224 saikia 0.001997
roy 0.030650 mishra 0.025976 joshi 0.012290 baruah 0.001807
banerjee 0.024349 das 0.021119 jadhav 0.011181 borah 0.001712
chakraborty ~ 0.024280 nayak 0.020382 shinde 0.009799 deka 0.001190
mukherjee 0.024237 behera 0.019462 pawar 0.009491 kalita 0.001118
saha 0.020182 panda 0.019417 deshpande  0.00926! hazarika 0.001071
sarkar 0.018965 dash 0.017908 deshmukh 0.008316 bora 0.000857
dutta 0.018494 sahu 0.016069 gaikwad 0.006371 sarmah 0.000738|
chatterjee 0.018213 mohapatra 0.014034 shaikh 0.006037 phukan 0.000643
Forename PROB. Forename PROB. Forename PROB. Forename PROB.
amit 0.006203 santosh 0.001891 sachin 0.007677 lal 0.000244
abhijit 0.004291 manoj 0.001464 rahul 0.005960 ram 0.000157
arindam 0.003975 deepak 0.001347| amit 0.005789 rajesh 0.000107
anirban 0.003703 manas 0.001289 prashant 0.005357 amit 0.000088
abhishek 0.003668 biswaijit 0.001133 amol 0.004734 pankaj 0.000082
suman 0.003501] rajesh 0.001031 sandeep 0.004635 pranjal 0.000082
sanjay 0.003453 sanjay 0.000987 nitin 0.004469 sanjay 0.000075
subrata 0.003447, santoshkumar ~ 0.000972 santosh 0.004444 manoj 0.000063
partha 0.003381 ashok 0.000963 nilesh 0.004393 anil 0.000063
kaushik 0.003284 manoranjan 0.000943 yogesh 0.004157 abhijit 0.000063

TABLE IV. FORNAME CORRELATEDESTIMATION MODEL FOR INDIA DATA SET

Community 9 Community 16 Community 18 Community 25
Forename PROB. Forename PROB. Forename PROB. Forename PROB.
amit 0.017765 patel 0.008988 abhijit 0.004777 amol 0.007978
rahul 0.010283 jignesh 0.004512 arindam 0.004504 nilesh 0.00500
sandeep 0.0093272 chirag 0.003621 biswayjit 0.004138 sachin 0.004320
ashish 0.009181] hardik 0.003603 subrata 0.004004 ashwini 0.004234
deepak 0.009120 dhaval 0.003272 anirban 0.003980 ganesh 0.003819
manish 0.008506 bhavesh 0.003032 partha 0.003934 sagar 0.003708
abhishek 0.008176 hiren 0.002983 suman 0.003932 swapnil 0.003667
sanjay 0.007081 mehul 0.002811 sourav 0.003696 amruta 0.003222
rajesh 0.007064 nirav 0.002512 sandip 0.003603 snehal 0.003169
gaurav 0.006828 kalpesh 0.002340 kaushik 0.003564 rupali 0.003166
Surnames PROB. Surname PROB. Surname PROB. Surname PROB.
kumar 0.053129 patel 0.064114 das 0.043842 patil 0.024298
singh 0.042147 shah 0.034320 ghosh 0.031245 kulkarni 0.017574
sharma 0.030981 parmar 0.008046 roy 0.025780 joshi 0.010838
gupta 0.020334 joshi 0.007688 banerjee 0.020719 jadhav 0.008986
jain 0.014350 mehta 0.007534 chakraborty  0.020569 shinde 0.007711
shah 0.009734 bhatt 0.007292 mukherjee 0.020309 deshpande  0.007711
mishra 0.008965 desai 0.006895 saha 0.017109 pawar 0.007203
yadav 0.007624 prajapati 0.006267 sarkar 0.016326 deshmukh 0.006019
verma 0.007109 pandya 0.006218 dutta 0.015930 shaikh 0.005634
agarwal 0.007090 panchal 0.006112 chatterjee 0.015577 singh 0.005482

common surnames betwe®akistaniand Indian. Also, there  communities in Indian names data set. However, it is cleanfr
are some common surnamesBntish and Chines the Table IV that the correlated surnames of each forename
community appear in same surname community in Table III.

2) India names data setTable Il shows the results of Hence, theforename correlated LDA modadlearly finding
surname correlated LDA modeCommunities 8, 10, 12, and communities in forenames and correlated surnames.

25 have top 10 most likely surnames and their correlated top

10 most I|ke|y forenamels for India nam(?S data set. Surnamn(-;‘s B Community_Community Correlated Estimation Mode|s
community 8, community 10, community 12, and community . . .
names. The correlated forenames correspond to each surnaffelated LDA modeland forename community correlated

community are presented which share some forenames acrds®A model In the subsection IV-A, it has been observed that

abhijit, amith, and sanjay share acros®angali and Assami  across several surname communities or forename comnaunitie

surname communities. Forenamsanjay and manoj share It is important to establish communities in forenames or

acrossOrrisa and Assamicommunities. surnames that correlate with given communities of surnames

or forenames. Hence the results obmmunity-community

Table IV shows the result oforename correlated LDA correlated estimation modefzrovide interaction between sur-

model Communities 9, 16, 28, and 25 have top 10 most likelyname communities and forename communities. The results

forenames and their correlated top 10 most likely surnamesf surname community correlated LDA mogebvide top 3

for India names data set. The distributions of surname commost likely correlated forename communities of each sumam

munities can be interpreted easily in Indian names data seobmmunity. Similarly, The results oforename community

whereas the distributions of forename communities are hardorrelated LDA modelprovide top 3 most likely correlated

to interpret since forenames can share across many surnarsgrname communities of each forename community.



FCommunity 10

Forename  PROB.

mandeep  0.004691
sandeep 0.003449
narinder 0.002302
gurpreet 0.002016
manjit 0.002016
aman 0.001920
amandeep 0.001920
ranjit 0.001920
harjinder 0.001729
surinder 0.001729

Scommunity PROB.

Community 2 0.7611
Community 1  0.1473
Community 7 0.0912

FCommunity 16

Forename PROB.
eugen 0.002018
feng 0.001617
hongkun 0.001483
ke 0.001483
yu 0.001349
dren 0.001349
hil 0.001216
hai 0.000815
rice 0.000681
jiazhi 0.000681

Scommunity PROB.

Community 7 0.6044
Community 1 0.2362
Community 2 0.2362

FCommunity 17
Forename PROB.
david 0.021031
john 0.017448
paul 0.014856
michael 0.013475
sarah 0.012094
susan 0.011995
mark 0.011405
andrew 0.010800
Stephen 0.009452
james 0.009235
Scommunity PROB.
Community 1 0.8071
Community 6  0.0844
Community 4 0.0254

0.0844

0.7611 0.8071 0.0254
Scommunity 2 Scommunity 7 Scommunity 1 Scommunity 6 Scommunity 4
Surname PROB. Surname PROB. Surname PROB. Surname PROB. Surname PROB.
patel 0.0241 l 0.0022 smith 0.0165 campbell  0.0068 worsfold ~ 0.0008
Khan 0.01%0 david 0.0012 Jones 0.0124 stewart  0.0060 jonas 0.0005
ai 00141 tang 0.0011 williams 0.0083 robertson  0.0056 askew 0.0004
ahmed - 0.0130 luo 0.0010 taylor 0.0070 wilson 0.0051 stanbury  0.0003
hussain ~ 0.0121 zhao 0.0010 brown 0.0068 smith 0.0049 biggin 0.0003
singh 0.0108 miah 0.0010 davies 0.0061 thomson  0.0049 gilfoyle 0.0003
shah 0.0079 liu 0.0009 evans 0.0047 anderson  0.0048 manners  0.0003
begum  0.0069 huang ~ 0.0008 johnson  0.0046 brown  0.0048 notley  0.0003
kaur 0.0052 yang 0.0008 wilson 0.0045 murray 0.0046 endean  0.0003
iqbal 0.0087 cruz 0.0007 thomas  0.0044 reid 0.0044 cockburn  0.0003

Fig. 6. Forename Community Correlated LDA Model for UK Names Czéa

SCommunity 1 SCommunity 11 SCommunity 13

Surname  PROB. Surname  PROB. Surname PROB.

saikia 0.002081 das 0.046707 patil _ 0.0329

gogoi 0.002017 ghosh 0.036201 kulk_arm 0.0220

baruah 0.001802 roy 0.030474 joshi 0.0126

borah 0.001631 chakraborty 0.024552 jadhav 0.0118

deka 0.001245 mukherjee  0.024197 deshpande 0.0103

kalita 0.001138 banerjee 0.024052 deshmukh  0.0099

sarmah 0.000902 saha 0.020171 pawar 0.0098

hazarika ~ 0.000816 dutta 0.018659 shinde 0.0097

Bora 0.000709 sarkar 0.018650 shaikh 0.0074

Phukan 0.000602 chatterjee  0.018124 gaikwad 0.0063

Fecommunity PROB. Feommunity PROB. Fcommunity PROB.

C ity 7 0.4346 Community 2 0.7864 i

cg$m32:t>y,9 0.2613 Community 7 0.1395 Community 4 0.8071

Community 2 0.1240 Community 4 0.0686 Community 5 0.0844

Yy - Community 7 0.0254
0.1240 0.4346
0.2613 0.0844
0.8071

Fcommunity 9 Fcommunity 2 Fcommunity 7 Fcommunity 4 Fcommunity 5
Forename PROB. Forename PROB. Forename PROB. Forename  PROB. Forename PROB.
miya 0.00024 amit 0.00511 ram 0.01134 rajesh 0.00738 muniver 0.01257
ahmad 0.00010 abhijit 0.00492 amit 0.00978 sanjay 0.00701 amol 0.00411
bibi 0.00009 arindam 0.00427 sanjay 0.00948 amit 0.00627 ashwini 0.00217
barman 0.00007 anirban 0.00390 rajesh 0.00866 vijay 0.00543 amruta 0.00204
manzoor  0.00006 subrata 0.00369 manoj 0.00760 santosh 0.00539 prajakta 0.00133
emily 0.00005 kaushik 0.00364 anil 0.00755 sachin 0.00529 pallavi 0.00126
emi 0.00005 suman 0.00360 sunil 0.00721 sunil 0.00497 swapnil 0.00114
rouf 0.00005 biswajit 0.00359 deepak 0.00715 sandeep 0.00481 shital 0.00105
olga 0.00005 partha 0.00357 rakesh 0.00669 anil 0.00479 Shubhangi  0.00094
vanlal 0.00004 abhishek 0.00337 ashok 0.00646 deepak 0.00478 Snehal 0.00093

Fig. 7. Surname Community Correlated Estimation Model for Indéanes Data Set




Perplexity Results for Indian names Perplexity Results for UK names

Surame LDA
14 Forename LDA
Sumame Correlated LDA

Forename Correlated LDA

Surname Community Correlated LDA
Forename Communit Correlated LDA

Surname LD
6 Forename LD;
Surname Correlated LD,

Forename Correlated LD:

Sumame Community Correlated LD;
Forename Communi ty Correlated LD,

Perplexity
Perplexity

20 20
Number of Communities Number of Communities

Fig. 8. Perplexity values for India and UK names data set fiferdint probabilistic models

1) UK names data setFigure 6 shows the results of for UK andindia data sets. Perplexity can also be used to study
forename community correlated LDA madEbrename com- the strengths of communities under different scenarios. Fo
munities (FCommunity) 10, 16, and 17 have top 10 most likelyindia names data set, surname LDA model has less perplexity
forenames and their correlated top 3 surname communitiehan forename LDA model which means surnames capture
where each surname community represents top 10 most likelyetter communities than forenames whered6 names data
surnames of that community for UK names data set. Forenamet, forenames capture better communities than surnames.

::n (;:grrril?;ﬁr!%ni?ﬁeﬁesggcti/;;eﬁ?; é%sgngn'th%?lgfiam% The perplexity of thesurname correlated LDAmodel
: as almost same performance fasename LDAsince the

ﬁomé?:lj;'E%rlreﬁg{éilig%ii;’ivs':]h fzget;‘;ﬁecggngmmgs'(gg\g%/)ercorrglated forenames pr(_)pablllt_|es are _used to calculate p
whereas surname community 6 and 4 are only co.rrelate ¢ lexity, but it extracts additional information such asretated
British community. Surname community 2 contaimslian or orenames of each surname community for both the names data
Pakistani surnamés which highly correlates todian fore- set. Similarly, the proposetbrename correlated ITDAmodeI
names with probability 0.7611. However, surname communityhas almost same performancesasname LDAbut it extracts
7 containsChinessurnafnes Which are 'highly correlates to correlated surnames for both t_he names data sets. However,
Chinesforenames with probability 0.6044 the proposedsu_rname community co_rrelated LDand fore-
’ : name community correlated LD#ave improved performance

2) India names data setFigure 7 shows the results of compared to all other methods. These models also provide
surname community correlated LDA madSlrname commu- interaction among communities of surnames and communities
nities (SCommunity) 1, 11, and 13 have top 10 most likely sur-of forenames.
names and their correlated top 3 forename communities where For Indian names data set, tHerename community cor-

each foreanme community represents top 10 most likely foregg|ateq LDAmodel performs better thasurname community
names of that community for India names data set. Surnamesyrajated LDA model whereas fotJK names data set the
in community 1, 11, and 13 are seem to AssamBengali g ame community correlated LDodel performs better
andMarathi communities in India. It is observed that forename 14 forename community correlated LD#odel. It means
ﬁommumt.y E_sni&wes all lthese 'glree surname communities a’éajrname capture good communities which interact across sev
c')tvf\:everbltb'l'ltg g 4%Zr6re2}es tf ssamsurname C%mr;l;]r.“t%/l eral forename communities india whereas forename capture
with probability 0.4545. AISO, Toréname community Ignty good communities which interact across several surname com
correlates taBengali community with probability 0.7864 and -, jties inUK. Intuitively, surname communities india and
forename community 4 highly correlates Marathi sumame ¢, ename communities iUK are well established in all the

community with probability 0.8071. proposed methods. However, the performance of community-
. community correlated LDA models are better than all other
C. Performance Comparison models. The average perplexity efirname community cor-

lated LDAmodel andforename correlated LDAnodel are
01944 and 7.6573 fotJK names data set whereas these
(\!glues are 9.66520 and 4.8298 fordia names data set
reéspectively

A held out test data set is used to compare the performanc{?
of the proposed models fdndian and UK names data set. ™
Perplexity is a standard measure to compare the performan
of a probabilistic model. A lower perplexity score indicaite
better generalization performance. The perplexity is @efias
exponential of negative normalized predictive likelihaddest
data under the model. Figure 8 represents perplexity compar This paper used the probabilistic generative model such
ison for probabilistic models against number of commusitie as LDA to find communities over a set of names collected

V. CONCLUSION AND FUTURE WORK



at different locations. In addition, this paper proposedess
variants of LDA models to capture correlation among surreame
and forenames within the communities and across the commu-
nities. Initially, this paper presentexlirname correlated LDA [12]
model andforename correlated LDAnodel. These models
find communities in surnames or forenames and extracts-corre, 3|
lated forenames or surnames respectively. The performaince
surname correlated LDA model or forename correlated LDA
model is similar to performance of LDA model to find commu- [14]
nities in surnames or forenames independently. Howevesgeth
proposed models extract correlated forenames or surnames.
Later, this paper proposedirname community correlated LDA
model andforename community correlated LDAodel. These
models establish interaction among communities of forexgam
and communities of surnames. These two models have lowgts)
perplexity compared to all other related models which means
the performance of these two models are better than all othét7]
related models in this paper. The experiments for proposed
models are conducted against number of communitielntba

and UK names data set. It has been observed that surnamg$]
form good communities itndia names data set aridrenames
form good communities iJK names data set. This paper
assumes the number of communities are known in advance.
In future work, we will propose to derive optimal number of 2
clusters from the given names data set.
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